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PREFACE

by Shiro Hattori

The present volume of the Proceedings of the Xlllth International Congress 
of Linguists (Tokyo 1982) contains 8 plenary summaries, 27 plenary papers, 194 
section papers and 25 reports of working groups presented at the Congress, a 
list of participants, index of authors, and pictures at the Congress. The following 
materials are appended: excerpts from the circulars and congress programmes, 
and photoprints of the title pages of the Proceedings of the previous Congresses.

* *

The Xlllth International Congress of Linguists was held in Tokyo from the 
29th of August through the 4th of September, with 1448 participants from 48 
countries.

When I look back upon the events related to the Congress, I realise that it 
originated from the Ninth Congress held in Cambridge, U.S.A, in 1962. The 
President was Professor Einar I. Haugen of Harvard University, who invited 
me to chair a section meeting on structural semantics, giving me a generous 
grant for transportation and accommodation. There I found how important 
and significant an international congress was.

At the Bucharest Congress held in 1967, I was elected a member of the 
Executive Committee of the CIPL, although I did not attend the Congress. I 
accepted the invitation, because I had been given some explanation about the 
CIPL by the late Professor Roman Jakobson. However, I did not fully realise 
the importance of the position.

Several months before the Bologna Congress in 1972, I was requested by 
Professor Einar 1. Haugen, a permanent member of the Executive Committee 
of the CIPL, to sound out about the possibility of organising the next Congress 
in Japan. I made some investigation hastily, without full conviction of success.

During the week when the Bologna Congress was being held, I received 
suggestion but no formal request to hold the next Congress in Japan.

some

After having returned home, however, I made all possible endeavour to hold 
it in our country, until the deadline, i.e. the end of June 1974. After all, how­
ever, I was obliged to answer “no” to the Secretary-General, due to the terrible 
inflation caused by the “Oil Shock”, and for some other reasons, of which I 
would not like to go into details.

At the Vienna Congress held in 1977, no decision was made, as usual, con­
cerning the place for the next Congress. When I met Professor Wolfgang U. 
Dressier, the President, in one corner of the hallway, he whispered to me, “This 
Congress should have been organised by you.” However, I did not take it seri-

V
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ously, because it was only an informal suggestion. I felt rather freed from the

s. Hattori

burden of organising the Congress in Japan, because no formal proposal was
made at the meetings of the Executive Committee.

Several months after coming back home, I received a letter from Professor 
Eugenius M. Uhlenbeck, the Secretary-General of the CIPL, in which he
requested me to do some sounding concerning the possibility of organising the
next Congress in our country.

Hereupon at last, I finally realised the grave importance of the expectations 
directed towards me, and made up my mind to take all the responsibility for 
the Congress. I started the activity secretly and very carefully, because of the 
bitter experience of the last failure.

I will not describe the various events after my decision, except for important

ones. I only mention that they were an alternating succession of good luck and
ill luck, just like the usual way of life.

an ad hoc committee as had beenInasmuch as I was planning to organise
suggested to me formerly, I was greatly embarrassed when we found in October 
1979 that, in terms of the Japanese laws, only permanent academic societies are 
entitled to organise international congresses. In our case, the Linguistic Society
of Japan was the pertinent one.

After this event, I still had to overcome various difficulties, and it sometimes
seemed almost hopeless. However, it was a great luck for us that the late Pro

on August 1, 1983, was elected Presidentfessor Shigeo Kawamoto, who deceased
of the Linguistic Society in 1981, and took over the position for two years 
beginning from April 1981, according to the statute of the Society. With his 
strong support and cooperation, a very powerful Organising Committee for the 
Congress was established immediately. Thanks to the endeavours of several 
members, a “Supporters’ Association” was also established at the end of October 
1981, in order to financially aid the Congress, because our financial outlook still 
seemed very gloomy. How^ever, members of the Committee had started the 
activity in their own given capacities, and as for the business of the organisation 
everything began to get along smoothly. I was so lucky that I only had to play 
the rôle of the coordinator of the sincere and devoted team, who worked with

a beautiful division of labour. I am deeply grateful to all the Committee mem-
bers, together with their wives and husbands, and also to the students and
others who helped us very faithfully under their guidance. Meanwhile, out-
financial state kept on improving, and in the middle of August, just before the
Congress, it miraculously attained the best condition.

During the last three difficult years, I myself was constantly led by a firm 
conviction that to hold the Congress in Japan means to aid the realisation of 
the ideal of the CIPL, one of the thirteen suborganisations of the CIPSh, whose 
ideal is in close relation to that of the UNESCO.

On behalf of all those who participated in the organisation of the Congress,
I express my most cordial gratitude to
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Their Imperial Highnesses the Crown Prince and Princess,
to the Linguistic Society of Japan,
to the Ministry of Education, Science and Culture,
to the Science Council of Japan,
to the six academic Societies of Japan, that cooperated with us, 
and to all the members of the Supporters’ Association.

Before concluding this preface, it is also my great pleasure to express here 
our heartfelt appreciation to the following organisations, who financially sup­
ported us:

The Commemorative Association for the Japan World Exposition 1970 
(Osaka),

The Hôsô Bunka Foundation (Tokyo),
The Kajima Foundation (Tokyo), and
The Comité International Permanent des Linguistes (The Hague).

September 1983
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Mass., August 27-51, 1962. Edited by Horace G. Lunt. Mouton & Co.

X.
London, The Hague, Paris 1964. xxii+1174 pp.
Actes du X® Congrès International des Linguistes, Bucarest, 28 août-2.

A. Graur. Tome
Septembre 1967. Editions de l’Académie de la République Socialiste de 
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XI. Proceedings of the Eleventh International Congress of Linguists, Bologna- 
Florence, Aug. 28-Sept. 2, 1972. Edited by Luigi Heilmann. Società 
editrice il Mulino, Bologna 1974. Vol. I: xiv + 966 pp. Vol. II: xiii + 
1213 pp.

XH. Proceedings of the Twelfth International Congress of Linguists, Vienna, 
August 28-September 2, 1977. Editors: Wolfgang U. Dressier, Wolfgang 
Meid, Assistant Editors: Oskar E. Pfeifler, Thomas Herok. Innsbruck

as a Sonderband der1978. XV + 832 pp. [The volume was published
Innsbrucker Beiträge zur Sprachwissenschaft, herausgegeben von Wolf-
gang Meid. The following German and French titles also appear on 
p. ii: Akten des XII. Internationalen Linguistenkongresses, Wien, 28. 
August-2. September 1977; Actes du XII® Congrès International des 
Linguistes, Vienne, 28 août-2 septembre 1977.]*)

1

•) Still available from: Institut für Sprachwissenschaft der Universität Innsbruck, A 6020
Innsbruck, Innrain 30, Austria.
Price: 2160 Austrian Schillings per copy.
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OPENING CEREMONY

Greetings by Shiro Hattori, President of the Congress

*0,

to

Your Imperial Highnesses the Crown Prince and Princess.
Ladies and gentlemen! Dear friends and colleagues! 
I esteem it a great honour and pleasure to declare now the opening of the

Thirteenth International Congress of Linguists, on behalf of all those, who 
have cooperated with us, encouraged us, supported us, and assisted us.

This Congress was organised under the auspices of the CIPL, i.e. le Comité 
International Permanent des Linguistes (the Permanent International Com­
mittee of Linguists), promoted by the Linguistic Society of Japan, assisted by 
the Ministry of Education, Science and Culture, and by the Science Council 
of Japan, in cooperation with the six academic Societies of Japan.

The aforementioned CIPL is a non-governmental international organisation 
founded to assist in the development of linguistic science. It is one of the 
thirteen international academic organisation unions, federations, committees, 
etc., uhich are affiliated to the CIPSh, i.e. le Conseil International de la 
Philosophie et des Sciences Humaines (the International Council for Philosophy 
and Humanistic Studies). The ideal of this CIPSh is, to my understanding, in 
close relation to that of the UNESCO.

The First International Congress of Linguists was held in 1928 in The 
Hague, the Netherlands. This Congress is the Thirteenth, but, as a matter 
of fact, the Twelfth, because the Fifth Congress was never held due to the 
World IVar II. Out of the eleven Congresses in the past, only one, the Ninth 
was organised in 1962 in Cambridge, Mass., the United States of America. 
All the other ten Congresses were held in Europe. Therefore, this is the first 
Congress in Asia. We have endeavoured to comply with the ideal of the CIPL, 
and the CIPSh.

The distinctive feature of this Congress, compared wdth those of the previous 
Congresses is the fact that it has eight Plenary Sessions on the general theme 
of “linguistics in the 1980s.” Besides, Section Meetings and Working Groups 
will abundantly be held.

I cordially hope for the success of this Congress, while expressing my heartfelt 
gratitude to all those, who devotedly contributed to the organisation of this 
Congress, advised us, supported us, encouraged us, cooperated with us, and 
assisted us.

Thank you.
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Greetings by Shigeo Kawamoto, President of 
the Linguistic Society of Japan

Your Imperial Highnesses the Crown Prince and the Crown Princess, Ladies 
and Gentlemen. i

It is a great pleasure as well as a privileged honor for me to pronounce in 
the name of the Linguistic Society of Japan a few words of welcome, good wishes j 
and thanks on the occasion of the opening of the XIII International Congress j 
of Linguists today here in Tokyo. |

First and foremost, let me extend my cordial welcome to all those who were i 
kind enough to get together for the Congress, the first to be held in Asia, those 1 
who traveled from afar and those who represent the various parts of this I 
country. I hope the visitors from other countries will take advantage of their I 
being in Japan to witness for themselves various facets and phases of this country | 
and will return home with a renewed conviction that, in spite of differences in I 
cultural traditions, human beings, homines loquentes, are of one and the same I 
family of man and can precisely because of such differences, be enriching to one I 
another. I

Secondly, good wishes. Since we are assembled here for academic purposes, I 
and not just for a euphoric exchange of amiable words, we might at the outset I 
agree to disagree. Thus, frank opinions and views will, I hope, freely circulate I 
and, in that way, contribute to leading the Congress to a successful and fruitful I 
conclusion. I

Last but not least important, I would like to thank the officers of the 1 
Congress who have contributed with self-abnegation to the implementation of I 
the Congress. I thank Professor Shiro Hattori for assuming all responsibilities I 
of planning and realizing the Congress. I thank also Professor Kazuko Inoue, I 
the Secretary-General of the Congress and the members of the Secretariat under I 
her leadership. Thanks are due to those individuals and corporate bodies who I 
came generously to support the Congress. My gratitude goes further to the I 
Comité International Permanent des Linguistes, to its President Professor I 
Robins and its Secretary-General Professor Uhlenbeck and also to every one | 
of the congressists. I

So I end my greetings by saying Good luck to the Congress and its partici- I 
pants. Thank you. I
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Greetings by Robert H. Robins, President of the 
Comité International Permanent des Linguistes

Kótaishi Denka narabini Kótaishi Hidenka, minasama. Dai Jûsankai Kokusai 
Gengogakusha Kaigi wa kotoshi Tokyo de okonawarete orimasu. Kono Kaigi 
о Tóyó de окопай no wa, kondo hajimete de gozaimasu. Watakushi wa mina­
sama no daihyosha toshite, Nihonjin no yüjin kara omaneki itadakimashita koto 

kokoro kara kansha itashimasu. Arigato gozaimashita.о
идв-^W^ri^íi» Жл’ч^С'гз'/^

■оd'.¿ ь i'í'V'í bfc,
Your Imperial Highnesses, ladies and gentlemen. This is the first Inter­

national Congress of Linguists to meet in the East. And the contribution made 
by Japanese scholars in all branches of linguistics makes Tokyo the proper place 
where such a first meeting should be held. The importance of this congress is 
emphasized by the gracious presence with us of the Crown Prince and the Crown 
Princess at the reception yesterday, and at this ceremony today. All of us wish 
to express our thanks to our Japanese hosts for their invitation, and for all 
the care that Professor Hattori and the other members of the organizing com­
mittee have taken for the success of this congress. We, all of us, must now 
ensure that our work at the congress justifies all the work that has already 
been done on our behalf. Thank you.



The Address of
His Imperial Highness the Crown Prince of Japan

I
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(English translation)
It is my pleasure to be at the opening ceremony of the Xlllth International 

Congress of Linguists and to meet participants gathered here from all over the 
world.

means

Language reflects the property truly characteristic of human beings. Most 
of Man s heritage from the past has been transmitted to the modern world by 

of language. It is not too much to say that we owe the continuous
development of Man’s culture to language.

The earth is inhabited by various peoples, endowed with various languag^M
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and

great

each inheriting their own culture, the products of human activity. To build

societya
• which all the peoples of the world live together, sharing spiritual 

with one another, we have not only to understand one another but
conifott understand and respect the cultures borne by one another,

ttainment of this end, the study of language will play an extremely 
For the a to understand as much as possible what the people of

Okinawa 
time ago

. jp order to unoersidiiti ds mucn ds pobbiuic vviidL lxic pcopie oi 
Prefecture, the southern islands of Japan, dearly cherish, I read some 
several pieces of Ryuka (Ryukuan poems) composed in the era of the 

Chuzan Kingdom. At that time I relied heavily on A Dictionary of 
Language compiled under the guidance of Dr. Shiro Hattori,Ryukyu 

f/ze Ryukuan
president of the Organizing Committee of this congress. I still remember the

I felt when I gained some understanding of Ryuka with the help of pleasure j
this dictionary, containing even grammatical explanations, of the Ryukuan 
language, a branch of Japanese.

The study of language, however, has a wider significance. I hear that the 
lectures, papers, and discussions prepared for this congress cover various topics, 
ranging from theoretical study of the nature and function of language to prob­
lems of language disorder and processing of linguistic information by means 
of computers. I hope all these academic activities wdll be both interesting and 
meaningful to the participants.

I would like to conclude by expressing my very best wishes for the success 
of this international congress not only as an occasion for the exchange of 
academic views and information but as a place for deepening friendships among 
the participants, while contributing to the development of linguistics for the 
future.
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Congratulatory Message by Heiji Ogawa, 
Minister of Education, Science and Culture

^0 r ZtipCXtJLRjBSToW^’Sr^is^'.

fcrili, i b^'C'S)4i"o I
¿^0 ¿Hi bfcffi|^40d^aoaw • I

sl§0AHiffitgibK-r6

Tii'icoV'X.
, b 01 5 Ti^S ■ Ws^^a b-CAFU]^ i; ’fc AFalb b

i-ti 5-b;0^bM^i;V'AbXHf) i-to i
3n<#iii-biD;5^Hi bAti, bH^®Ki'b0 A|§OA7ib-f. -bH^^AAbARi, tt 

3tft^0AFa1«)W^ib<3V'Ai>a»^iSfeAV'AA^. 0*-C'0i®i^A0
©¿¿H6i5b'3^b®5 AS^^^oFjSffiib^AiiWAb

i i <)rr©^aA>Bff3if]o@l^^)S:53giba!S-t

BSW^PS ^30 0

/> Jll ¥ ?&

(English translation)
It is a great pleasure to me to have this occasion to offer a message to the 

participants of this important gathering, congratulating you on the opening
the honored attendanceof the Xlllth International Congress of Linguists, in the ho----- -'

of their Imperial Highnesses the Crown Prince and Princess.
First of all I would like to express a hearty welcome to you scholars who 

have come from distances all over the world representing more than forty 
countries. As the first International Congress of Linguists was held in the 
Hague in 1928, you have a history and a heritage of more than half a century.

8



It is significant indeed that this time the Congress is meeting outside of Europe
¡jnd America for the first time in its history. I hope that with this Congress
contributing to international academic exchange, it will set a new momentum,
so that researches in linguistics will make further progress.

In your Congress I anticipate that excellent results will be presented of
researches by your scholars working in various places on the earth, researches 
concerning problems of the property and the function of language, problems of 
temporal and spacial variation of language, and problems of language learning 
and its use. There will also be lively discussions on these topics, including the 
future prospects of researches. I look forward to seeing new light shed on the 
structure and function of language, truly a definitive characteristic of Man, 
and to finding Man’s wisdom deepened as a result.

I sincerely hope that you participants of this Congress from abroad will find 
opportunities to make your stay in Japan fruitful not only in terms of linguistics 
but also for witnessing something of our country, the people, their surroundings, 
society, and culture. In conclusion I would like to express my profound appreci­
ation for what everyone concerned has done in making this international 
congress possible. My very best wishes for the successful attainment of your aims.

9



Congratulatory Message by Koji Fushimi, 
President of the Science Council of Japan

^130 a

*B, ^130B^>3S^WA»©
r7fi^^i-^L4 LT, B*i^if5^^iiRRLT, Li$

4 Lfcb ¿It, ^.©^^^¿ts ¿ - ATi) <yi-ta
BsSow^ti. •n:mR©Hi¥^A'Lr4;5±Ris©®iS»v'^,

V' 5 b i 7k < ag ¿Bt>
h-TioiJtt/Ss

W5SA‘4t±-t^®l'-;koT^fcii^-^Tio t; 4to b5
7=y-r, 7 4’S*)ki'i-4i

v-Ci, LT ¿MV'Tio 0 4
•to boi 5/x(ierS)/c T, Mi30a^sMsS^^^^»/i‘i5feT@:*U^t-oifeTi)^>, ii
¿*^B Ttjfiffi $ h- 2> ® !>' i /£ i) 4 L ©Ban®«) T A t V'^feOd'^^SilfLtto
4 Ar® < i) 4 to

40O^»rti4OiiC'>-a, ait) 1,400 igrofi?) L,
ri980ipRO ^т--7¿ LTW^íí^/^'íт¿>KS¿©г¿-c•t/ls

>!§«, Ahi^StJtw-'Ajt-• g^©lgf4^¥r¿oT®aт^g7kB8¿«tg’lгW
LTib'i) 4f/»^e>, t) 4t/>s 40©«^©®:^^!?^
V'M-L'^iaV'Tto i? 4fo

l|130a^BI§^^^4'K/»s a!S^^4©%©©i^l^^aíííSд*^t¿ ¿ %(-,
O DO ciV'Tiiam, => i =.>r -•> a

aLT, t 5SgfíLT4=A4■t^o
4t:, !S?i-t 0^±¿,^tS^B5HAW^^©^¿^«i-^tW5Ei-g9LT^±^fe¿ t <1, BA© 

ft±4’*(bic<3i,^-r4, t i?^<4DS^4^iiAn, BAr^t5W^i3?«3TV'yi/c< 
t 5#ai't:L4 L■<íí,©ÍHff¿$■^4TV4г7•гt4to

BSWips ,^30 0

0 M s ?&
(English translation) 

It is my great privilege
deliver these words of

as president of the Science Council of Japan to
felicitation to the Xlllth International Congress of_ , . ~ -*-'»4X1,1 ICtLl KZXA »•**»» ,> bXX Xll LCXlX<XkllZAXMX vjvilgjivao V/X

inguists at its opening ceremony, honored by the attendance of their Imperial
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Highnesses the Crown Prince and Princess.
According to my understanding, up to the beginning of the Meiji era, the

study of language in Japan was promoted without foreign influence by Japanese 
philologists carrying out researches on the grammar and the uses of Kana in 
Ancient Japanese. Since the Meiji era, however, the influence of linguistics 
and phonetics developed in t*" ‘
of the Japanese people to do research in linguistics, and triggered the ever 

the West has brought out the inherent capacity

growing research activities in this field.
The development of linguistic researches in Japan is said to have been in 

parallel with a new trend in Linguistics in Asian, Near Eastern, African, Central 
and South American countries, that is, in the direction of integration of 
philological traditions and modern linguistics. It seems to me that the signifi­
cance of this international congress held at this time is very great, for it is the 
first time after twelve congresses for the site to be in other than the Western 
countries. I would like to express my sincere respect to all of you who by your 
efforts and enthusiasm have made this Congress possible.

I am told that there are some 1400 persons from more than 40 countries 
gathered here, and you are to discuss “Linguistics in the 80s” from various 
points of view according to your different specializations. Language has great 
significance, playing an important role not only in everyday life but also in 
researches of human, social and natural sciences. This is why a person, such 
as myself, in a field of natural science, feels deep interest in the outcome of 
this Congress.

It is my sincere hope that the Xlllth International Congress of Linguists, 
while stimulating the progress and development of linguistics itself and helping 
to deepen the mutual understanding among the participants, will play an 
important role in the establishment of world peace by contributing to the 
improvement of international and interdisciplinary communication. I hope 
that all you scholars who have come long ways from abroad will have ample 
opportunities to deepen your understanding of your own specializations. 
Finally, I hope also that you will gain some insight into Japan, our people 
and our culture.
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Closing Address by Shiro Hattori

Ladies and gentlemen!
As the President of the Thirteenth International Congress of Linguists,

I would like to express my cordial gratitude to all of you for your kind co­
operation in making this Congress successful in every respect.

I hope that those of you who have come from long distances have had ample 
oppotunities to satisfy your academic curiosity and to know this part of the 
world a little better.

On my part, I have heard very explicit expressions of appreciation from some 
of you, and am very grateful for that. I was, in fact, very fortunate to have 
been assisted by a team of devoted, enthusiastic and very capable linguists for 
the organisation of this Congress. I would like to ask you, all the members 
of our Organising Committee, to stand up, please. (Applause) Thank you.

Now, I would like to be permitted to ask some of you to come up on the 
stage, when I call your name. Incidentally,... I am sorry I have to restrict the 
number to “seven”, because the stage is not so spacious... and “seven” is my 
favourite number. I don’t know why.... Maybe ... I learned some Mongolian, 
and the Mongols like the number “seven”, and the influence... might have 
come from that experience.

I call the seven names, but it does not mean at all that the others who will 
not be called don’t deserve coming up. Now, I call..., but the order is at 
random:

Mrs. Kazuko Inoue, the Secretary-General j
Mr, Tsuyoshi Nara, the chairman of the subcommittee for public relations, | 

and the vice-chairman of the subcommittee for fund raising |
Mr. Tadao Shimomiya, the Associate Secretary-General j
Mr. Yoshio Nagashima, the Associate Secretary-General j
Mr. Hajime Kitamura, the chairman of the subcommittee for financial affairs | 
Mr. Takao Ooe, who faithfully assisted Mr. Kitamura 1
Mr. Nobuhisa Tsuji, the vice-chairman of the subcommittee for public | 

relations I

May I ask you to applaud for them? (Loud applause.)
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Address at Closing Ceremony by R. H. Robins

Minasama. Ladies and gentlemen.---- «-»
The chairmen of the Plenary Sessions have given us their reports, and there

is little left for me to say at the conclusion of this Congress.
We retain many pleasant impressions and many very happy recollections. 

As I said in my opening address, this Congress has been especially important 
since it is the first International Congress of Linguists to meet in Asia, and
we must first of all express our warmest thanks to our Japanese hosts, and by
our hosts I mean not only those immediately responsible for the Congress itself, 
but those many citizens of Tokyo who in different ways have shown us courtesies 
and kindnesses as w’e made our way around this delightful city.

A special acknowledgment must be made of the wonderful reception that 
this Congress has been given. To be accorded one visit by their Imperial High­
nesses might, perhaps, be taken as a gracious recognition. To have had the 
pleasure of their presence on two successive occasions must be regarded as the 
highest honour and one that we must hope has been justified by our work in 
this past week. We must also express our thanks to all those who have con­
tributed financially to the running of the Congress, whether as private indi­
viduals or as national and local institutions.

Professor Shirô Hattori, Professor Kazuko Inoue, and all the other members 
of the Organizing Committee have laboured long and hard for the past two 
years for our benefit. We have seen the results of these labours and we thank 
them all most sincerely.

IVe came here specifically to review the state of linguistics in the 1980s. 
My own dominant impression, derived from our meetings here, has been the 
healthy diversity and vigour of our subject. No one theory or methodology 
has been allowed to dominate our sessions. It has been expressly admitted that 
in the present state of our subject several different theories are best placed to 
throw light on different areas of study within both descriptive and historical 
linguistics. The insights of transformational-generative grammar are being
properly exploited in several branches of language study, but it is clear from 
this Congress that the days have
claimed prominence over everything else; and the excessive concentration on 
® str act syntax, often too much confined to English, and sometimes disfigured 
“1 political slogans and propaganda, has passed away.

A speaker referred

now gone when this one theoretical viewpoint

bv

3 distinct
fieldia 
as an 
other.

to the renewed attention being given to morphology as 
area of grammatical analysis. This is most welcome. The post-Bloom- 

structuralists, though not Bloomfield himself, tended to treat syntax 
extension of morphology, the distribution of morphemes relative to each
n

And, almost as a countermovement to this, transformational-generativists
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extended the term syntax to include word structure itself, thereby blurring the
vital distinction between inter-word relations and intra-word relations. Both
phases of descriptive grammar in their different ways drew attention away from
the unique and vital status of the word as both a formal and a semantic unit
of language structure, whether in written or in unwritten languages.

It is very hard for most of us to keep up with all the developments that 
are taking place within linguistics today. Perhaps some few of the greatest 
scholars in our field have in their own times come within some distance of 
this achievement: Sapir, Bloomfield, and the preeminent linguist of our genera­
tion, Roman Jakobson, whose recent death has so saddened us all. If such a 
panoptic control of the whole range of linguistic studies is less and less attain­
able, this is due not just to our own inadequacies and failings but to the ever 
growing scope of the topics deemed properly to fall within linguistics. .And 
most of these topics have been recognized and represented somewhere at this 
Congress.

Ars longa, vita brevis-, we must each develop the theoretical line that most 
appeals to us and in the field in which we think we can contribute most. But 
we must never fail to read, to listen to, and to learn from the work of others, 
including, and perhaps especially, those with whose viewpoint and approach 
we may feel less sympathy. This is the value of large-scale congresses like this 
one. We have had the opportunity to listen to reports on the present state and 
the future prospects of whole areas of linguistic research, to hear brief accounts 
of individual research activities, and to take part in working groups investigating 
particular areas and topics. But there are limits to all this. Even if some of 
those present here could, like Chomsky’s idealized speaker-listener, make them­
selves immune to inattention, hunger and thirst, and weariness, not to mention 
the attractions of Tokyo city by day and night, even such paragons of scholarly 
virtue could not (as yet) be in more than one place at one time; and all of us 
will have to wait for the published Proceedings to get an entire picture of what 
has been done here this summer.

This, however, is to undervalue one very important part of our quinquennial 
gatherings. It is good just to meet each other informally at lunch or at tea, in 
the lounges of the Nippon Toshi Centre and in our hotels. Once one has seen 
and talked with a colleague from another part of the world one hears his voice 
through one’s reading of his written work, and one’s reading thereby becomes 
more vivtd and instructive. It is, too, surprising how many colleagues and 
friends we meet at congresses like this whom we might not have seen otherwise. 
Formal papers and symposia are excellent and indispensable. Equally valuable 
are our informal meetings, greetings, and conversations.

These quinquennial Congresses are the major concern of CIPL, the Comité 
nternational Permanent des Linguistes, and along with the Linguistic Biblio­

graphy they ■ -
* /    - r- —• ■“ * c*. A « — --------------- X ■ * VXl VX X V» VWliMll X A X U Jf X

SC olars working in linguistics. The Congresses provide the sites for the principal
are the principal benefit conferred by CIPL on the community of

meetings of the Executive Committee and the General Assembly. CIPL repre-
14



sents linguistic scholarship in international bodies and before international 
authorities. In Tokyo we have taken an important step to strengthen the 
position of CIPL by extending the scope of its potential membership to include 
international linguistic societies as well as individual countries; and it is pleasant 
at this point to record the application by Greece to become a member country, 
an application accepted with alacrity by the Executive Committee at its meeting 
last week.

And now our Congress is nearly over. For many of us from outside Japan 
it has been our first occasion to visit these islands, and, much as we have enjoyed 
Tokyo and its surroundings, most of us are looking forward keenly to seeing

a little of Japan outside Tokyo. All too soon we must leave, but we all hope to 
come back one day, and therefore the final words from us visitors should, per­
haps, not be saydnara, but rather mata o-ai shimasho.

Tokyo September 4th, 1982.
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Address at Closing Ceremony by Kazuko Inoue

Secretary-General of the Congress

The first item in this final report from the secretariat is the unexpectedly 
large number of participants in this congress. Fourteen hundred and forty-eight 
people paid their fees and turned in final registration cards, and thirteen hun­
dred and thirty-eight people actually participated in this congress. This means 
that one hundred and ten people did not come. Among them fifty-five —exactly 
half— were those from abroad. Concerning those who did come, we have been 
impressed with great efforts of some people to make arrangements for the trip 
to Tokyo under very difficult conditions. We are very sorry for the absentees, 
and we will send all the materials used at the congress for those people as soon 
as possible.

At the outset of our planning, we anticipated about eight hundred partici­
pants. Therefore, we were very much concerned about the size of this con­
ference hall when the number of applicants went beyond twelve hundred. Even 
though we tried our best to overcome this shortcoming in many ways, you were 
probably inconvenienced. We would like to offer our sincere apologies for these 
inconveniences, including the poor acoustics in some rooms, insufficient equip­
ment such as overhead projectors, slides projectors, and so on.

We thank you very much for your cooperation. The atmosphere of the 
whole congress was very congenial and stimulating. Without your help in many 
capacities, the congress could not have fulfilled its academic responsibilities. 
Special thanks go to Professors Robins and Uhlenbeck, who represent the CIPL 
as its President and Secretary-General respectively, and those who chaired plenary 
and section meetings or organized the working groups.

I would like to add on this occasion that many Japanese people both in 
academic and business circles have given us financial and moral support for this 
congress.

Finally the secretariat would like to remind you that the deadline of your 
manuscripts for the Proceedings is 12:00 o’clock today. The subscriptions for 
the Proceedings are still accepted at the front desk. The congress office will 
move back to Gakushuin University this afternoon.

Thank you again for your most hearty cooperation.

I
I
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Länguage, Function and Typology *)

T. Givon
University of Oregon, Eugene and Ute Language Program, 

Southern Ute Tribe, Ignacio, Colorado

1. Historical perspective
Of the many arbitrary strictures that became the stock-in-trade of structur­

alism in linguistics from Saussure via Bloomfield and on to Chomsky and his 
latter day minions, ’̂ strictures that have culminated in the convoluted flowering 
of so-called autonomous syntax, none have been quite as damaging to the in­
tegrity and good health of the discipline studying human language and its 
syntax as the exclusion of communicative function and cross-language typology. 
This is so because by eliminating from the study of syntax considerations of 
function, of surface structure typology and of the systematic correlations be­
tween the two, the structuralist orthodoxy thus ruled out, by an inexplicable 
fiat, a serious investigation of the most salient feature of human language as 
an instrument of coding and communicating information—the systematicity, 
non-arbitrariness or iconicity of the linguistic coding relation.

Early functionalist ripples in the polished generative surface, such as Katz 
and Postal (1964) or Gruber (1965, 1967), were rapidly absorbed into one of two 
forbidding formalisms—generative and interpretive semantics. Occasional forrays
into so-called ‘deep typology’, such as Ross (1970), Sanders and Thai (1972),
Bach (1970) or McCawley (1970), or more recently Hale (1981), degenerated 
rather sadly into empirically bizarre postulations.2) Throughout the long double 
era of structuralist famine in American linguistics, the typological heresy was 
kept alive by Greenberg (1966) and the functional heresy by Bolinger (1952, 
1954).3) The merging of these two separate lines of heterodoxy which began

«) This paper was read to the Plenary Session on Syntax and Semantics at Xlllth Congress 
of Linguists as a means for supplying the theoretical and methodological background for the 
Pce-circulated “Typology and functional domains”, whose published version may be found in 
Giv6n (1981).

Viz the exclusion of performance/cognition/neurology, ontogeny/phylogeny/diachrony, and 
_--y /culture/ontology. to mention notable others.
2) For example. McCawley (1970) characterized English, one ot the most rigid SVO languages, 

deeply VSO’; Bach (1970) tagged Amharic,

society/1

• Bach (1970) tagged Amharic, an equally rigid SOV language, as ‘underlyingly 
’ 3tttl Hale (1981) has conferred upon Navajo, just as rigid an SOV language, the brand
typological status ot W-star (totally free word-order).

) The study of syntactic typology of course harkens back a hundred years or more to the 
— i...... Functionalism in Syntax, via Tesniere and various antecedents, i.s probablv

old. By citing here only Greenberg and Bolinger I wish to merely point out to the 
t hr.es ot transmission acknowledged by my own generation in linguistics.

ouimy (J 
^o-Grammarians.

just
lines
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20 Plenary 1: Syntax and Semantics

to take place in the early 197O’s, has at long last made it possible to refocus
attention upon syntactic structure and its two main functional correlates—pro-
positional semantics and discourse pragmatics—in a more profound way.

2. Structure and function: The biological analogy
It is perhaps not altogether an accident that Chomsky has tended over the 

years to lift his analogies from the realm of physics, a discipline that has neither j 
meaning nor functional correlates, nor a population with certain range of pur- j 
poseful behavior, nor a range of behavioral and thus phenomenological varia­
bility. The study of so-called autonomous syntax may be likened more aptly j 
within the realm of biology to an attempt to describe and understand skeletal | 
support structures independently of their function(s) and of the variety of skeletal 1 
types attested across the animal kingdom. Such an endeavor, to the biologist, I 
is so patently absurd and vacuous that the biological literature seldom if ever I 
bothers to mention—let alone justify it.^> Rather, biologists readily note the I 
function of this system: The maintenance of a particular spatial orientation of I 
the various bodily organs to insure the discharge of their individual as well as I 
correlated functions, as well as—in more limited sub-realms—the anchoring of I 
the musculature responsible for ambulation. Biologists would then observe the I 
typology of skeletal support systems, beginning from the two major types, exo- I 
skeleton for mollusks and insects and endo-skeleton for vertebrates and several I 
coelenterates, and proceeding toward finer divisions to minor and minor-yet I 
types. Finally, the biologist worth his/her salt would proceed to describe how I 
the various skeletal types perform their common function(s), eventually adducing I 
general iconic principles of biological design and perhaps ultimately also ponder- I 
ing upon functional, adaptive or evolutionary reasons for the seemingly stringent I 
limits imposed upon the typological variety within each functional domain or I 
constraining the form of entire organisms. In the study of language and, more I 
narrowly, of syntax, there is reason to assume that we are engaged in a close I 
analog to the work of the biologist as construed above. By marrying the func- I 
tional and typological approaches, one may thus open the door to the invest!- I 
gation of how diverse structures may perform—or "solve”—similar functions, I 
and why. I

3. Functional realms coded by language |
A falacy which has long been perpetrated by behaviorists in psychology, 1 

logical-positivist in philosophy and structuralists in linguistics is that somehow, 1
4) Iti his Functional Human Anatomy Crouch (1978) writes: “.. .Anatomy is the science that 

deaL with the structure of the body. . . . Systematic Anatomy is the other approach to the 
study of gross human anatomy. With this method, the systems, such as skeletal, nervous, 
digestive, and other

deals

anatomy. With this method, the systems, such as skeletal,
systems are studied in their entirety. . . . We wish to present anatomy as 

asis or physiology. Physiology is defined as the science of function. Anatomy and Physiology 
j\e more meaning when studied together. . . .” [pp. 9-10]. The entire book is infused with 
e unctional-ontogcnetic-phylogenctic approach. I see no reason why the study ot the com­

municative function of the species should not benefit from a similar integrative approach.

a
have more

com-
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lysteriously, communicative function and communicative intent are less 
•hie to independent investigation by the scientist. In linguistics, the most 
extremists®) ruled out lexical semantics as, in principle, not part and 

1 of the discipline. Later versions of the generative orthodoxy grudgingly 
P 1 d the investigation of both lexical and propositional semantics, via the 

d endent’, ‘rigorous’ tool of deductive logic. The meta-functional realm 
discourse-pragmatics, with the exclusion of “speech acts” and other well- 

hosen chunks that were reduced and trivialized by various formal schools,®)
•emained largely terra incognita to the structuralist. This falacy emanates

rather nr

rabid

of

has n
from a single source—the refusal to study an expanded data base of actual com­
munication, the persistence in studying words and sentences in isolation from 
their communicative discourse context. When utterances are studied in such a 
context, there is nothing mysterious, mushy or intuitive about arriving at func-
tional regularities, recurrences and cooccurrences which feed the progressively 
widening analysis. Certainly, there is nothing more mysterious about the 
methodology by which function becomes accessible than the one which makes
structure accessible. The falacy is simply the by-product of arbitrary and in-
defensible limitations imposed upon the data base by structuralist.’")

If one for the moment disregards the socio-cultural or psycho-emotive func­
tions of language, it is possible to recognize three major functional realms which 
receive systematic and distinct coding in human language:
(a) Lexical semantics-. This functional realm pertains primarily to the storage 
of generic knoialedge as manifest largely in the lexicon, whereby relatively stable 
phenomena, concepts or points of reference constitute an intricate network 
that is part and parcel of our cognitive map of the phenomenological universe. 
This functional realm is coded primarily by linearly-sequenced sounds, and al­
though it is not altogether devoid of iconicity, nonetheless the degree of arbi­
trariness found in the relationship between sound code units and lexical meaning 
IS perhaps the greatest among functional realms.®)

5) Such as, for example, Bloomfield (1933), also echoed in Chomsky (1957).
6) See for example Grice (1968/1975), Gordon and Lakoff (1971), Gazdar (1979) 

Peters (1979), among many others.
_ same vein, the learned commentator on

or Karttunen

my "Typology and functional domains", acertain A ivt ' “““    —.—  ,
A. Marantz, has asserted in public, wearing an altogether straight face and the supreme 

ence that only an equally supreme ignorance could engender, that describing or ex- 
lin'"'"^ ^“"ction in the absence of an independently crafted "syntactic theory” (i.e., in his 
occuired' formalism) is an impossible and indeed misguided venture. It never
rejgj. ‘"'o entities are not defined independently of each other, either cor­

ing one to the other or exclaininer one throueh the other is in nrlneinle nonsensical.1 e. a one to the other or explaining one through the other is in principle nonsensical, 
tology,

functional
By observing that the degree of arbitrariness in the lexicon is the highest among coded

studyin • necessarily mean that there is no iconicity relations worth
z g in the coding of the human lexicon. In fact, there are grounds for believing that ageneral

there is aiconicity imperative”—i.e. the fundamental assumption that in human communication
to the • correlation between form and function that strives but never totally accedes

® idealized one-to-one—repeatedly manifests itself in speakers’ search for lexical iconicity.
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(b) Propositional semantics: This functional realm involves the specific in­
formation concerning (i) the characterization of a proposition as state, event or 
action, and (ii) the characterization of the arguments/participants/roles in terms 
of their semantic properties vis-a-vis the verb/predication. As a conflation of 
the two, propositional semantics also deals with the transitivity properties of 
the sentence (cf. Hopper and Thompson, 1980). Informally, the two semantic 
realms taken together impart the basic information about states, actions and 
events, i.e. “who did what to whom, when, where, by what means and under 
what circumstances”. However in terms of coding, propositional semantics is 
jointly coded with discourse pragmatics (see (c) below) via syntactic structure. 
And syntactic structure is made of the complex interaction of three primary 
coding devices: Word-order, grammatical/inflectional morphology, and into­
nation.
(c) Discourse pragmatics: This functional realm involves the sequencing or 
placing of 'atomic’ propositions within communicative context in discourse. The 
context for any utterance is of course a huge, open ended complex. But if one 
for the moments disregards the generic human-universal and culturally-shared 
context, then the bulk of communicative context specific to the discourse at 
hand may be divided into three main components:
(i) Speaker’s goals: Speech-act valuation and more specific pragmatic goals;
(ii) Interactive context: Speaker’ detailed knowledge of the hearer’s goals, pre­
dispositions or specific knowledge; and
(iii) Discourse context: What information was processed in the preceding dis­
course, what one could take for granted as less-likely to be challenged,®) fore­
ground-background relations of the successive propositions in discourse.
As suggested above, this functional realm is jointly coded, together with pro- 
positional semantics, by syntactic structure. And from this fact arises what may 
be termed the functional bind of syntactic coding.

4. The functional bind of complex syntactic structures
The reader should have gathered by now that the division between pro-

positional semantics and discourse pragmatics echoes broadly but nonetheless 
faithfully the generative-transformational division in syntax between kernel/ 
simple and transformed/complex sentences. This division is of course implicit 
in traditional grammarian descriptive practices since time immemorial. Further, 
It IS implicit in the early (pre 197O’s) work on syntactic typology, which con­
cerned itself almost exclusively^®) with the word-order, case-marking and voicing- 
cum-transitivity syntactic properties which code propositional semantics. To

in morphology, Oli‘Otnatopoeia, sound symbolism, rhyme or alliteration. For further discussion 
see Givon (forthtominol tr.. ,, V. ■ .. ‘“"Sh Haiman (forthcoming).

9) In formal terms - •
ability appioa 1 ■ considered “presupposition”. For justification of the challenge-

10) An earliei- typological 
pology which occupied the

(1982).
preoccupation was, actually, tite word-structure morphological ty-

Neo-Grammarians (i.e. synthetic vs. agglutinative vs. isolating, etc.).
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some
of course, this is an idealization of the facts, since not even the

,,___ __ TVi'nz in icnlsitinn fnirn c/i-m z> 1 cz'm n'onextent, VI X. ggntence may exist in isolation from some discourse
’ ’ _____ 1 tfcolf Rut earlv tvoolomcal studies as well as the1 t ‘kernel, ntuu“* -----------simplest' neutral itself. But early typological studies as well as the

context, o school glossed over this fact, perhaps initially with a certainacnerative scnooi ---------- , ----- r- —i
f methodological—though hardly theoretical—justification.

measure _ , j nf svntax arises from its havine to code io
The

functional bind of syntax arises from its having to code jointly, with 
tic structure of a sentence, both the propositional semantic and 

the same y __ information associated with a proposition. As one knowsdiscourse-pragmatic inionua r r
djustment (the transformationalist’s “structural change”)re atwell, this involves a

the morphology, word-order or intonation that would have coded the pro- 
ttt C ,_____ 1 n tllii cf-v,iz-tiii-o 1 z-limo rrvbnfr flizi cumonfiz.neutral context, i.e. the structural clues coding the semanticposition at its most

These structural clues are«se-roles and underlying transitivity of the sentence.
thus tampered with, and this tampering most commonly requires compensatory

• *f__ » L-* Px 1-^ .f V-l T 1 XX ♦X X-X XX XI I f X T X* X< xJ XX xl kx r X Vx X*
recovera bility strategies^'^-^ by which the information normally coded by the 

nevertheless be recovered. Much of these strategies relydestroyed clues can
redundant information available in the discourse context. Butimplicitly on

one may also view complex (‘transformed’) sentences as a communicative com­
promise, within which some structural clues pertain exclusively to the coding 
of propositional-semantic information, some exclusively to the coding of dis­
course-pragmatic information, and some are part of the readjustments via which 
the communicative compromise is transacted.

The way in which various languages create—and then solve—the functional 
bind of syntactic coding may be viewed as one of the main parameters of the 
syntactic typology of complex sentential structures. Thus, for example, in the 
English-type “promotional passive”, where the topic/subject of the passive loses 
its original case-role coding and assumes the nominative marking typical of the 
active subject/agent, one may view the compensatory recoverability strategy as 
consisting of the following major elements:i2>
(a) Passivization is severely constrained, so that only a small range on non-agent

arguments may be promoted to subject/topic of the passive, chiefly the 
direct-object or accusative; and then

(b) If the verb is marked as an active verb, the subject/nominative of a transi­
tive proposition is interpreted as the agent', but

(c) If the verb is marked as an adjectival/stative verb (i.e. via the auxiliary ‘be’ 
and the perfect aspect), the subject/nominative is interpreted as the direct- 
object/accusative

Til *

le very same communicative bind is solved in the “non-promotionai” Ute 
passive by retainin;ng original sernantic-role case morphology on the newly 

omoted topic of the passive, then coding its topic status either by word-order
O’

y more subtle, context-dependent implicit
fil lvr°^\ characterized as follows:

ar the lobic bv a nominative morphology; but

means. Finally, the Philippine

topic by
îox treatment oftreatment of ‘recoverability strategies’ may be found in Givon (1979, Ch. 4). 
-I See details in Givon (1979. Ch. 4 and 1981).
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on the verb (by prefix) the semantic case-role of the topic NP.(ii) Code
All three “types” of passivization may thus be viewed as different typological
solution to the same functional bind arising from the fact that syntax must 
code jointly two functional realms.

5. How to define functional domains
Traditionally, one may find two paths for the discovery and definition of

functional domains coded by syntax, each carrying its rather predictable strengths 
and weaknesses. First, one may discover domains via structural means, by rely­
ing on syntactic/structural similarities—intra-language or cross-linguistically— 
to clue us into what sentence types code the same—or similar—function. This 
method is implicit in the generative tradition, which, however, ignored an 
important corrolary that makes the use of this method possible at all, namely 
the implicit assumption about iconicity in syntax:

“It is only because the coding relation between structure and function in 
syntax is non-arbitrary, i.e. iconic, that one could proceed to infer common 
function from common structure”.

The pitfalls of the structural means for identifying functions are equally ob­
vious, although generations of structuralists of whatever stripe have ignored 
them to their detriment. They arise primarily from the lack of broadly-based 
cross-linguistic sample, combined with the lack of independent function-based 
means for identifying functional domains. A prime example of these pit-falls 
is again the passive, which was defined by the generative school as: “such a 
structure which closely resembles the English passive in terms of

(a) The promotion of a new topic to the subject case-role characteristic

(b) 
(c)

of the agent of the active;
The demotion of the active subject to an oblique case-role; and
The marking of the passive verb by an adjectival/stative/intransitive 
morphology.”

This definition, by fiat, ruled out of the passive functional domain the passives 
in all languages—the majority of the world’s sample—which delete the agent 
obligatorily. It also ruled out the passives of all languages, such as Ute, where 
the new topic is not promoted by explicit morphological means. Finally, it ruled 
out related structures such as various impersonals or left-dislocations where the 
verb is not morphologically de-transitivized. It, finally, also ignored the fact
that even in a language such as English the impersonal (‘agent suppression’) 
functional domain is a strong component of the passive function, as attested by 
the predominantly agentless appearance of English passives in actual discourse.i®’

The other extreme method of defining functional domains within the realm 
of discourse pragmatics is by studying function 
exhaustively as

as rigorously, taxonomically and
studies structure, by studying in detail actual communi­

cative interaction, i.e. discourse. The strength of this method is obvious. Its chief 
weakness is obvious as well: Functions are often related via small incremental

13) See text counts and tliscussion in Givón (1979, Ch. 2).
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steP^’ Wittgenstein’s family resemblences. So that by employing this method
x.clus!'’^b' ^nd in an extreme fashion, one may arrive at a totally mushy view
{ functions and their relative ranking.

The secret of a sane practice of linguistics—as distinct from absurd or ex-
•enie practices—is in combining the strengths of both methods, thus neutralizing 

their weaknesses. In this way, the discreteness of structure helps constrain the 
„tential mushiness of function, while the substantiality of function helps con­

strain the potential vacuousness of structure. In elucidating a viable alternative 
the structuralist dogmas of the past two generations in linguistics, theto

marriage of Greenberg’s typological heresy and Bolinger’s functionalism is 
indeed a fortunate union.

6. The complex nature of functional domains in syntax
Since syntax codes a mix of semantic and pragmatic functions, it is only 

natural if its various functional domains turn out to be ratlier complex. This 
complexity is manifest in two distinct senses:
(a) Functional domains are often scalar^ graded continua (rather than discrete), 
(b) Functional domains are often multi-dimensional (rather than uni-dimen­
sional).
The study of the passive again affords an example to both senses of complexity.
Its three main functional domains are:!«)
(i) Topic assignment and topic continuity
(ii) Agent suppression (‘impersonalization’)
(iii) Stativization of the verb
Of the three, (i) is primarily discourse-pragmatic, (ii) is a mix of semantics and 
pragmatics, and (iii) is primarily a propositional-semantic domain. Further, each 
may be shown to be scalar/graded, a fact that is underscored by the graded 
nature of their correlated coding dimensions. Thus, Keenan (1975) has noted 
that the syntactic promotion of non-agents to the subject-of-passive role is a 
matter of degree. The demotion and degree of Chomeurism of the agent of the 
active in passivization could be easily shown to be similarly graded. And simi­
larly, the transitivity marking of the passive verb is a graded coding dimension 
(Givón, 1981).

Within one functional domain, further complexity may be found. Thus, 
for example, the domain of topic continuity has been shown to be a conflation 
!)f several thematic, pragmatic and semantic considerations (Givón, ed., 1983). 
In principle, the depth, complexity and internal structure of functional domains
IS a

7.
matter for empirical determination.

Iconicity principles in syntactic coding
The degree of non-arbitrariness or iconicity in syntactic coding of semantic 

^nd pragmatic function is also a matter for rigorous and often complex empirical
^4) One ought to leave the possibility open that other, perhaps more minor and predictable,, vugiii IV« leave Liiv p»v*aoiv»*xit.j «.*****• ------1 x x-- iti

^'letions may also be associated with the passive. For further discussion see Givón (1981).
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examination. Again borrowing the example of the passive (Given, 1981), one
could demonstrate that three major syntactic elements in passive structures
closely mirror the three functional domains of the passive. Each of the three
performs its coding function by taking into consideration the background ex­
pectations engendered in the coding of the active.
(a) Topic coding: The coding of the agent-subject of the active establishes a 
background norm for the nominative/topic. As Keenan (1975) has pointed out.
one may then assess the coding of the topic-of-passive as to the degree to which 
it approximates that norm.
(b) Agent suppression coding: Iconically, the agent is expressed in the most 
exposed, foregrounded position when coded as the subject of the active. On 
this background, one may view demotion to oblique and the loss of characteristic
coding properties of the nominative as partial suppression (‘impersonalization’).
and the obligatory deletion of the agent as total suppression.
(c) Transitivity coding of the verb: On the background of the two iconic ex­
tremes, adjectives or nouns on one hand and active verbs on the other,one 
could assess the coding of the passive verb as to its proximity to either extreme.

Iconicity principles of this type are specific to each functional domain. After 
investigating in detail a great number of functional domains, one can proceed 
to formulate—and eventually explain—more general coding principles, perhaps 
meta-iconicity principles. For example, in the coding of topic continuity (Givôn, 
ed., 1983), one finds the following quantitative gradation among syntactic 
devices:
0) most continuous topic (‘most predictable’) 

zero anaphora
clitic/unstressed pronouns 
stressed/independent pronouns

'< full definite NP’s
least continuous topic (‘least predictable’)

This gradation corresponds exactly to the phonological size of these devices, 
whereby zero anaphora is smallest and full NP’s are largest. And this clear 
iconicity relation may in turn suggest the following explanatory principle:^«’
(2) “Expend less code—i.e. effort—on tasks that are easier and more obvious”
The same study (Givôn, ed., 1983) also suggests a related gradation of less-
syntactic, more rudimentary coding devices, incorporating word-order: 
(3)

17 »

most obvious topic 
COMMENT (zero topic) 
COMMENT-TOPIC

Î? discussion in Givôn (1979, Ch. 8).
16) Sec further discussion is
17) In Givôn (1984) the 

where devices such as

Givôn (forthcoming) and Haiman (forthcoming).
data-base investigated was that of rudimentary pidginized English, 

comm J • lopic repetition or comment repetition are prevalent, and where topic, 
ent and their relative order are relatively accessible, but ‘subject’, ‘object’, ‘verb’ or word- 

oruer are not.
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I TOPIC-COMMENT
I TOPIC (zero comment)

Here the governing principle has nothing to do with size, and may be summed

up as:
“Attend first to the most urgent task”(4)Whatever coding principles or iconicity principles one may identify, at whatever 

levels of generality, may ultimately be explained in terms of the various ex- 
lanatory parameters of language, such as semantic or communicative function, 

ontogenetic, phylogenetic or diachronic evolution, cognitive and neurological 
structure or social-cultural adaptation.

8. Cross-linguistic typology in syntax
Once functional domains in syntax are identified in a non-arbitrary fashion,

one may proceed with a non-arbitrary typological comparison of the ways in
which different languages perform the same or closely-related functions, and 
thus arrive eventually at a typology of any functional domain?®* When this is 
done, with the normal bind of deciding between major vs. minor types and 
thus between ‘difference in kind’ and ‘difference in degree’, one most commonly 
finds that the typological variety within a functional domain is severely con­
strained. That is to say, the inventory of “coding types” available cross-linguisti- 
cally is limited, and the same major leitmotifs tend to recur cross-linguistically. 
The structuralist may acknowledge this as a fact governed by genetic structure 
—and thereby congratulate himself/herself on having achieved ‘explanation’.i®* 
The task for a broader type of linguistics is to proceed beyond such a gimmick 
and seek systematic explanations to the seeming paucity of coding types, in two 
broad areas:
(a) Language universal function-related explanations, such as the iconicity re­

lations discussed in section 7. above; and
(b) Language-specific explanation, whereby functionally-related domains in the 

grammar constrain each other in terms of available coding means, func­
tional proximity and coding density.

Once the second step is practiced seriously, one may arrive at an overall view 
of the grammar as not only a disparate collection of cotied functions, but as an 
organjizn replete with various interdependencies, correlations and well-motivated 
interactions. In this respect, a biological analogy may perhaps be again illumi­
nating. One would expect, in terms of anatomy and physiology, that the circu­
latory system, pulmonary system, digestive system and eliminatory system in the 
body may exert more stringent mutual constraints upon each other than on

'**) Just as important is. of course, the intra-language comparison of the ways in
sanie
Section 7.

language performs related functions within the same realm, domain
which the

or sub-domain.
above in fact deals with this, within the context of isolating iconicitv relations and 

’"cta-iconic principles.
*9) Cf. for example Chomsky (1968) or a more reasonable but ultimately just as self-defeating 
rendition in Bickerton (1981).a
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either the skeletal or reproductive systems. Similarly, one would expect more 
intimate interaction between the skeletal and muscular systems than between 
either and the digestive or reproductive systems. The organization of biological 
function is thus just as hierarchic as the organization of linguistic function, with 
sub-domains closely coordinated within domains and domains joining into higher 
level functional realms. While this type of investigation in linguistics is yet
to outgrow its mere infancy, some encouraging beginnings are already with us.
Thus, for example, the case-marking, word-order and voicing typology of a 
language, which together code primarily propositional-semantic function (plus j 
a portion of clausal-topic assignment), have been known from the dawn of lin- j 
guistics to constrain all other syntactically-coded functional domains in the 
grammar. In a similar vein, relativization in many languages is also constrained i 
by case-coding devices available via dative-shifting and passivization (Givón, 1979, 
Ch. 4). While the bulk of research in this area is yet to be done, the worth of I 
the general approach is no longer in doubt. And it is only by marrying the ( 
functional and typological investigation of syntax that one may begin to ap- j 
proach this task. I

9. Developmental constraints on synchronic structure 1
One of the most glaring Achiles heels of structuralism, from Saussure via I 

Bloomfield and on to Chomsky, has been its profound anti-developmental ap- I 
proach to the structure of language. This is of course not an accident, since j 
development—be it phylogenetic, ontogenetic or diachronic—is motivated pri- i 
marily by functional-adaptive requirements of a task-oriented organism. Thus, I 
an approach that disregards function is equally apt to disregard the major I 
venues by which non-arbitrary relations between function and structure are I 
achieved. In the study of syntactic evolution over the life-time of a single in- I 
dividual (ontogeny), one observes that structures that code some functional do- I 
main tend to spread over time to closely-related domains. The historical change 1 
—and transmission—of syntax over the lifetime of a population (diachrony) is 1 
similarly motivated by functional considerations. This is noted, for the passive, 1 
in Givón (1981), but is really rather uncontroversial by now. There is, further, 
little reason to assume that the evolution of language and syntax over the lifetime | 
of the species (phylogeny) is motivated in any other way.2O’ One may thus view 
the developmental, evolutionary aspect of language as the mediating tool via 
which structure and function become correlated. Ultimately, then, the study 
of syntax from a functional-typological perspective cannot become fully system­
atic without integrating it closely with the study of linguistic evolution.
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Principles of Discourse Deletion

Susumu Kuno
Harvard University

§ 1. Introduction J
In English, Japanese and all other languages that I know, certain constituents 

in a sentence can be deleted when the condition of discourse recoverability is
met.
(1)

(2)

For example, observe the following exchanges:
Speaker A: Can you see Mt. Fuji from where you live?
Speaker B: Yes, I can see it 0 on clear days.
Speaker A: Did you find any letters in my mailbox?
Speaker B: Yes, I found some 0.

In (IB) and (2B), from where I live and in your mailbox are missing. Consti­
tuents that can be missing under the condition of discourse recoverability are 
called “optional” constituents. On the other hand, the object it of (IB), for 
example, cannot be missing in spite of the fact that it is perfectly recoverable 
from context. Constituents that cannot be missing even when the recoverability 
condition is satisfied are called “obligatory” constituents. The object of the 
verb see is an obligatory constituent.D

The above discourse deletion process, however, seems to apply selectively. 
There are contexts in which deletion of optional constituents results in unac­
ceptability: # is used here to mark sentences that are unacceptable in the speci­
fied context, but which might be acceptable given appropriate contexts.
( 3) Speaker A: 

Speaker B:
Did you get your degree last yeart
a. Yes, I got it last year.

(4 ) Speaker A: 
Speaker B:

b. #Yes, I got it 0.
Did you find this letter on the front lazvnt
a. Yes I found it there.
b. #Yes, I found it 0.

Given the way that (3A) and (4A) are ordinarily interpreted, the (b) sentences 
are not appropriate answers. It might be possible to come up with contexts 
which would make the (A-Bb) exchanges appropriate, but such contexts would 
be marked ones and are not immediately obvious. What makes deletion of

This is a greatly revised and expanded version of Sections 1 through 4 of Kuno (1980). 
am greatly indebted to Linda Shumaker and John Whitman, who have read earlier versions rvf tU;,.of this P:iper and have given me numerous invaluable comments. Research reported in the 

paper has been supported in part by a grant from the National Science Foundation to 
arvard University (Grant No. BNS-76 81732).
1) See

to when 
involved.

can have an object missing, as in IFe see with our eyes. However, thi.s usage is limited 
a generic act of seeing is referred to, and is banned when a more specific object is
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tional constituents possible in (1, 2), and inappropriate in (3, 4)? This paper
¿dresses itself to this question, and proposes a constraint on discourse deletion

that seems to have a broad scope of application both within individual languages
^nd cross linguistically.
ai

a:

§2. Pecking Order of Deletion
The phenomenon that we observed in the preceding section is clearly a

nonsyntactic one, and seems to be related to the relative importance of the in- 
forinatio’^ content of the syntactically optional constituent that undergoes de­
letion. Observe the following discourse fragments:
/S') Speaker A: Did you buy a watch in Switzerland?,5) Speaker A:

Speaker B: Yes, I bought one 0.
Did you buy this watch in Switzerland?(5) Speaker A:

Speaker B: #Yes, I bought it 0.
In the ordinary interpretation of (5A), the focus of the question is either a watch 
or buy a watch. In this interpretation, in Switzerland is a thematic adverb and 
is not under the scope of questioning, as is shown by the fact that it can be 
readily placed at the beginning of the sentence as a scene-setting adverb:a’ 
(7) In Switzerland, did you buy a watch?
In this interpretation, a watch or buy a watch conveys information which is 
more important than the information provided by in Switzerland. In (5B), the 
focus of the question is repeated, while the thematic adverb in Switzerland,
which conveys less important information than
missing. The acceptability of the sentence as

a watch or buy a watch, is
an answer to (5A) suggests that

an optional time adverb can be deleted if it conveys information that is less 
important than the constituents (in this case, a watch or buy a watch) that are 
left behind.

Let us now consider the information content of the relevant constituents
in (6A). Here, in the most ordinary interpretation, in Switzerland is the focus 
of the question, and this watch a nonfocus of the question. If (5--V) can be para­
phrased with (8), (6A) can be paraphrased with (9):

a. What did you buy in Switzerland?

(9) 
A\^e

b. What did you do in Switzerland? 
Where did you buy this watch?

can say that in (6), in Switzerland, as the focus of the question, conveys 
^^ore important information than this watch or buy this watch does. The un-
acceptability of (6B) as an answer to (6A) suggests that it is not possible to 

Clete a constituent which conveys important information while retaining con­
stituents which convey less important information.

The above observations lead to the following formulation:
(JO) Pecking Order oj Deletion Principle: Delete less important information 

first, and more important information last.
See Kuno (197,5) for detailed discussion on the distinction between scene-sclting ihcniatic 

® 'crbs of time and place, and time- and place- specifying adeerbs.
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The following sentences further illustrate this principle in operation;
Speaker A: 
Speaker B: 
Speaker A: 
Speaker B: 
Speaker A: 
Speaker B: 
Speaker A: 
Speaker B:

(11)

(12)

(13)

(14)

Were you already born in 1960?
Yes, I was already born 0.
Were you born in 1960?

#Yes, I was born 0.
Were you born in Tokyo?

#Yes, I was born 0.
How many babies were born in this hospital last year?
I guess about two hundred were born 0 0.

(11 A) is a question that has already born as its focus, and in 1960 as a thematic
adverb. This can be confirmed by the fact that in 1960 can be placed at sentence- j 
initial position without significant difference in meaning. Since in 1960 is not 
the most important information, it can be deleted as shown by the acceptability 
of (IIB) as an answer to the question. In contrast, (12A) is a question that has 
in 1960 as its focus: the sentence can be paraphrased as a when question: ‘When 
were you born?’. Born, by virtue of the fact that the birth of the addressee in 
some year in the past is presupposed, conveys much less important information'! 
than in 1960 does. Similarly, in (13A), the focus of the question is in Tokyo. I 
The unacceptability of (12B) and (13B) is accounted for as a violation of the J 
Pecking Order of Deletion Principle, since in these sentences, constituents thatj 
represent important information, namely, in 1960 and in Tokyo, have been! 
deleted while the less important born has been left behind. It is not possible! 
to explain the unacceptability of these answers by claiming that (be) born obli-1 
gatorily requires either a time or place adverb because (14B), which has neither, j 
is an acceptable answer to (14A). What distinguishes (14) from (12) and (13)1 
is the fact that the time and place adverbs in (14A) are not the foci of the! 
question: (14B) is acceptable because the most important information about! 
two hundred is left behind, while the less important information in this hospital! 
and last year has been deleted. This pattern of deletion does not violate the! 
Pecking Order of Deletion Principle, and therefore, unacceptability does not! 
result. I

The Pecking Order of Deletion Principle as it has been formulated in (10) 1 
embodies three implicit claims. They are: |
(15) A. The crucial factor that determines the order of deletion is that of 

“more important/less important” and not “newer/older”. In earlier

B.

c.

formulations of the principle, as found in Kuno (1978a, 1978b, 1979a, 
1979b), I erroneously assumed that the crucial factor was that of 
newer/older” or “more unpredictable/more predictable”. The for­

mulation given in the present paper corrects this mistake.
The order of deletion cannot be accounted for by a dichotomy be­
tween important and unimportant. It needs to be based on relative 
degrees of importance.
The Pecking Order of Deletion Principle does not apply when two 
or more constituents of the same degree of importance are involved.
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In
following sections, 1 will justify each of these claims.

g 3 “Import^”‘^^”
htis far> I examined only question-answer pairs, and assumed that the 
of an answer that corresponds to the focus of the question is the most 

P®''^ j.tant part of the sentence. The following examples show that the appli- 
Pecking Order of Deletion Principle is not limited to question-cability

answer pairs.
Lots of people have abandoned their cars. John commutes to his office(16)
on
a.
b.

foot, and
Bill commutes to his office on foot, too.
Bill commutes 0 on foot, too.

c. #Bill commutes to his office 0, too.
d. #Bill commutes 0 0, too.

The acceptability of (16b) and the unacceptability of (16c, d) is automatically
plained by the Pecking Order of Deletion Principle if we assume that on foot 

conveys the most important information in (16a)—specifically, that it conveys
exi

information more important than io his office and commu/es. (16b) is acceptable 
because the deleted information to his office is not more important than either 
commiites or on foot. In contrast, (16c) and (16d) are unacceptable because the
deleted on foot is more important than the retained constituents. We can ac-
count for these facts by assuming that the second sentence in (16) is an answer 
to the understood wh-word question:
(17) How do Bill and John commute to their offices?
Then, we can say that on foot is the most important information in this sentence 
because it corresponds to the focus of the implicit question.®’

We need to ask here how the concept of “importance” here differs from the 
concept of "newness/unpredictability of information”, which has been recog­
nized as a useful concept in discourse analysis. Let us first give a formal defi- 

concept of “new/unpredictable”:
( ) Newness of Information:

concept in discourse analysis. Let us

context
An element in a given sentence in a given

conveys new information if it is not recoverable from the preced-
itig context when garbled with noise.

ccor mg to the above definition, last May iJ. , u auuve uciiiuuuii, iusi lauy in Speaker B’s response in the
conveys new ¡unpredictable information:

Speaker B:
When did Mary go to Paris?
She went there last May.

There is
old/predictable new/unpredictable

portant infoi'1
lo (16);

nothing wrong in deleting on foot as long as elements that represent less im- 
niation are also deleted. Therefore, the following is an acceptable alternative

(') l ots of
Bill 0, people have abandoned their tars. John tominiites to his office on foot, and

loo.
l^norvn/new'^'''-'^^^ different definitions of what is referred to by terms such as old/ncw,

■ 8*'en/new and presupposition/focns.
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In (19B), last May is also the most important information in the sentence be­
cause it gives an answer to the focus of the question. Therefore, the above 
exchange does not distinguish between the concepts of “importance” and “new­
ness” of information. As a matter of fact, (19) represents the normal state of 
affairs: in general, old information is unimportant information, and new infor­
mation is important information.

There are instances, however, when these two dichotomies do not coincide. 
For example, observe the following back-and-forth conversation between Speaker
A and Speaker B: 
(20) Speaker A(l):

Speaker B(I):

Speaker A (2):

Speaker B(2):

Speaker A(3):

Speaker B(3):

You must have spent a fortune on hotels during your trip. 
Couldn’t you stay with your friends, or your friends’ 
friends?
In some cities, I did, but in many cities, I did have to 
stay in hotels.
You started out in Paris, right? Did you stay in a hotel 
there?
No, I didn’t stay in a hotel 0—I stayed with an old 
friend of mine who is studying music there.
Did you stay in a hotel in London? I hear hotels are 
getting awfully expensive there.
a.

b.
c.

Yes, I stayed in a hotel 0 because I didn’t have any 
friends there.

Yes, I’m sorry to say, in a hotel.
#Yes, in London.

In A(3), in London is unrecoverable in the sense that if this part of the sentence 
is garbled with noise, there would be no way for Speaker B to reconstruct it. On 
the other hand, in a hotel in this sentence is recoverable from the preceding 
context, as witnessed by the fact that Speaker A could have used How about 
London? as a synonymous question. In spite of this fact, the focus of the ques­
tion A(3) is not in London, but is in a hotel. In other words, A(3) is a question 
about where Speaker B stayed in London, and not about what city Speaker B 
stayed in a hotel in:
(21) Speaker A(3): Did you stay in a hotel 

older 
in London? 
newer

more important less important
The acceptability of B(3a, b) and the unacceptability of B(3c) shows that the 
pecking order of deletion is sensitive to the distinction between “more impor- 
tant/less important” and not to the distinction between “newer/older”. Thus 
we see that in London in the question is newer, but less important than in a 
hotel,and therefore its deletion does not violate the Pecking Order of Deletion
Principle so long as the principle is based on the concept of “importance”, and 
not on that of “newness”.

If my explanation is correct that in London can be missing in (20B (3a, b))
because it IS not the focus of the question in (20A(3)), it should be undeletable
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that would force the focus interpretation of the same expression,
i abound. For example, observe the following discourse:in a context

h contexts
S“*" Speaker A(l): Of all the cities that I visited last summer, only in one 

.> xl T 1»-* -«»rl-» 1 -vari'vr-(22') place did I stay in a hotel. Guess where it was.
Speaker B(l): Let’s see. Did you stay in a hotel in London?

a. Yes, I stayed in a hotel there.
b. #Yes, I stayed in a hotel 0.
c. Yes, (in) London.
d. #Yes, (in) a hotel.

Because of the context given in A(l), B(l) is interpreted as meaning “Was it in 
London that you stayed in a hotel?”, with in London as the focus of the question. 
The unacceptability of A(2b, d) is due to the fact that in London, which has this 
focus as antecedent, has been deleted while in a hotel, whose antecedent is not a 
focus, has been left behind.

§ 4. Relative Degrees of Importance
As has already been noted, the Pecking Order of Deletion Principle is stated 

in such a way as to be sensitive to the relative degrees of importance of the ele­
ments in a sentence, and not just to the two-way distinction between “important” 
and "unimportant”. In order to see whether the “relative-degree” formmlation 
is necessary or not, let us examine the following discourse:
(23) Speaker A: Is it possible to go there on foot?

Speaker B: a.
b.
c.
d.
e.

Yes, it is possible to go there on foot.
#Yes, it is possible to go there 0.

Yes, it is possible 0
#Yes, on foot (but the train is more convenient).

Yes, possible (but not very wise).
In (23A), there are three constitutents whose information content we need to
consider: possible, go there, and on foot. The fact that (Bb) is not an acceptable
answer to (A) shows that the deleted constituent on foot is more important than 
either possible or go there. On the other hand, the fact that (Be) and (Be) are ac­
ceptable shows that on foot cannot be more important than possible. Therefore, 
It must be that on foot is more important than go there. Furthermore, the fact 
that (Bd) is not an acceptable answer shows that at least one of the two deleted 
constituents possible and go there must be more important than the retained con­
stituent on foot. Since go there has already been established as being less im­
portant than
Thus,

on foot, it must be that possible is more important than on foot.
we have established that possible is more important than on foot, which 

IS more important than go there.
The above fact shows that we cannot explain discourse deletion facts on the 

Sis of simple dichotomy between “important” and “unimportant”. It is neces- 
to deal with them on t..^. \__ „2 „ T L.

above observation does not mean that a sentence
the basis of relative degrees of importance.

can have only one~ -- -- - ».CXIl
ination of “importance” values assigned to its constituents. It is well known



36 Plenary 1: Syntax and Semantics

that emphatic stress shifts the focus of a question from where it ordinarily rests
to the element that is emphasized: for example, observe the following sentences:
(24) a.

b.
Did you buy this watch in Switzerlands?
Did you buy THIS watch in Switzerland?

The way that (24a) is ordinarily pronounced, in Switzerland, as the last element 
in the sentence, receives a normal nonemphatic stress, and serves as the focus of 
the question. In contrast, in (24b), where distinct emphatic stress is assigned to 
this the focus of the question has shifted to this stressed constituent. Thus, it 
becomes possible to retain this important information, and delete the less im­
portant in Switzerland.
(25) Yes, I bought that one 0.
From the above point of view, it is interesting to observe that there are speakers
who consider (23Bd) 
the exchange:

as a (nearly) acceptable answer to (23A). Let us examine

(26) Speaker A: Is it possible to go there on foot?
Speaker B: Yes, on foot.

According to the Pecking Order of Deletion Principle, Speaker B’s reply should 
be possible only when he has considered on foot to be the most important in-
formation (or at least on a par with possible). In fact, it seems that (26B) is
possible only if (26A) is given a special intonation destressing possible and pro­
nounced with a strong “incredulous question” type intonation on on foot."'>

§ 5. Interaction with Syntactic Constraints
Thus far, I have avoided discussing the most common discourse deletion 

pattern in question-answer pairs, namely, that of Verb Phrase Deletion.
Observe the following discourse:
(27) Speaker A: Did you buy this watch in Switzerland?

Speaker B: Yes, I did.
In (27A), as already mentioned, in Switzerland is the focus. In (27B), this focus 
as well as nonfocus constituents buy and this watch have been deleted. There­
fore, there is no violation of the Pecking Order of Deletion Principle involved 
in the deletion of these latter two constituents. What remains to be looked into 
is whether the retention of I and did has violated the principle. I assume that 
auxiliary verb did conveys here the affirmative nature of the answer, and in this 
sense, it conveys important information. Since (27A) can be answered either with 
(27B), or with “Yes, in Switzerland,” let us assume that did (i.e., the affirmative 
nature of the answer) and in Switzerland convey equally important information 
in the answer. On the other hand, the subject of did in (27B) clearly conveys 
much less important information than the deleted in Switzerland if (27A) is 
uttered without any emphatic stress on you. If the Pecking Order of Deletion 
Principle is correct, (27B) should be unacceptable because in Switzerland, which 
conveys important information, has been deleted while I, which conveys less im-

5) I am indebted to Jobin Whitman (personal communication) for this observation.
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information, has been left behind. Why is it that (27B) is perfectly
'able in spite of this violation of the Pecking Order Principle? I hypothe-

the Pecking Order of Deletion Principle is sensitive to the distinction

55 Kiiiio

P'
lortaiit

accep
size that violations which are “intentional”, so to speak, and those which areuptween vioiauwi«^ ..... — — ' i -........*•

• tional”. In the case under discussion, the retention of the subject 1, 
uninte^^^_^^ lelatively unimportant information in discourse, is necessitated 

Tvïn-licb xcbîrH çavç that n tpncpH vprb rniict hn-vp n ciirfn/'pEnglish which says that a tensed verb must have a surfaceconstraint in
, ■ t The moment that the decision was made to leave did behind as siJDieCi«

-------  the affirmative nature of the answer, the retention of its
by a a
marker that conveys 

automatically determined by this surface subject constraint. Thussubject was
violation of the Pecking Order of Deletion Principle attributable to thisthe

retention is “unintentional”, and therefore, it does not result in unacceptability. 
Compare this situation with those crucial cases that we have discussed in the
preceding sections. For example.

Were you born in Tokyo?(28) Speaker A:
Speaker B: #Yes, I was born 0.

The decision to delete in Tokyo while retaining the much less important infor­
mation was not forced by any syntactic constraint of English: it was an “inten­
tional” decision. Hence, the unacceptability of the sentence.

I have explained above what superficially appears to be a selective application 
of the Pecking Order of Deletion Principle as the result of interference from a 
syntactic contraint. This happens to be a subcase of a more general principle
that can be stated as follows.
(29) Active and Passive Discourse-Rule Violations: Sentences that involve

active avoidable (or intentional) violation of discourse principles are un­
acceptable. On the other hand, sentences that involve passive unavoid­
able (or unintentional) violation of discourse principles go unpenalized
and are acceptable. 

The above principle can be independently motivated by various phenomena
involving interactions of discourse principles and syntactic rules. Justifications 
of this principle can be found in Kuno (1978a, 1978b, 1979a, 1979b).

n the above explanation of the acceptability of (27B), I resorted to the as­
sumption that a tensed verb in English requires a surface subject. One might 
Find-*°'^ plausibility of this assumption by giving examples of the following

(50) Speaker A:
Speaker B:

(5’) Speaker A:

What did you do yesterday?
Went to see the movies with Mary.
Did you buy this watch or did you steal it?
Bought it, of course.Q Speaker B:

/59, however, the following exchanges: 
' Speaker A:

Speaker B:
<«> Speaker I:

*

Speaker B: *

Did you go to the movies yesterday? 
‘Yes, went (to the movies).
What pieces did you play?
Played Beethoven’s Sonatas 1 and 3.
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The above examples show that in informal colloquial speech (including diary-
style writing), the subject of a tensed verb is deletable only when the tensed
verb is the unrecoverable focus. Returning to the exchange in (27), it is clear 
that it does not satisfy this condition for subject deletion, and therefore, we can 
safely conclude that the subject I in the answer has been retained unintentionally, 
due to the Surface Subject Constraint.

§ 6. Focus-Only Answers
Thus far, we have assumed that discourse deletion is an optional process.

and that given a nonobligatory element in a sentence, it can be either deleted
or left behind as long as the Pecking Order of Deletion Principle is not violated.
For example, observe the following exchange:
(34) Speaker A: Did you earn any money in the States last year?

Speaker B: a.
b.
c.
d.

Yes, I earned some money in the States last year.
Yes, I earned some money in the States.
Yes, I earned some money last year.
Yes, I earned some money.

The above phenomenon makes for an interesting contrast with the following: 
(35) Speaker A: What was John studying?

Speaker B: a. •Studying math.
b. Math.

The unacceptability of (Ba) seems to indicate that discourse deletion of studying 
is obligatory if the answer is non-sentential.

It seems that the above conflict can be resolved only if we assume that there
is a strategy for giving a minimal focus-only answer, and that all nonsent ent ial
answers are generated by this strategy.®) I should simply mention here that this 
strategy in English still requires subcategorized elements of verbs to be present 
even if they are not foci, as shown in the following:
(36) Speaker A: What did you decide to do about the money?

Speaker B: a. Put it in the bank.
b. *Put 0 in the bank.

§ 7. Twisted Answers
Thus far, I have assumed that in question-answer exchanges, it is always the 

case that the focus of the question is also the focus of the answer. This is cer­
tainly a normal state of affairs, but there are many instances in which the
answerer shifts the focus because he wants to say more than what he is being 
asked to say, or because he wants to change the direction of the conversation. 
For evample, observe the following variation on (20) in 
exchange between Speakers A and B;

the back-and-forth

(37) A(l): You must have spent a fortune on hotels during your trip. Couldn’t
you stay with your friends, or your friends’ friends?

6) This strategy, called Stripping, was first proposed by Hankamer (1971) to account for short 
answers to tVh-qiiestions.
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some cities, I did, but in many cities I did have to stay in hotels.
s. KufO

B(l): 
A(2); 
B(2): 
A(3):

In
You started out in Paris, right? Did you stay in a hotel there?
Yes I stayed in a hotel 0 because my friend there was out of town.
Did you stay in a hotel in London? 1 hear hotels are getting awful-

B(3):
ly expensive there.

Yes, I stayed in a hotel in London, too.a.
b. Yes, in London, too.

What needs to
has (stay) m a

be explained is why in B(3), the answer (b) is acceptable. A(3) 
hotel as the focus of the question, and therefore, in Speaker B’s

would expect that (stayed) in a hotel would be more importantresponse, one
than in London. Therefore, the Pecking Order of Deletion Principle predicts 

would be unacceptable, but in actuality, it is a perfectly acceptablethat (b)
answer.

Closer examination of A(3) and B(3) shows, however, that there is a definite, 
albeit subtle, shift of focus between the question and the answer. As has already 
been noted, A(3) is a question about where Speaker B stayed in London, and
not about what city he stayed in a hotel in. Now, there seem to be two ways
to interpret B(3a). Below, I will show what Speaker B has said in this conver­
sation:
(38) ... Yes, I stayed in a hotel (in Paris) because my friend there was out of

town ... Yes, I stayed in a hotel in London, too.
The last sentence of (38) is interpretable either as (i) a statement about where 
Speaker B stayed in London, or as (ii) a statement about what cities he stayed 
in a hotel in. In the second interpretation, the focus has shifted from in a hotel 
in the question to in London, too in the answer. In this interpretation, in Lon­
don is the focus of the statement, and hence, there is no problem in retaining 
this constituent, and deleting the rest of the sentence, as shown in B(3b).

The same kind of focus switch is observable in the following alternative
continuation of (37B(2)): 
(39) A(3);

B(3):

Did you stay in a hotel in London? I hear hotels are awfully ex­
pensive there.
a.
b.
c.

No, I didn’t stay in a hotel in London.
No, not in a hotel.
No, not in London.

as i? straightforward answer to the question, which has in a hotel
and B other hand, there seems to be a shift in focus between A(3)

(3*^)- It seems that this answer means the following:
J’'») Speaker
The above

B: I stayed in a hotel in Paris, but not in London.

Speaker B statement is readily interpretable as a statement about what cities
the stayed in a hotel in. In this interpretation, in London is the focus of
re-it and hence, it is possible to leave it undeleted while deletins; the

of the sentenrPsentence,
Similarly, observe

Speaker
the following exchange;

A(l): Is it possible to go to the museum on foot?
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Speaker B(l);
Speaker A(2):
Speaker B(2):
Speaker A(3):
Speaker B(3):

Yes, it’s possible.
Is it possible to go to the aquarium on foot?
Yes, it’s possible.
Is it possible to go to the stadium on foot?
a.
b.

No, it’s not possible.
No, not to the stadium.

B(3a) is a straightforward answer in which Speaker B considers possible as the 
most important information. In contrast, B(3b) is not a straightforward answer: 
Speaker B has shifted the focus from possible to to the stadium. The discourse 
which started out as one about how difficult or easy it is to go to Place X on foot
has ended up with a Statement about where one can go on foot.

Focus switch of the kind that we have observed above is used very frequently 
in conversation for changing the direction of conversation. For example, ob­
serve the following:
(42) Speaker A: Have you read this book?

Speaker B: No, not that book, but I have read a spy story by the same 
author.

Speaker A meant the question as one about whether Speaker B has read or has 
not read the book under discussion, namely, he meant it as a question having 
have read as its focus. Speaker B has shifted the focus to the book under dis­
cussion, by reinterpreting the question as meaning ‘What kind of books have 
you read?’, and drawn Speaker A into his own sphere of control—talking about 
the book of his own choice that he has read.

§ 8. Conclusion
In this paper, I have shown that deletion of optional constituents in a 

sentence follows a certain principle: namely, it proceeds from less important 
information to more important information, and that it never applies in the 
reverse order. I have also shown how this principle interacts with syntactic 
constraints in English, especially, that for surface subjects for tensed verbs. I 
have also shown how the Pecking Order of Deletion Principle can be either 
intentionally or unintentionally violated by speakers to change the direction 
of conversations or for some other purposes.

My research shows that the Pecking Order of Deletion Principle applies to 
Russian, French, German, Turkish, Thai, Japanese, Korean, Arabic and Hebrew 
as Well. Therefore, it is fairly safe to assume that the principle is at least a 
near language universal, and most likely a true language universal.

The Pecking Order of Deletion Principle itself might sound too natural and 
merit attention, but the principle, coupled with the Active 

^'^'^nnrse-Rule Violations Principle, which dictates that only “inten­
tional violations “of discourse principles result in unacceptability, give us ameans, until now . . . . ■ r ,complex d '^^^'''ailable, for initiating a systematic analysis ot extremely
results of such an

understood discourse deletion phenomena. Preliminary
attempt for Japanese and Russian are found in Kuno (1982).
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hoped that the present paper becomes a first step along a new avenue of
i*- j^^h on the interaction of discourse and syntactic constraints.
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Toward an Understanding of the Typology and Function
of Case-Marking*

Masayoshi Shibatani 
Kobe University

While the typology of case-marking has been taken as an important feature 
in classifying the languages of the world, variations within a type and the func­
tion of case-marking in general have not been given due scrutiny until very
recently. From a typological point of view, languages have been classified as 

However, recent studies,(nominative-)accusative or as ergative(-absolutive).i)
particularly of the so-called ergative languages, indicate that many languages 
have mixed (ergative and accusative) case-marking systems, indicating the diffi­
culty of using case-marking as an unequivocal typological feature.

A prevailing attitude with regard to the function of case-marking has been 
to assume that it indicates grammatical relations of noun phrases in a clause. 
In particular, identification of the subject of an intransitive sentence and the 
subject of a transitive sentence made by the nominative case has figured im­
portantly in our understanding of the structure of accusative languages. How­
ever, the same procedure when applied to ergative languages has led to an 
uncomfortable understanding of the structure of ergative languages, in which
what (from the point of view of an accusative language) appear to be objects of
transitive sentences are case-marked similarly as subjects of intransitive sentences. 
Recent investigations have shed much light on the relationship between case­
markers and grammatical relations as well as on other functions of case-mark­
ing, though our understanding is far from satisfactory. This paper examines 
issues involved in the typology of case-marking and those pertaining to the func­
tion of case-markers.

1. Problems in case-marking typology
Following the recent practice in the field, I use the symbol S in reference to

the obligatory argument of an intransitive clause; i.e. what corresponds to Bill 
in the English sentence Bill came. The symbols A and O refer to what respec­

* An earlier version of this paper was read before a plenary session of the 13th International
Congress of Linguists on August 30, 1982 in Tokyo. The topics covered in this paper are dis-
cussed from a different
“Japanese Grammar

angle in another paper published in Lingua 57 (1982) under the title
, Universal Grammar.” I am grateful to Anna Wierzbicka, Scott De­
Lancey, Mimi Klaiman, 
paper. I have profited
on related topics.

• and Tasaku Tsunoda, who commented on an earlier version of this 
greatly from both their comments and their thought-provoking papers

1) Cf. Trubetskoj, ]\i 
Mélanges de linguistique

S., ‘Le Rapport entre le déterminé, le déterminant et le defini,’ in 
offert à Charles Bally, Geneve: 1939.
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that case-mark S and A identically and O differently from these are

caJ

ely correspond to the subject and the object of a transitive sentence in an
ysative language; i.e. what corresponds to Bill is A and what corresponds to

is O in a sentence that translates Bill killed the bear. The accusative/
ative dichotomy is based on the ways in which S, A, and O are case-marked.

lied nominative-accusative or simply accusative, for S and A are distinguished 
t III O by marking the latter, while leaving the former very often unmarked.

„alive languages, on the other hand, case-mark S and O identically in the 
bsolutive (often unmarked) and A with a special ergative marker. The following 

examples illustrate typical situations:

( 1 ) Accusative pattern : Quechua
a.

b.

Juan wañu-n.
die-3Sg

‘Juan died.’
Pedro Juan-ta wañu-ci-n.

■ ACC die-CAUS-3sg
‘ Pedro killed Juan.’

( 2 ) Ergative pattern ; Warrgamay
a. nulmburu gaga-ma. 

woman-ABS go-Fut.
‘The woman will go.’

b. maal-du pulmburu punda-lma 
man-ERG woman-ABS see-Fut. 
‘ The man will see the woman.’

(Dixon 1980)

foil,

While the two types of case-marking illustrated above appear to be quite 
distinct and may seem to provide a clear-cut feature for the purpose of typological 
classification, rarely is any language consistent throughout its case-marking para- 
tligm. Most often the so-called ergative languages have what Silverstein (1976) 
‘^^lls split case-marking”—a systematic display of both ergative and accusative 
patterns. This is most clearly seen in the ergative languages of Australia, where 
tn one case the split is conditioned by the inherent semantic nature of noun 
P rases; most typically nouns and 3rd person pronouns exhibit the ergative 

person pronouns the accusative pattern. Contrast the 
-- owing Warrgamay forms with 1st and 2nd person pronouns with those in 

\ )> where nouns are involved.

(3) a. nana gaga-ma.
we (NOM) go-Fut. 
‘ We go.’

^ase-inarking may be realized in a number of different morphological types, most typicallymay ÜC reaiizea 
tej.^ '■'flections, affixes, particles 

S of Word nvd«,-
or enclictics. Furthermore, ergativity can be manifested in

Word order and agreement, both of which can co-occur with case-marking. In thisPape 1, oruer ana agreement, iiotfi or wuicn can cn wun case-ma
owever, our discussions are confined to the case-marking phenomena of noun phrases.
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b. nyuurra
you (NOM) we-ACC 
‘ You will see us.’

rjana-nya i]unda-lma.
see-Fut.

(Dixon 1980)
In addition to the split case-marking languages, there are languages whose 

case-marking is ambiguous in that S’s and A’s are divided into two classes and 
are marked differently. What is called the active-type language involves different 
marking of S’s depending on their nature. In this type, most well attested in the 
Amerindian languages of the Siouan family and among Tibetan languages, S’s 
of one type require an ergative marker, and the other S’s an absolutive marker. 
The Lhasa Tibetan data below illustrate this type:

( 4 ) Active-type language: Lhasa Tibetan
a. na-s stag bsad-pa-yin.

b.

I-ERG tiger kill-PERF/VOLITIONAL 
‘I killed a tiger.’
ña-s ñus-pa-yin.

c.

I-ERG cry-PERF/VOLITIONAL 
‘ I cried.’ 
lia si-byuh
I die-PERF/IN VOLITION AL 
‘I died.’

(DeLancey 1982b)
In the so-called active-type languages illustrated above, it is S’s that manifest 

two different case-markers—A’s receiving consistent ergative marking.
In the case of North Caucasian ergative languages as described by Catford 

(1975), not only intransitive sentences but also transitive sentences have differ­
ential A marking with concomitant meaning differences. Among the oft-quoted 
examples are the following Batsby and Kabardian forms:

( 5 ) Batsby (Volitionality of A)
a. tZo naizdraZ qitra.

we (NOM) to-the-ground fell
‘ We fell to the ground (unintentionally).’

b. atZo naizdraZ qitra.
we (ERG)
‘We fell to the ground (intentionally).’ 

Kabardian (Affectedness of O)
a. he-m q’^’ipshe-r je-dzaq’e.

b.

dog-ERG bone-NOM bites
‘ The dog is biting the bone—bites through to the marrow.’
he-r q’'’ipshe-m je-w-dzaq’e.
dog-NOM bone-ERG
‘ The dog is biting the bone—gnaws around superficially.’ 

(Catford 1975)
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'pile the complications in case-marking discussed above may seem to be
‘ in fact also show'al properties of ergative languages, accusative languages

tions in the case-marking pattern. Among the deviations from the canonical 
ttern of a transitive clause, the following are most frequently observed.®' 

case p3
vat'»’

(6)
(it) 
(b) 
(c) 
(d)

A 
NOM 
NOM 
NOM 
DAT

O
ACC V
DAT V
NOM V
NOM V

(canonical pattern)

The NOM-DAT pattern is seen in many languages including Japanese with 
•erbs for ‘to meet,’ ‘to follow,’ etc., Turkish with verbs for ‘to begin,’ ‘to touch,’ 

etc Russian with verbs for ‘to help,’ ‘to trust,’ etc. and German with verbs for 
‘to help,’ ‘to thank,’ etc. In addition to the NOM-DAT pattern, many languages 
allow O to be marked by other case forms such as a partitive or genitive form 
under specific circumstances.

What interests us most in connection with our discussion of the function of 
case-markers in nominative-accusative systems are the NOM-NOM pattern and 
the D.M-NOM pattern. The former, however, is not widely attested, the clearest
cases observed only in Japanese and Korean. For example: 

(7) Japanese
Taroo ga

NOM
Hanako ga sukida.

NOM like
‘Taro likes Hanako.’

( 8 ) Korean 
Chalsu ka 

NOM
yanhi ka cotha.

NOM like
‘ Cholsu likes Yunghi.’

In both languages the predicates expressing the meaning of ‘to like,’ ‘to dis- 
bke, to be good at,’ and the like exhibit the NOM-NOM pattern.

^^ompared to the above pattern, the DAT-NOM pattern is observed quite 
t ely. Here O is in the nominative just like S and A of a prototypical tran­

sitive clause, while A is in the dative. In all the relevant languages the con­
structions that exhibit this pattern involve two-place predicates expressing the 
notions of liking, desire, possession, necessity, and ability. To give just one 

’tarnple from different languages:

(9) a. Latin: Puero liber est.
boy-DAT book-NOM is 
‘ The boy has a book.’

■‘9 Th.
'ase fo, roughout this paper, the first case form refers to the marking of A and the second 

"b the marking of O regardless of actual word order in a language.
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b. Spanish : Me gusta la cerveza.
1-DAT like the beer-NOM 
‘ I like beer.’

c. Russian: Mne nuzna kniga.
I-DAT necessary book-NOM 
‘ I need a book.’

d. Kannada: Manage jarman baratte.

e. German:

I-DAT German-NOM can 
‘I can (understand) German.’
Mir
I-DAT like

gefallen diese Damen.
these ladies-NOM

f. Turkish:
‘I like these ladies.’ 
Ban-a para lazim.

g- Korean:

I-DAT money-NOM need 
‘ I need money.’
Kim-ssi-eke ton-1 mantha.

Mr.-DAT money-NOM much 
‘Mr. Kim has a lot of money.’

h. Japanese: Taroo ni eigo ga wakaru.
DAT English NOM understand 

‘ Taro understands English.’

As observed, the parallel DAT-NOM pattern spreads over a wide variety of 
languages that are normally considered to be accusative languages. The marking 
of O with the nominative marker can be construed as an expression of ergativity 
in these accusative languages (Moravcsik 1978, Shibatani 1979). But the realiza­
tion that in many ergative languages the parallel constructions shun the ergative
pattern casts some doubt on this view. Tsunoda (1981) culls a large number of
examples from divergent ergative languages which show that the constructions 
paralleling the DAT-NOM pattern of accusative languages exhibit the DAT- 
ABS, LOC-ABS or other patterns. For example:

(10) Ladakhi: kho-e thug-gu-ñis yot.
he-DAT child-two (ABS) to be 
‘ He has two children.’

Tibetan: ña-la khañpa yod.
I-LOC house (ABS) be 
‘I have a house.’

Avar: di-ye j-as j-ol’ula.

Georgian : sven

I-DAT f-girl (ABS) f-love (GEN) (PRES) 
T love the girl.’

sami svili
we-DAT three children (NOM) be 
‘We have three children.’

gvqvs.
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Djaru ; ngaju nga-rna ngaringka-yaru
ISg-ABS C-lSg (NOM) woman-HAVING-ABS 
‘ I am with a woman,’ * I have a woman,’ 
* I am married,’ etc.

Moreover, if one is to define the ergative construction in terms of transitive 
t marking, like DeLancey (1981: 628), or in terms of the presence of a 

^rototypical transitive verb, like Tsunoda (1982), the DAT-NOM construction 
P iiestion does not qualify as an ergative construction. However, we shall see 
jjelow that these narrow views of ergativity miss the essence of the ergative con­
struction, and that the broader view that focuses on nominative/absolutive 
marking on О and that thereby encompasses the DAT-NOM construction is 
more illuminating. This discussion is most fruitfully carried out in connection 
with the function of case-marking, and we therefore hasten to conclude the dis­
cussion of the typology of case-marking.

As apparent from the above discussion, case-marking patterns are rarely con­
sistent even within one language, be it the so-called accusative type of language 
or the so-called ergative type of language. The recent research on the typology 
of case-marking thus has shown that the ergative/accusative dichotomy is not 
applicable to the entire structure of the majority of languages, thereby reducing 
the value of ergativity as a useful classificatory feature, but it has resulted in the 
discovery of important cross-linguistic patterns in case-marking. Not only are 
the pattern exhibited by the split case-marking systems governed by the principle 
embodied in Silverstein’s (op. cit.) hierarchy, but also the kind of deviation in 
case-marking observed in (6)—(9) and in (10) is controlled by a common factor. 
Specially, Hopper and Thompson (1980) and Tsunoda (1981) show that the 
canonical ergative and accusative patterns and the deviations from them are 
largely determined by the degree of transitivity.

Hopper and Thompson characterize the notion of transitivity in terms of a 
collection of parameters which include familiar notions such as agency, volition- 
^iity, and alfectedness of O; those expressions with a high degree of agency on 
*be part of A, volitional A, and totally affected O have a very high degree of 
transitivity. A similar attempt has been made by Tsunoda, who defines a tran­
sitivity hierarchy in terms of “effectiveness”^—as to whether the expressed ac­
tivity is realized/completed and whether it affects/impinges on O. Sentences 
t'lth verbs like ‘kill’ and ‘break’ are among the sentences that have the highest 

cgree of transitivity (especially when they are in the perfective aspect). And it 
'n these sentences that either the ergative or the accusative pattern is mani- 

^sted most clearly across languages. As the transitivity of sentences declines 
'"th the choice of stative predicates, languages tend to exhibit deviations from
both the ergative and the accusative pattern and the contrast is lost. This is 

is seen in (9) and (10). In other words, there is an area of overlap in case- 
^3rklng between ergative and accusative languages. A conclusion to be drawn 

this is that, aside from the existence of a clear-cut split case-marking lan-

"’bat
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guages, the notion of ergative case-marking or that of accusative case-markifj I 
does not characterize the entire case-marking system of a language. On the bajM 
of the case-marking patterns of prototypical transitive clauses, we may 
characterize a language to be either ergative or accusative, as we do in this papgj 
but the nature of ergativity must be pursued apart from this general use of 
classificatory terms. '

2. Function of case-marking ,!
We will now turn to the discussion of the function of case-marking, 

discussion is concerned with those case-markers that do not have clear córrela, 
tions with the semantic roles of noun phrases. In other words, we will be dealing 
primarily with the case-markers identified as the nominative, the accusative, the 
ergative and the absolutive.

2.1. Discriminatory function
While the case-markers such as the ergative and the accusative have special 

functions under specific circumstances, as discussed below, the basic motivation 
for case-marking undoubtedly relates to the discriminatory function; that of 
discriminating A from O in a transitive clause. This basic function of case- 
marking has been extensively discussed by Silverstein (1976), Comrie (1978) and 
Dixon (1979), and therefore there is not much to be added here other than briefly 
summarizing their discussion.

Though there are many languages that have distinct markers for both .4 and 
O, from the point of view of a discriminatory function it suffices to mark only 
one of the arguments. Indeed this seems to be a normal situation in both 
accusative and ergative languages (cf. the examples in (1) and (2)). The erga- 
tive/accusative distinction is made on the basis of which of the two arguments 
of a transitive clause receives marking: If O is marked, leaving A and S un­
marked, then the accusative pattern obtains, while if A is marked and O and S 
are left unmarked, then the ergative pattern results. Furthermore, as noted by 
Comrie (op. cit.), there does not seem to be any language that marks S specially, 
leaving A and O unmarked. This is understandable in a theory that attributes 
a discriminatory function to case-marking, for such a system fails to discriminate [ 
between the two nomináis, A and O that co-occur in a transitive clause—a situa­
tion where discrimination is called for.

2.2. Semantic correlates
There are situations where the occurrence of an ergative marker is correlated 

with a meaning. The active-type languages, illustrated in (4), display such 3 ' 
correlation. Thus in (4b) the subject is a volitional agent in crying while ii’ 
(4c), the subject is an involuntary patient undergoing a change of state. Active' 
type languages in general show this kind of correlation between an ergative
marker and agentivity, and the same correlation is seen in the Batsby foriB®
in (5). In fact, the two sets of examples in (5) illustrate two typical cases where
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marking is correlated with meaning; namely (i) when A is agentive
the ergative
(the 
case,

bv case), and (ii) when the affectedness of O is intense (the Kabardian 
^nd see 2.4. below).

saw in (10),
agentive

saw Ill ti'i;» an ergative marker is generally avoided when A is not 
(see Tsunoda (1981) for a relevant discussion) indicating that even in 

that do not systematically employ an ergative marker seman-languages
as in active-type languages, the absence of volitionahty in A is correlated 

^^^h non-ergative markers, most typically the dative form. A parallel situation 
^'observed in accusative languages, where, as in (9), a non-nominative marker is 

when a non-volitional A is involved. The examples (9), where a non- 
^olitional A is in the dative, are typical of the situation, but Bengali marks non- 
volitional A’s with the genitive marker (Klaiman 1980). Observe the contrast 
in the following Kannada and Bengali pairs, where (a)’s, the direct forms, 

ress the involvement of volitional A’s, and (b)’s that of non-volitional A’s.

those

ex-

(11) Kannada
a. avanu jvara (-vannu) barisikonda.

b.

he (NOM) fever (-ACC) cause-come-Pst. 
‘ He got a fever.’ 
avanige jvara bantu.
he (DAT) fever came 
‘ He got a fever.’

(Sridhar 1976)
Bengali
a.

b.

se naak daake. 
he nose calls 
‘ He snores.’ 
taar naak daake. 
his nose calls 
‘ He snores..

(Klaiman 1980)
(12) Kannada

a. avanu 1

he (NOM) this news (-ACC) 
‘ He learnt this news.’

suddi (-yannii) tilidukondanu.
learnt

b. avanige 1 suddi tiliyitu.
he (DAT) this news became known 
‘ He came to know this news’

Bengali
(Sridhar 1976)

a. aami tomaake caai.
I you-O need
‘ I want you.’
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b. aamaar tomaake caai.
my you-O need

‘ I need you.’
(Klaiman 1980)

From the observation like the above, one might be led to conclude that the 
nominative case marks an agentive A. However, this is not quite correct, for in 
languages like Japanese and Korean the dative A in the DAT-NOM construction 
exemplified by (9g, h) can alternate freely with the nominative A without notice­
able difference in meaning. That is, unlike the Kannada and the Bengali pairs 
above, (9g) and (13a), and (9h) and (13b) are virtually synonymouns; i.e., no 
volitionality is implied by the presence of the nominative A’s in the following 
examples;

(13) a. Kim-ssi-ka ton-i mantha.

b.

Mr.-NOM money-NOM much 
‘ Mr. Kim has a lot of money.
Taioo ga eigo ga wakaru.

NOM English NOM understand 
‘Taro understands English.’

Just as the ergative in many ergative languages has a generalized A marking 
function, the nominative in many accusative languages has a generalized A 
marking function. In such cases the ergative and the nominative do not strictly 
correlate with the presence of volitionality in A. On the other hand, the op­
posite correlation does seem to obtain; namely, a non-nominative or non-ergative 
A is correlated with the absence of volition in A.

Catford (1975) distinguishes between functional ergative languages and for­
mal ergative languages. In the former the ergative construction alternates with 
the nominative construction with a concomitant meaning change (see the Kabar­
dian forms in (5)), while in the latter the ergative marker is obligatory for A 
and hence only has a generalized A-marking function. Functional ergative lan­
guages are relevant to our discussion, but since the discussion involves the over­
all ergative-absolutive pattern rather than individual markers, we will defer it 
until a later section.

2.3. Case-marking and grammatical relations
We now turn to the problem of ascertaining a possible function relating 

to the corresDondpnrp in mcp-marVinop HptiArppn S nf au intransitive clause antfcorrespondence in case-marking between S of
one of the arguments of a transitive clause. The question is whether the noini' 
native case that identifies S and A in the accusative language and the absolutive 
case, which idetifies S and O in the ergative language, have any function io 
unifying the respective two types of arguments. One extreme view, derivable
from the explanation based on the discriminatory function, is that they do not 
have any positive fun.-,,- ,c «»-»/4 A riv A linH O nvA cimnlv l-- _____ Ip

That
any positive function; S and A or A and O are simply identified by default- 
IS, the discrimination of argument types is required only in the transitive
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here only one argument (either A or O) needs to be marked.and even 
c 13“® ’ qI s of an intransitive clause, no marking is needed since there is
In the c Thus, if A of a transitive clause is marked, as in the erga-
only one

are un:

’• ’ ffuage leaving O unmarked, then O and S end up being identified; both 
marked. By the same token, if O is marked, leaving A unmarked, A and 

« result in a residual identification, (cf. Dixon 1979.)
In view of the fact that the nominative in an accusative language and the 

bsolutive in an ergative language are most often indispensable elements in the 
^espective type of language (cf. Shibatani 1977, Dixon op. cit.), it is unlikely 
that they are devoid of a positive function. A prevailing traditional view, largely 
based on accusative languages, is of course that the nominative indicates the 
grammatical function of subject. In other words, in accusative languages, the 
nominative indicates that A and S are subjects. By extension, in ergative lan­
guages some consider that S and O are subjects for they are identified by the 
absolutive—the counterpart of the nominative. What is crucial in this view is 
explication of the notion of subject. Perhaps the most explicit syntactic attempt 
at this is that seen in the practice of Relational Grammar. Here the subject is 
explicated in terms of its syntactic functions; e.g. they agree with verbs, function 
as antecedent of a reflexive, undergo Equi-NP deletion. Indeed it is not the case 
that any NP of a clause is associated with these syntactic properties—rather only 
specific NP’s are syntactically prominent. In short, subjects are those NP’s that 
have syntactic priority over other NP’s.

Investigations of the syntax of ergative languages have revealed that in per­
haps the majority of ergative languages, the morphological identification of S 
and O by the absolutive is not correlated with the syntactic grouping of NP 
arguments. Specifically, for the syntactic purposes S and A, which have distinct 
case-markers, function as subject (see Anderson 1976, Chung 1978, Dixon 1979).

In the nominative languages a similar situation is observed with regard to 
the DAT-NOM construction exemplified in (9). In this construction O is in
t e nominative but except its marking and verb agreement, the nominative O 

as no other syntactic subject properties. It is the dative A that is accorded 
With subject properties including the position in word order. For example, in 

ot Japanese and Korean, reflexives are controlled by the subject, which in 
0 normal construction is in the nominative, but in the DAT-NOM construc- 

t’on dative NP functions as the antecedent of the reflexives zibun and caki.

(14) a. Japanese
Yamada ni wa Taroo ga zibun no otooto

DAT TOP 
yoku wakaru. 
well understand

NOM self
yori

of brother than

4) Xlic
1 to exception is, as well-known in the field. Dyirbal in which S and o

• * ‘««ether for aS'oiipcd
syntactic purpose (cf. Dixon 1979)«

are
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(Lit.) ‘ Yamadai understands Taroj better than self,’s/*selfj’s

b.
brother.’ 

Korean
Kt saram eke nin caki ii saerjkak i phiryo ha-ta.
that person DAT TOP self of idea NOM need
‘He needs his own idea.’

Similarly, the so-called subject honorification is controlled by the dative Np 
in the construction under discussion rather than by the nominative NP.

(15) a. Japanese
Yamada sensei ni wa okosan ga

professor DAT TOP child NOM have
o-ari-n/ naru.

b.

(honorific)
‘Professor Yamada has a child.’ (Prof. Y exalted.)
Korean
Kt sansaeijnim eke nin ton i manhi iss-i-i/-ta.
that teacher DAT TOP money NOM much have
‘ That teacher has a lot of money.’ (The teacher exalted.)!

Sridhar (1976) shows that in the DAT-NOM construction in Kannada, the 
dative NP controls the reflexive, and it also undergoes Equi-NP deletion—the 
properties associated with the subject.

(16) Kannada
a. dineshanige kyarolin tannannu pritisuttäle endu

Dinesh-DAT Caroline self-ACC loves 
‘Dinesh knows that Caroline loves him.’

gottu.
compl. knows

b. [01 hendatiya jnapaka
01 wife’s

bandu] ráma¡ vihvalanädanu.
remembrance having-come Ramaj went berserk

‘Remembering his wife, Rama went berserk.’
Finally, in the Russian DAT-NOM construction, the dative NP rather than 

the nominative NP controls the possessive reflexive form.

(17) Russian
V svojej gruppe Ivanu
in self’s group Ivan-DAT like

nravitsja Masa bol’se vsex.
Masha-NOM best

(Lit.) ‘ In selfi’s/*selfj’s group Ivanj likes Masha^ the best.’
All these cases point to the conclusion that the absolutive and the nominative 

do not always mark a syntactically definable subject. Schematically represented» 
the situations look like the following:

(18) a. Ergative languages
ABS 
ERG

subject

ABS
V
V

intransitive sentence 
transitive sentence
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b. Accusative languages

! NOM i 
Í NOM i 

DAT ■

subject

ACC
NOM

V 
V
V

intransitive sentence 
transitive sentence 
DAT-NOW transitive

framework of Relational Grammar, the dilemma caused by the DAT-In the
\OM construction is resolved by means of a notion called ‘Inversion (see Perl­
mutter 1979)- Inversion makes the original subject the ‘derived’ indirect ob- 
• f ie 1>3 demotion, which entails the promotion of the direct object to the 
subject Thus, in the DAT-NOM construction, the dative NP functions like 
subject with regard to certain phenomena, while the nominative NP assumes 
the status of ‘surface’ subject, receiving the nominative marking and triggering
verb agreement where relevant.®)

The Inversion solution is unsatisfactory in a number of ways. First, there is
no evidence other than the dative marking which indicates that the dative NP
is not a subject. Notice that the dative NP still occupies the normal subject 
position in word order. It is odd that the surface non-subject occupies the 
subject position in a surface phenomenon like word order. Similarly, there is 
no evidence other than the nominative marking (and verb agreement) that points 
to the subjecthood of the nominative NP.

a
Secondly, in the case of Bengali discussed above. Inversion must be stated as 

demotion of subject to an oblique case. Thus, despite the parallelism in
semantics between the Bengali forms and Kannada forms in (11) and (12), two 
different treatments must be posited. Furthermore in the case of Bengali the 
original object appears to remain object (see the object form in (12b)). Thus, 
the Inversion treatment, which identifies the case forms and grammatical rela-
tions, or something analogous leads to the violation of the final 1 law: every 
basic clause must have a 1-arc [subject] in the final stratum (Perlmutter 1980:211). 
Of course, once one frees himself from the idea of strict identity between case 
markers and grammatical functions, no problem arises, since, as Klaiman (1980) 
notes, the genitive NP functions like a subject.

Thirdly, in order to capture the similarity in the ways in which case-marking
and ®yntactic functions disagree in the DAT-NOM construction of accusative 

guages and in the ergative construction in- ----------XXX general (see (18) above). Inversion
nst be posited for the majority of ergative languages.

suggestion that the DAT-NOM construction is an intransitive sentence isA
equally 
take twounsatisfactory.®) For one thing, the predicates involved obligatorily

arguments unlike intransitive verbs. For another, while the dative NP
the recent framework of Relational Grammar, no notion of derivation is utilized;

an
a 
a

expository purpose I have used familiar expressions.
^^'Sgestion was made at the Congress by Alec Marantz, who participated in the 

«iiscussant of this paper.

5) In 
no'^’ever, for

«) Such
"‘'«‘ing as



54 Plenary 1: Syntax and Semantics

is associated with the general subject properties except nominative marking, the
alleged subject in the nominative lacks the subject properties despite its mark­
ing.

These problems are resolved once the relationship between case-marking and 
the grammatical functions is assumed to be relative; i.e., there are subjects that 
are not marked by the nominative or absolutive and there are non-subjects that 
are marked by the nominative or absolutive. Of course such an assumption 
leaves us with the task of identifying the function of the nominative/absolutive, 
the problem to which we now turn.

2.4. Nominative/absolutive and viewpoint
The works by Hopper and Thompson (1980) and Tsunoda (1981) show 

that in those ergative languages that have split case-marking, it is alw'ays the 
case that when O represents an entity that is totally affected, it is in the ab­
solutive: i.e., the ergative pattern obtains. Similarly in the tense-aspect split 
ergative case, the past and the perfective forms have O in the absolutive. Ob- [ 
servations regarding these facts seem to have been made independently by a 
number of linguists working in Caucasian ergative languages.

Catford (1975), with quite a few interesting pairs of ergative forms and cor­
responding nominative forms (see (5) above), draws the conclusion that in func­
tional ergative languages, in which the ergative construction alternates with the 
nominative construction, “the ergative construction underlies the relation of 
verb to object, the nominative construction lays more stress on the relationship 
between subject and verb—the activity of the subject.” (40) In slightly dif- [ 
ferent wording: The ergative construction directs more attention to VERB­
OBJECT relation: the nominative construction highlights the verbal relation ; 
itself, and the ACTIVITY OF THE SUBJECT.” (42)’)

With regard to the association of the ergative construction with the past 
tense and the perfective. Catford quotes Regamey: “This association is not for­
tuitous: it results from the semantic character of the nominative and ergative
diatheses. When we envisage a transitive action [in the past or
M.S,] with respect to the patient [i.e., our O, M.S.],

the perfective,
we take account of the

EFFECT of this action, or that which is accomplished. This action has already
been detached from the agent, it has been transferred on

In other words, the ergative construction or 
to the patient.” (46)

the marking of O with the ab-
solutive case form is typically associated with a situation where O is brought 
into focus. It is this kind of phenomenon that underlies the classical view that 
the essence of the ergative construction is the ‘patient-orientedness’ (cf. Wierz- 
bicka 1981:68). And this view is consistent with DeLancey’s hypothesis (1981, 
1982a) that the nominative/absolutive (and verb agreement) indicates the view­
point of a sentence from which the speaker describes a particular event or state.

/) Catford (19/5) has been published in 1976, but our page reference is to the prepublica- 
“Pb which has been widely circulated and which has 

published —
tion

version.
a fuller discussion than the
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to lend some support to DeLancey’s hypothesis, we need to explain 
"native marking of O in the DAT-NOM construction (cf. (9)). Among 

n*”®’ languages Japanese shows the most general pattern in that all two- 
^^a*tive predicates require the nominative marking on O, but hitherto 

® jjggji no explanation for this. Having seen that the absolutive marking 
■^^associated with the perfective, we might speculate on some connection 

the stative predicates and the perfective. And it so turns out that a 
the two is not hard to find. That is, when we consider what the

In
the 
the

order

relevant
place 
there
of O is
between
link between

■ e IS we realize that it “refers to the state which results from the com- 
• of the action or process” (Lyons 1968: 314: emphasis his),®) and that this 

^md^^y ts shared by the stative predicates. We further notice that the Japa- 
e stative predicates do not yield the resultative forms, which indicates their 

inherent affinity to the expression of a resultative state. To summarize then, 
the stative predicates and the perfective forms share a great deal of semantic 
similarities, including the attention focus on the connection between O and the

is, we

predicate.
Trask (1979) also sees the connection among the perfective, stative, and 

ergativity in his discussion of what he calls Type B ergativity, which, among 
other characteristics, has the tense-aspect split in the fashion described at the 
beginning of this section. Trask’s discussion further touches on the correlation 
between the ergative construction and the possessive construction in this type 
of languages, suggesting that “Type B ergativity should be correlated with the 
absence of a verb have, or to put it positively, with the presence of dative-sub­
ject or locative-subject constructions.” (398) Indeed, this is precisely our point, 
and the DAT-NOM pattern of accusative languages exemplified in (9) should 
be understood in the same light as the ergative construction in which O is a 
point of view.

Our earlier discussion on the syntax of the DAT-NOM construction (section
2.3.) also underscores the similarity between this construction and Trask’s Type
B ergative languages in that ergativity is not “deep” in the sense of Dyirbal. 
(Trask, 389)

Returning to DeLancey’s hypothesis, it also says that verb agreement too is 
correlated with viewpoint, and this is consistent with the nominative marking 
tn the DAT-NOM construction. In those languages that have verb agreement. 
Verbs agree with nominative NP’s in (9). Thus the traditional view that verb 
agreement is a property of a subject must be modified just as the view that the 

ject is what is in the nominative case.
One problem with DeLancey’s hypothesis has to do with the double nomina- 

fo^e like Japanese (7) and (13b) and Korean (8) and (13a), which would
ce us to conclude that they have two points of view. Certainly this is an un- 

m ortable conclusion. However, one consolation is that, as noted earlier, there

tive

not many languages that have two nominatives in a basic sentence type, and

'nakcs
Lyons J!IS referring to the Greek perfective, but Vogt, as quoted by Del.ancey (1982a: !75),

sbnilar observation concerning the Georgian perfect.
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this rarity reflects the marked nature of sentences with double viewpoints,®) i 
Furthermore, there appear to be some instances where sentences with ary^. 

biguous viewpoint arise, DeLancey (1982a) discusses a conflict in NP markin' 
and verb marking in Georgian, and his summary reproduced below shows tfi^j 
while in the imperfect and the perfect, NP marking and verb marking align, 
aorist involves conflicting marking—NP marking indicating that O is a vie^y 
point, and verb marking indicating that A is a viewpoint,

(19)
Imperfect 

NOM-ACC 
NOM-ACC

NP marking
Verb marking

Aorist
ERG-ABC 
NOM-ACC

Perfect
ERG-ABS 
ERG-ABS

Just as the above situation in the Georgian aorist can be considered as a 
transitional point in the shift of viewpoint along the tense-aspect dimension, the 
Japanese and Korean NOM-NOM pattern can be understood to reflect a tran­
sition in the shift of the viewpoint along the transitivity dimension; i.e,, the 
gradual shift of viewpoint is reflected in the changes of the pattern; NOM-ACC 
->NOM-NOM^DAT-NOM.

2.5. Viewpoint and other pragmatic notions
The hypothesis that the nominative/absolutive correlates with viewpoint 

still leaves a large number of issues unresolved. For one thing, the relationship 
between viewpoint and syntactic subject must be explicated. In the nominative
languages, a viewpoint is normally selected as a syntactic subject, but as seen
in this paper, in the DAT-NOM construction and the majority of ergative lan­
guages, they do not coincide. This difference must be somehow explained.

In the works of Zubin (1979) and Van Valin and Foley (1980), the nomina­
tive/absolutive is said to mark the “focus of interest,” which undoubtedly is 
one of the elements that determine the placement of viewpoint, Zubin supports 
his hypothesis by demonstrating in reference to the German nominative that the 
nominative NP’s fulfill an important discourse function; namely, discourse cohe­
sion is achieved by the use of the nominative case. Van Valin and Foley define 
what they call “pragmatic peak” as “the most salient NP in a clause in terms of 
discourse prominence and speaker’s focus of interest,” and draw a parallel be-
tween the discourse function of the German nominative and that of the absohi- 
tive in Dyirbal.

Although the nominative and the absolutive are undoubtedly correlated with 
the discourse topic, direct connection as suggested by Zubin, Van Valin and

9) Catford (1975) talks about double nominative constructions in a ntimbei of Caucasian
languages but they seem to be a derived pattern involving compound verb-phrases. What i® 
nitercsting about them in connection with our discussion is that verbs agree with both A and 
O, the situation which 7 »-k i-1 « fr AC 1 »1 frÎAAi ZWhJ At"hich Catford indicates in the format S” V V.

I __ 'This pettern is to be contrasted with the ergative alternate pattern of S® O” V V. (S's, O’S. S® 
refer to the NOM A. the n and the ERG A i.. v 1'1the XOM O, and the ERG A in our system.)
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J to be avoided. For in those languages like Japanese that have a
” - f construction, not only the nominative but also NP’s in other cases

jf. Sb«’’»“”*

Foley• rt topic COnsil ---— ------------------------------ -------- —
distincL indicating that in this type of languages the nominative has

topic rather indirectly. Also with the DAT-NOM construction, it
NP that gets topicalized more easily than the NOM NP. Thus

are topi'
discourse
• the DA i - - ; r .ed to (20b), (20c) requires a more elaborate context tor its occurrence, 

eigo ga wakaru.(20) a. Taroo ni ga
DAT English NOM understand 

‘ Taro understands English.’
b. Taroo ni wa eigo ga wakaru.

TOP
‘As for Taro, he understands English.’

c. Eigo wa
TOP

Taroo ni wakaru.

a

‘As for English, Taro understands it.’

The above point relates to the notion of topicworthiness, which is also dis­
cussed in connection with the O-orientedness in ergativity. (Cf. Wierzbicka 1981, 
Plank 1979). But, as the situation in (20) shows, the notion of viewpoint must 
be distinguished from that of topicworthiness. The naturalness of (20b) over 
(20c) certainly comes from the topicworthiness of Taro as compared to English.

Just as in the case of defining the term subject, many overlapping concepts 
such as viewpoint, focus of interest, empathy, topicworthiness, saliency hierarchy 
have been discussed in connection with the topics covered in this paper, but 
they need to be clearly delineated before we come to a full understanding of the 
function of case-marking. The difficulty is caused by the fact that their linguistic 
manifestations tend to converge on the same element in a sentence. However, 
by examining areas in which there are displacements in the distribution of 
various factors, as we did in this paper, we will be able to gain much insight 
into them. Recent studies in the ergative construction and related phenomena 
attest fruitfulness of such an endeavor.
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Rôle des représentations métalinguistiques en syntaxe

Antoine Culioli 
Université Paris Vil

Le présent exposé se fixe un triple but: (1) définir le champ de la syntaxe à 
l’intérieur de la recherche linguistique. Pour cela, il est nécessaire d’expliciter 
les objectifs que s’assigne le linguiste et de poser les fondements théoriques de 
la recherche; (2) montrer de façon succincte comment sont construits les outils 
techniques (entités, catégories, opérations) avec lesquels on travaille, et décrire 
quelques-uns de ces outils; (3) travailler sur un domaine précis et sur un pro­
blème restreint, de façon à mettre à l’épreuve et la construction théorique et, 
à travers les procédures techniques, la méthodologie employée.

Je définirai la linguistique comme la science qui a pour objet le langage
appréhendé à travers la diversité des langues naturelles. Cette définition est 
programmatique: elle assigne un objectif et, de ce fait, influe sur la théorisation 
et sur la méthodologie. Mais elle n’exclut pas d’autres objectifs, variables selon 
les finalités d’un programme, les domaines d’application, et les contraintes tech­
niques. Le langage, activité signifiante de représentation, ne nous est accessible 
qu’à travers des textes, c’est-à-dire des agencements de marqueurs: ces agence­
ments sont la trace d’opérations. Or, l’observation et des classements même 
rudimentaires montrent qu’il existe, par-delà la diversité des réalisations et des
catégories, des propriétés analogiques stables; en bref, les langues ne son p 
irréductiblement spécifiques. Mais trop souvent, la référence au angage 
duit à l’idée que l’on pourrait utiliser un métalangage de port e unive , 
qu’il s’agisse de formalismes logiques ou d’un langage génotype. r, o j 
n’est pas de construire une grammaire universelle, mais de re-construire, p 
une démarche théorique et formelle de type fondationnel, les notions primi ives, 
les opérations élémentaires, les règles et schémas, qui engendrent es categories 
grammaticales et les agencements propres à chaque langue, re , e rec 
les тултшп/с mil zi*•muarianii qui fondent et règlent l’activité de langage, telle qu’elle apparaît
à travers les configurations des différentes langues.

Il nous faut pour cela dépasser les propriétés classificatoires et 1 étiquetage, 
- as dégager du discours intuitif grâce à la construction d un système de repré­

sentation métalinguistique (qui inclura la langue usuelle), construire une théorie
nous

d« observables, eî, à partir de classes de phénomènes (en particulier par la con 
’titution de familles d’énoncés en relation paraphrastique) formuler des pro- 

et construire des procédures de raisonnement. Une telle entreprise est 
entreprise complexe, où l’on passe des observations à une problématique 
retourner aux phénomènes, d’où l’importance dun discours contrôlé.

cet objectif, c’est ne pas distinguer, en principe, les délimitations 
prosodie, syntaxe, sémantique, et pragmatique. La démarcation ce qui

Une 
pour

Adopter 
entre

con-
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est représentable et régulier, et ce qui est hétérogène par rapport aux règles 
métalinguistiques que l’on a construites. Si l’on a affaire à des agencements 
de marqueurs, on a une forme (au sens abstrait). Cette forme étant le pro-
duit d’opérations, il nous faut simuler la relation opérations-marqueurs grâce
à une construction métalinguistique. Il ne s’agit donc pas de réduire la syn- ' 
taxe à un noyau arbitrairement restreint, mais de traiter tout ce qui est dans ' 
un domaine méthodologiquement homogène, ou dans des domaines localement ■ 
homogènes que l’on peut articuler entre eux. Je soutiens que l’on peut fournir ’ 
une théorie unifiée intégrant des phénomènes répartis, à l’heure actuelle, dans ; 
des secteurs séparés. Il est vrai qu’un tel objectif exige que l’on multiplie les 
précautions, mais il exige aussi que l’on ne restreigne pas un domaine de re­
cherche sans donner, de façon explicite, les justifications théoriques ou tech­
niques de pareille décision. Je plaide donc la cause d’une syntaxe définie comme • 
une hypersyntaxe. S

Mais il est vrai que la prudence s’impose: études minutieuses et étendues j 
dans une langue donnée, puis, par des procédures formalisées, recherche du j 
généralisable; refus de confondre phrase et énoncé, obligation de travailler à • 
intonation constante et de prendre en compte les gloses des locuteurs quand on i 
leur demande de construire un contexte explicite; rejet de toute confusion entre j 
les problèmes logico-philosophiques de la référence (valeurs de vérité, référence j 
externe, statut ontologique des individus) et la construction (non-symétrique) 
par des interlocuteurs de valeurs référentielles assignées à des énoncés, à travers 
la production et la reconnaissance de formes; d’où la nécessité de ne pas se 
cantonner à un univers rigide, strictement extensionnel, dont on a éliminé l’ac­
tivité des sujets énonciateurs et la déformabilité caractéristique des phénomènes 
linguistiques.

Ainsi, autonomie de la syntaxe, si l’on entend par là qu’il existe des formes, 
engendrées par des systèmes structurés d’opérations dont on peut fournir une 
représentation et un traitement, si l’on veut dire qu’il est possible de travailler 
sur l’activité de production et de reconnaissance des énonciateurs, ainsi que sur 
le calcul des valeurs référentielles des énoncés sans s’engager dans la sémantique j 
de la réference. Pas d’autonomie, si cela entraîne une réduction, certes inévitable 
dans tout projet scientifique, mais qui, dans le cas considéré, dénaturerait l’objet 
même de la recherche. De toute façon, l’essentiel n’est pas là: le type de recherche 
décrit ici n’est guère concerné par de tels débats où les termes en discussion, les 
obiectifs et les procédures de confrontation sont rarement définis avec la clarté 
souhaitable.

Description de quelques opérations
1) 1 opération de repérage. Nous avons vu que produire, ou reconnaître, t*’’ 

construire, ou re-construire, des agencements de marqueurs, qui son'-énoncé, c’est
repérage. Nous avons

la trace d opérations auxquelles nous n’avons pas accès. Si nous appelons niveai’
I le niveau des opérations auxquelles nous n’avons pas accès, les agencements 

marqueurs sont de niveau II et sont les représentants des opérations de niveadde

L
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faut donc construire, grâce à un système de représentation métalin-
I 11 opérations de niveau III (on aura ainsi des représentants de repré-
giiistiqræ’s'ensuit que nous ne pouvons pas nous satisfaire de travailler sur des
seiitan )■ constituées, mais que nous devons représenter les étapes de la
.„lotions jciéme des relations et catégories grammaticales à travers un en-

A-

sentants)
relations
constitution

nenienl d’operations.
^..^..jtion minutieuse de langues variées et la théorisation de phénomènes 

r»nce éloignés, m’a amené à poser une relation fondamentale, appelée 
^'on de repérage, construite par l’opération élémentaire primitive dite opéra- 

~ n de repérage. Le concept de repérage est lié au concept de localisation 
■elative et à celui de détermination. Dire que x est repéré par rapport à y 
signifie que x est localisé (au sens abstrait du terme), situé par rapport à y, que 
ce dernier, qui sert de repère (point de référence) soit lui-même repéré par rap­
port à un autre repère, ou à un repère origine, ou qu’il soit, lui-même, origine. 
Rien n’interdit qu’un terme soit repéré par rapport à lui-même, qu’un terme qui

relation

était repère dans une 1^” relation devienne ensuite terme repéré, ou que deux
termes soient dans une relation réciproque de repère à repéré. Lorsque, à l'in-
térieur d’un système de référence, un terme x est repéré par rapport à un terme 
y, l’opération fournit à x une valeur référentielle (détermination d’une pro­
priété) qu’il ne possédait pas auparavant. J’ajoute que terme doit être compris 
dans son sens étendu, c.-à-d., tout objet construit dans le système, du moment 
qu'il entre dans une relation, qu’il s’agisse de notions, de relations (on a alors 
une relation entre relations), de coordonnées énonciatives, etc. Des opérations 
telles que la construction de relatives, la topicalisation, les relations inter-pro­
positionnelles, les opérations d’anaphore, les relations de deixis, de “point de 
vue’’, comportent des opérations de repérage. En fait, il s’agit d’une opération 
fondamentale que l’on retrouve dans les phénomènes les plus variés. L’introduc-
tion de ce concept permet une construction théorique unifiée, un travail trans­
catégoriel (par ex., reliant détermination; modalité et aspect). L’idée fondamen­
tale est qu un objet n’acquiert une valeur déterminée que grâce à un système de 
repérage.

La relation de repérage est toujours binaire, et si l’on a, par
on obtient

ex., 3 termes.
o tient une seconde relation (binaire) sur la P” relation. Pour construire 

^ne 1 dation binaire, on utilise un opérateur unaire “est repéré par rapport à’’ 
silon“^°^^^ pour repère’’. L’opérateur de repérage sera noté g (qui se lit “ep-
que X langue usuelle, “est repéré par rapport à’’). Ainsi € ( )> signifie

^eгme repéré dans une relation que l’on est en train de constituer.
( )>> on va construire un repère, disons y, d’où la relation

A
est repéré par rapport à y’’. On voit donc que, quand nous parlons de 

> nous renvoyons à la fois à la constitution d’une relation et à la rela- 
eonstituée. 11 n’y a pas de danger à cette confusion courante (cp. le mot 

‘^ondition°” légère à un processus ou à un produit, c.-à-d. un bâtiment), à

fopérage
don

n’y a pas de danger à cette confusion courante (cp. le

que ce que l’on en soit conscient et que l’on sache distinguer, chaque fois 
nécessaire, la relation de l’opération qui la construit.
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Si l’on retourne à l’observation des phénomènes linguistiques, on s’aperçoit
que les relations auxquelles on a affaire comportent toujours deux propriétés
primitives qui vont permettre de spécifier la notion de repérage: tout tourne
autour des propriétés de réflexivité/non-réflexivité et de symétrie/non-symétrie.
Lorsqu’on a un repérage réflexif et symétrique, on a identification (pour être 
plus précis, l’opération constitutive (identifié-identifieur) est non-symétrique, mais 
elle produit une relation qui et symétrique. Lorsque le repérage a la pro, 
priété de non-symétrie, on a différenciation. Sans entrer dans le détail théori­
que, on peut montrer, à partir d’observations linguistiques, que la différencia­
tion est, même si cela peut paraître paradoxal, compatible avec la réflexivité 
autant qu’avec la non-réflexivité. Ainsi, nous verrons plus loin que la passivation 
entraîne la réflexivité, sans éliminer nécessairement la non-symétrie dans la 
relation prédicative dite transitive. Au contraire, dans la localisation spatiale 
(Il y a un livre sur la table), il n’y a pas réflexivité.

On voit qu’à partir de l’opération primitive dc repérage, nous avons con­
struit deux valeurs fondamentales qui souvent s’entremêlent dans les réalisations 
linguistiques. 11 existe une 3® valeur fondamentale, ainsi qu’une 4'* valeur qui 
est composée à partir des trois premières, mais je n’en parlerai pas. Me fondant, 
une fois encore, sur les observations, j’ai été conduit à associer à l’opérateur de 
repérage g un opérateur dual 3 (epsilon miroir), tel que <(x g y)>—>(y 3 x> (par ex. 
“x est possédé par y”->, “y possède x”; “x est sur y’’-> “le dessus de y contient 
x”; etc.). Il s’agit là de phénomènes linguistiques bien connus, ayant fait l’objet 
d’analyses détaillées: l’intéressant est d’en construire une représentation munie 
de propriétés formelles afin d’effectuer un calcul.

Pour compléter ces notes de travail, je signale une propriété importante de 
l’opération de repérage en liaison avec la catégorie de la déterm.ination. Soit 
un terme x dont je dis qu’il est repéré: g ( ))>. Introduisons maintenant le 
repère y. J’ai constitué une relation <(x g y), où, sauf explicitation de ma part 
(à moi, énonciateur), y est construit comme repère de x, sans rien dire de plus 
que “il existe un repère et ce repère est y”. Ceci ne signifie ni qu’il y ait d’autres 
valeurs possibles pour “repère de x”, ni qu’il n’y en ait jtas d’autres, mais cela
signifie que, dans un
l’opération

cadre de référence donné, pour une détermination donnée,
a construit un chemin unique entre le repéré et le repère. Nous 

dirons que la valeur y est unique sans plus, ou, si l’on veut “faiblement unique 
(“strictement unique se dirait de "y et seulement y”). Je ne donnerai pas les
fondements théoriques de cette propriété, car cela nous entraînerait trop loin- 
Quant au dual 3 , il a, lui, des propriétés qui varient selon l’histoire de la relU" 
tion. On peut, en simplifiant, distinguer deux cas: (1) d’un côté, je peux tirer 
de <x g y>, par dualité, <y 3 x>. J’ai alors deux formulations équivalentes (mai® 
attention à ne pas confondre équivalence et identité). Si “Paul a le livre”, alors 

le livre est chez Paul”; si “Paul a un livre”, alors “il y a un livre chez Paul > 
etc. (2) En dehors de

si “Paul a un livre”, alors “il y a
ce cas, et sauf explication toujours possible, l’opérateuf

3 ne va pas construire un chemin nécessaire entre y et seulement x, mais entre 
repere y et le domaine d’objets repérés par rapport à y, auquel il est clair quele
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Ainsi, dans <)> 3 x), x n’est pas nécessairement unique. Comparons
A-

appartient, 
ici S et a = 
z-hapeau? 0 .

X ■ le premier se re-construit dans une relation comme “A qui est ce 
recherche le possesseur du chapeau). De même, si je dis “la maison

chapes j’exclus d’autres propriétaires. Ou encore, dans “le livre est sur la 
table est le localisateur de livre. Mais de “Paul a un chapeau”, je n’en 

table seule possession (le bon sens n’a rien à voir, ici); de
conchnm^ table”, je ne peux pas inférer que “sur la table il n’y a

d’autre qu’un livre” (Je n’insiste pas ,.......... . ----------------
/, g peut se lire, selon les cas, soit “y sert de repère à, en tout cas x” ou 

^’Tn*’“)' sert de repère à, entre autres, x”. Ces interprétations montrent que 
? pst dans ces cas, non-déterministe.

sur ces phénomènes bien connus).

2 est, dans ces cas.

2) Opérations constitutives d’un énoncé.
Relation ordonnée, ou relation primitive: nous appellerons notion un(3)système complexe de représentation structurant des propriétés physico-culturelles 

d’ordre cognitif (notions dites lexicales; notions grammaticales (aspectualité, etc.).
et. de façon générale, toute relation entre notions. Une notion est antérieure
a la catégorisation en nom, verbe, etc. Elle est définie en intension et n’est pas 
quantifiable. A partir d’une notion, on construit un domaine notionnel, muni 
de propriétés formelles (construction de la classe; construction du complémen­
taire linguistique; etc.).

Tout terme constituant d’une relation prédicative appartient à un domaine 
notionnel; ainsi, toute relation prédicative présuppose une relation entre do­
maines, c.-à-d. en dernier ressort, entre les faisceaux de propriétés constitutifs 
des notions. On appellera relation primitive une telle relation (partie à tout; 
intérieur/extérieur; etc., pour ne citer que quelques propriétés). La relation 
primitive est ordonnée, et nous parlerons de source et de but (sans connotations 
casuelles). Comme il ne s’agit pas ici de sémantique générale, mais de base 
cognitive filtrée par les cultures et les conditions d’énonciation, il n’y aurait 
aucun sens à dresser une liste des “sources”! Mais il existe des relations stables.
paimi lesquelles celle d’agentivité (où l’agent est source et l’agi but). A dire 
'’tai, la relation d’agentivité est complexe et s’organise sur plusieurs domaines 
composés entre eux (1. notion d’/animé/: humain; animé; adulte; enfant; animal 
ornestique; inanimé; forces de la nature;. 2. déterminé/: individuable; massif; 
secable, etc. 3./téléonomique/: processus finalisé; initiateur; conscient ou non;

/ *' ^tttel, erroné; contraint; force; instrument; etc. 4./appréciatif/: bénéfique 
soi, pour autrui); détrimental (pour soi, pour autrui); indifférent).

cleux'^'^^^ relation ordonnée source et but, nous nous donnons un prédicat à 
'm (Sur les relations dites intransitives, voir plus loinb

Relation
primitive 
le-xis.

intransitives, voir plus loin).
prédicative (relation orientée): soit, d’un côté, une relation

line
spécifiée par

e dernier est noté ny, où f,, et f, sont des variables d’arguments et n
un prédicat, et, d’autre part, un schéma, dit schéma de

sclr *able d’opérateur de prédication. A partir de la relation primitive et du 
‘ ’ on construira le prédicat et les arguments, en distinguant un 1®^ argu-
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ment (d’ordre 0) et un 2"'’ argument (d’ordre 1). Ainsi, une lexis résulte Jç
l’instanciation d’un schéma par des termes, eux-mêmes construits à partir (Jç J 
notions. On produit par cette opération un agencement complexe, qui n’est 1 
pas le produit d’une simple opération d’assignation, par laquelle on substitue-1 
rait aux variables du schéma des termes catégorisés (en prédicat et arguments- T 
en verbe et noms). En conséquence, la construction d’une lexis entraîne (on iç ;
verra plus loin) la constitution d’un paquet de relations entre les constituants 
de la relation prédicative.

Une lexis n’est pas un énoncé: elle n’est ni assertée, ni non-assertée.
elle n’est pas (encore) située (repérée) dans 

car
un espace énonciatif muni d’uu

référentiel (système de coordonnées énonciatives). Si nous désignons par 2 une 
lexis et par Sit (pour Situation d’énonciation) le système de repérage énonciatif 
on voit qu’un énoncé est le produit de l’opération <2 g Sit), Une lexis est doncl
à la fois ce qu’on appelle souvent un contenu propositionnel (en ce sens, elle est
proche du lekton des Stoïciens) et une forme génératrice d’autres formes dérivées 
(famille de relations prédicatives, d’où constitution éventuelle d’une famille 
paraphrastique d’énoncés). Toute relation qui a cette propriété est une lexis,
qu’elle devienne un syntagme ou une phrase. Ainsi, le livre de Pierre; Pierre, (
son livre; Pierre, lui, son livre, etc,, de même que Pierre a un livre, Pierre, lui, i 
a un livre, etc. appartiennent à la même famille. De (ou à dans Pierre, son i 
livre à lui), le possessif, ou la forme finie a sont les traces de l’opération de 
dérivation. Ajoutons qu’une lexis peut être composée avec une autre lexis, et 
que l’on peut construire une relation de repérage entre lexis.

Lorsqu’on a affaire à plus de 2 arguments, l’introduction d’un 3® argumentj 
se fera nécessairement à partir de la lexis élémentaire, et l’on construira ainsi« 
plusieurs relations dans lesquelles sera intriqué le 3® argument. La notion d’in­
trication m’était apparue indispensable pour traiter certains problèmes linguis- | 
tiques où, manifestement, les arborescences étaient inadéquates (parce qu’on* 
constituait deux relations en parallèle et qu’un terme se trouvait donc appar-1 
tenir à deux relations. Ceci se rencontre par ex. dans l’étude des causatives, ou I 
dans la thématisation, type: Moi, mon frère, sa maison, le toit, c’est lui qui l’o j 
réparé). De façon indépendante, J. P. Desclés avait découvert l’intérêt d’une j 
telle opération dans le traitement formel; c’est grâce à lui que l’on a maintenant 
une définition mathématique de l’opération abstraite d’intrication (in Opéra-
leurs, opérations: méthodes intrinsèques en informatique fondamentale et ap'
plication à la linguistique et aux bases de données, Paris 1980). Restons dans le 
discours intuitif: soit 2 termes x et y et entre eux la relation. <(y 3 x) Quand 
] ajoute un 3® terme z, je vais de ce fait construire une relation entre x et z (pa’’
ex. S z)), entre y et z (par ex. (y 3 z», ainsi qu’entre 3 x)> et <(x e Telle 

décrire, cette schématisation nous fournit la représentation d’ui’ 
prec icat de type donner: y a x, y établit une relation avec z de sorte que .x ait Z 
pour oca isateur. Bref, nous avons construit; 1 une relation inter-sujets (pout 
pren re un cas privilégié) entre donneur et destinataire, 2 une relation entre 

onneui et donné, 3 entre destinataire ('attrihntnire\ et donné ('recn'i et 4 uneentre destinataire (attributaire) et donné (reçu), et 4 une
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la transition entre 2 et 3. On voit que 1 va fournir une éventuelle
Ctiiiol'A-

vale^*

clC 12- ciiLic Cl. v/. K_/ii vuiL «_£uc 1 vrt xuuiim uiic
jjjfgp.jyjets, et 4 combine modalité et temporalité. En com-

P'
,arant la 

loin), la

forme (abstraite) de donner et le schéma de la relation causative (cf.

plu:
similitude apparaît et l’on comprend que donner soit employé

rédicat de causative (Jean donne le champ à labourer à Paul); on com- 
comme p valeurs subjectives de l’alternance à ¡par dans les causatives en

:s

P’^'■end aus^ .gradation de l’Objet en Objet Indirect; on peut mieux formuler 
de savoir s’il peut exister deux Objets, etc. Mais par manque defrançais,

la question 
nlace, je n’t 
r recherche les schémas privilégiés cl'intrication de 3® argument, on
boutit à 4 relations entre un 3’ terme et la lexis élémentaire: (1) la relation, dont 

nous venons de parler (peu importe sa désignation); (2) “l’applicatif” (y fait x 
our z); (3) “l’instrumental” (y a w et il fait x avec w); (4) le locatif, qui fournit 

le repère spatial d’un événement, bref, qui est l’une des relations fondamentales 
(par généralisation, tout terme qui pourra jouer le rôle de localisateur abstrait, 
par delà la localisation spatiale, cette dernière étant privilégiée).

On peut, en outre, avoir moins de 2 arguments assignables (verbes dits

aborderai pas ces problèmes.
recherche les schémas privilégiés d’intrication de 3« argument.

intransitifs, procès à un seul actant): on conservera les 2 places, et l’on aura
une relation réflexive (2 places distinctes, identifiables l’une à l’autre) ou en
boucle (2 places qui coïncident).

Après ces généralités sur la construction d’une lexis, passons au problème de 
Vorientation, c’est-à-dire de la sélection du 1®' argument (ou complément de 
rang zéro). Pour orienter, il faut un point initial: celui-ci est fourni par la 
construction du l®' argument. Dans une relation de diathèse active, le 1®’’ argu­
ment sera construit en sélectionnant le terme source dans la relation primitive, 
pour instancier la place fo du schéma de lexis. Désignons la source par la lettre 
a, b notera le but, et <( ) r ( )> le prédicat (la position des parenthèses est sans 
importance; on peut aussi bien les mettre toutes à guache ou à droite, pour la 
commodité de l’écriture, selon la langue étudiée. L’essentiel est de respecter les 
règles de traitement). Une fois a sélectionné, on construit une relation de repé-
mge: a est repéré par rapport au second membre, donc la relation non saturée 
<( ) rô>, d’où (1) («g <( )rù»>. Or, <( )rù> provient lui-même d’une opération 
de repérage, par laquelle b, but dans la relation primitive, est repéré par rapport 

prédicat .(( ) r( )>, ce qui me donne (2) (b g <( ) r ( )» (je ne donne pas la 
ormule duale). De (1) et de (2), on tire (3) e g <( )r( )»>. Mais, d’un 

autre côté, la relation primitive entre a et b est une relation non-réflexive et
non-symétrique que 1’, 
met de

on peut représenter ainsi: S Э Ьу. Ce qui per-

peut construire un agencement intriqué, que la représentation linéaire 
tendre qu’avec beaucoup de maladresse:

(4) <<aî<b>e<( )r( )>»
2 1 12

ne

peut faire 3 
lions produit un

constatations: la première, c’est que cet enchaînement d’opéra- 
1 paquet de relations: a-rb, a-b, ab-r, b-ar, b-r, a-r. Ce jeu de
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relations joue un rôle important dans la topicalisation. La seconde remarqua
est que le terme b est doublement repéré, et il fait partie, d’autre part, du тещ, 
bre de la relation prédicative qui sert de repère à a-, b est le terme indispensable 
autour duquel s’organise l’agencement prédicatif, du moins dans celles des 1ац, 
gués où l’on marque explicitement la non-symétrie de la relation primitive entre 
a et b, c’est-à-dire dans les langues à ergatif. Ainsi se trouve confirmée par 1ц 
construction la position de ceux qui voient dans l’absolutif le terme dont on ne 
peut se passer (alors que l’ergatif peut être effacé). Nous verrons plus loin que 
la formule (4) nous permet de comprendre la dérivation des relations prédica­
tives en basque. C’est, par ailleurs, la formule (1), où l’on sélectionne le 1» 
argument sans marquer la non-symétrie de la relation primitive, qui nous fournit 
la relation prédicative à orientation active d’une langue comme le français.

(c) Construction du terme de départ: dans la relation orientée que nous 
avons construite, nous allons distinguer un terme, à partir duquel va s’organiser 
la relation prédicative. Cette construction du repère prédicatif (à ne pas con­
fondre avec le 1" argument, même si, très souvent, ils coïncident ou ne sont pas 
distingués) peut, en simplifiant, se ramener aux trois cas suivants: (1) le terme de 
départ (terme distingué) est le 1®' argument. Ceci se notera: <(аэ (a g <(( )rù)>» 
(je choisis, pour fixer les idées, la formule qui représente la relation à orientation

I

I
active en français). Un tel schéma neutralise la distinction sans plusjen tout [ 
cas, mentionnée plus haut. Il pose un terme à partir duquel se structure la * 
relation orientée (nous reviendrons plus loin sur les opérations d’absorption). 
Si le terme de départ est complexe, rien n’empêche qu’il soit recomposé par 
dérivation (ainsi, le père de Jean est è Paris a pour équivalent Jean son père (il)
est à Paris. (2) le terme de départ est le second membre de la relation, d’où la 
notation :<<<( )rù) ^ay s on sait qu’en français, on a soit un marqueur
prosodique de cette opération, soit un marqueur morphématique (substitution 
anaphorique soit par identification stricte, donc une valeur assignée pour une 
place à instancier, soit par identification globale, c’est-à-dire construction du 
domaine des valeurs assignables). On montre aisément que dans le l®' cas, on 
aboutit à l’assignation nécessaire de la valeur a, dans le 2nd cas, a est une valeur 
parmi d’autres possibles. Dans le 1®® cas, on a le verbe être et l’anaphorique ce 
(c’est a qui...), dans le second cas, on a le verbe avoir et le localisateur y (il y ® 
a qui..,), c.-à-d. un repérage non déterministe. (3) on ne distingue aucun terme- 
Cette équipondération entraîne le repérage en bloc de la relation par rapport 
au repère situationnel Sit. Ceci sera noté Sit s (a e ( )rù)>. U s’agit d’enoncé® 
de prédication existentielle avec valeur de surprise, mise en garde, transforma"
tion brusque, etc. (The baby’s crying!; Il y a Paul qui mange le gâteau. Il exista
en français une
comme repère situationnel d’

autre possibilité dérivée du repérage situationnel: utilisation 
’un terme hors de la relation prédicative: <(c 3

g ( )r&)> J ai ma soeur qui a quitté Paris, à côté de II y a ma soeur qui a quitté
Paris. En fait.
quitté Paris».

on a intrication de deux relations <J’ai ma soeur) et (ma sœur 3

(d) Construction clu repère contitutif: construire le repère constitutif c’est

I
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le domaine organisateur de l’énoncé. Dans certains cas, 1" argument.
A-

Culíol'

construire k
terme 
ment 
terme
repôre
les év<

le départ et repère constitutif vont co’incider, mais ce n’est pas nécessaire- 
le cas Le repère constitutif n’est pas obligatoirement composé d’un seul 
(cf japonais, coréen, arabe, français). On peut en outre montrer que le 
constitutif a toutes les propriétés formelles d’un domaine notionnel, d’où 

* Mutuelles valeurs bien connues de contraste (on associe un domaine com-
—ire), de en tout cas, entre autres (on construit la frontière, qui faitnlémentaire), oe en. — x,* xxxxxxxxvxx., x^x.x xxxxl

" ■ bi domaine des valeurs assignables), etc. Ici encore, l’intéressant est que
r»artie CIVI , , , ,,,partie -- 
l’on retrouve par une démarche théorique un ensemble de problèmes bien con-

l’avantage, c’est que une méthodologie constructiviste donne la possibilité 
de conduire des raisonnements où la langue usuelle est contrôlée par les repré­
sentations métalinguistiques. On sait enfin que le repère constitutif (le topique 
ou le thème, selon les linguistes) doit être identifié, donc stable (c’est ce qu’on 
ppelle parfois le donné ou l’information ancienne): on aura donc soit un nom 

propre (au sens large du terme), soit un générique (toute occurrence dans la 
classe est identifiable à toute autre occurrence) ou une partition sur la classe.

ai

soit une reprise.
(e) Repérage par rapport au système de coordonnées énonciatives: une lexis

est repérée par rapport à
tionnel-origine Sito,

un système complexe comprenant un repère situa-
un repère de l’événement de locution Sitj, un repère de

l’événement auquel on réfère Sita- Chaque repère comprend 2 paramètres (S 
pour sujet énonciateur, locuteur; T pour les repères (spatio-)temporels de 
l’origine énonciative, de l’acte de locution, de l’événement auquel on réfère). Ce 
système est minimal et peut être enrichi de façon réglée par la construction 
d’autres repères. La formule de repérage situationnel est donc A g <(Sit2(S2, Tj) 
eSit.(S„T,)eSit„(S„,T„)>.

Il existe d’autre part un ensemble structuré d’opérations qui permet de
construire la catégorie de la détermination et, en particulier, de traiter de la 
quantification et de la qualification des termes qui entrent dans une relation de 
lepérage énonciatif. Ceci permet de ramener les catégories, à travers leurs 
^arqueurs, .à des opérations fondamentales: on peut ainsi travailler à l’analyse 

c phénomènes spécifiques avec un cadre commun, et de ce fait se donner quel-
ques chances de
gagiers. Cela

succès supplémentaires dans la recherche des invariants lan-
permet aussi de travailler de façon modulaire et de construire une

Pjiblémdtique. Enfin, nombre de phénomènes dits pragmatiques sont intégrés 

b d un cas: dérivation de relations prédicatives formant une famille d’é-
apportent une amorce de solution à des problèmes de syntaxe.

boncés fb français.
’ igj,remarques préliminaires:>an¡ (1) je me suis délibérément restreint à une
de procédures
par le
seul

manque de place et pour mener à terme un ensemble systématique 
■~3 et ne pas parsemer l’exposé d’allusions (exactes, mais non justifiées 

■> «r 1 intéiieur d’une langue, à un 
que je ne traite pourtant pas avec l’exhaustivité souhaitable.

raisonnement). (2) je me suis limité
„ problèmeQwe l’on

garde en mémoire qu’il ne s’agit que d un fragment illustratif. (3)
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Je ne discute pas explicitement les positions des différents courants, car, i^ •
encore, il n’y a aucun sens à une confrontation allusive. Mais ce silence ne
marque ni le refus de la discussion, ni l’isolement à l’abri d’un parapluie tech, 
nique. Très souvent, la démarche que j’adopte montre, de façon indépendante 
et d’autant plus probante qu’elle est soumise à des contraintes formelles, 
justesse des positions de tel ou tel. On peut montrer que S. Kuno a raison 
quand il soutient que la construction d’une relative implique une thématisa, 
tion; je suis d’accord avec Dik sur bien des analyses; je pourrais montrer quç 
la Grammaire relationnelle a posé de fort bonnes questions et proposé un cadre 
stimulant; avec un peu de place, je reprendrais tel ou tel point et je mon­
trerais la convergence des recherches.
2) Considérations techniques sur le système de représentation:

(a) Dans ce qui suit, j’adopte une représentation linéaire, malgré sa ma­
ladresse. Tout en respectant les contraintes du formalisme, je dispose les for­
mules de façon à me rapprocher de la disposition du français. Ceci devrait 
faciliter la lecture, à coup sûr pénible, de cette suite de formules.

(b) Les chevrons sont utilisés pour délimiter une expression (on l’a vu 
dans ce qui précède) et j’introduis, de façon non systématique, des indices afin 
de faciliter la lecture, rappeler l’histoire d’un agencement intriqué.

(c) Les parenthèses vides sont employées dans 3 cas: (a) dans une expres­
sion non saturée, pour représenter une place à instancier (par ex. <( )r&)>, ou 
encore <«£( )),pour prendre 2 exemples déjà rencontrés). (¿3) pour marquer 
une place vidée par déplacement du terme instanciant la place (par ex. .(b e

*(( )^( )»“*(( ) S )’"( S pour marquer des domaines de valeurs
0 011 20 01 2

liés (ainsi, si je construis la classe abstraite ( )k des valeurs qui valident la rela­
tion <( )rû)> par instanciation de la place ( ), j’obtiens l’expression <( )k. £,( jri»), 
où le lien marque que, pour toute valeur i, j, appartenant à la classe, la relation 
sera validée.

(d) Règle d’extraposition: soit une relation <x g y> “x est repéré par rap-
port à y”. Non seulement je peux en tirer par dualité <y 3 x) “y est repère pour
X, y a X comme objet repéré”, mais je peux, par une opération d’extraposition, 

construire les dérivées <xê( )>£y, x€<( )ey>, <( )gy>âx (ceci n’est pa® 
exhaustif).

(e) Règle de contraction: lorsque la composition de deux expressions en* 
traîne l’instanciation de parenthèses vides, ou la contiguïté de 2 termes idenU' 
ques, on pourra contracter le résultat. Ainsi, à partir de <x £ ( ))> et de <(y 3 ( ))’ 
j obtiens «X g ( ))g(y3( )))^(ygx). Mais lorsqu’une parenthèse marqué 
une place dans une expression canonique, elle ne peut être effacée (ainsi, daO® 
la représentation du prédicat ( )r( ), je ne peux pas effacer par contraction l’uU^ 
des patenthèses. De même, dans l’exemple cité plus haut, <( )« £ ( )rby je
peux effectuer aucune absorption, puisque chaque symbole marque une étape 

opération constitutive de la classe. Ce n’est qu’en fin de parcours (fin de 1®1de la classe.
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chaîne
j'Qpérations) que je pourrai éventuellement appliquer la règle de

contra* 
(f)

^^E^nfin* p®*”*- capital, on ne doit pas considérer les symboles
une sorte de traduction terme-à-terme d’une languedes étiquettes.coinnie jnétalangue et inversement. Il s’agit, je le rappelle, par des procédures 

clans -j^jépendantes, de constituer des relations où les positions, les termesréglées et i
etconstitues les agencements ne valent que par leur histoire et les relations

'rage qui se construisent au fur et à mesure des opérations. Ainsi les 
(le rep surface proviendront d’un calcul: je ne sera pas le représentantenmarqueurs

même,
e s" (repère de locution), mais le marqueur de l’identification de Sj à Sq. De 

quand j’introduis le relatif qui (par ex. dans <c 3 a € <( 'irb')') Jean a son 
hère qui u acheté une voiture, pour c=Jean, A^son ^rère <( ')rb') = ( )a acheté 
une voiture, ce n’est que l’aboutissement d’un calcul (terme a, repéré par rapport 
à une propriété <( 'jrb'), identification de a comme valeur assignée à la place 
à instaiicier). Dans un autre cas, l’opération pourra aboutir à l’anaphorique il. 
En bonne règle, il faudrait donner les règles de transfert et justifier les déci­
sions mais cela rendrait disproportionné le commentaire. De même, je me 
servirai toujours des mêmes lettres, même si le texte français donné comme 
illustration suppose des formules beaucoup plus compliquées. Enfin, j’ai éliminé 
toute représentation des opérations constitutives de l’aspect ou de la modalité, 
de même que je mets tout simplement Sit, là où il faudrait expliciter.
3) Formulaire commenté: notre point de départ sera la formule (a g <(( jrbyy, 
construite plus haut, et qui donne, pour le français, la relation prédicative 
orientée de diathèse active, pour un prédicat à 2 places instanciées.

1. 1*™ étape: on ne travaille que sur la relation telle qu’elle est constituée.
On prend d’abord a comme terme de départ, d’où la formule déjà donnée 

Par contraction, on obtient 9 ( )rby{a.3 absorbe en tant
que repère prédicatif a 6 , terme repéré). Ceci se glose, terme à terme, pour я = 
Jean, T=manger, gâteau, “Jean, il mange un gâteau”, où il provient de la 
relation anaphorique entre a et la valeur a assignée à la place vide dans la 
relation non saturée. Je ne reprends pas le cas où l’on prend comme terme de 

part )rf))>, car une présentation correcte serait trop longue. Je rappelle 
^^“^^r^ent que l’on a dans un cas la glose “C’est Jean qui mange un gâteau” 

ans 1 autre “Il y a Jean qui mange un gâteau”. La formule suivante estç. - "«VX4, Al U. jcaiL <|ui lua

un t elle correspond à
contour Prosodinup rnrnrtprictim

“Il y a Jean qui mange un gâteau!”, avec
prosodique caractéristique. Enfin, il importe de signaler que, par

‘Contraction, on peut obtenir èi^arby “Jean mange un gâteau”. 11 faudrait ensuite 
etudier le
Jean** et
“il V ’ introüi 
di-»' ? il mange

positionnement de a, qui peut passer à droite “il mange un gâteau.
par introduction du repère situationnel, construire <CSit Э a э ( )гЬу

drer les 
tert

'6' un gâteau”. Le système de représentation permet d’engen-Q------  ------------- * -- «_«.
ormules et de leur assigner des interprétations par des règles de r» o f T _ . -, . > • .. trans-

4ui ne

n. 9»
soient pas de simples ajustements, mais une relation opérations- 

niarqueurs théoriquement satisfaisante.
~ étape: on constitue une relation complexe en introduisant un rejrère
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autre que a, <( )rby, ou Sit. Nous avons, on le voit, 2 possibilités: ou bien;|
nous prenons un terme qui n’appartient pas à la relation (désignons-le par c)^ 
ou' bien nous prenons le terme b qui, lui, appartient à la relation. En outre, 2
cas peuvent se présenter: ou bien ce nouveau terme de départ est un localisateur
comme l’est le repère situationnel Sit, ou bien son introduction entraîne 1^ 
constitution d’une relation entre le nouveau terme (c ou b) et le 1" argument 
de la relation prédicative primaire, à savoir a. D’où les formules suivantes:

2 0 2 1 1 0

A) Localisation; avec c, on obtient (1) <c 2 g <( ce qui se glose, 
pour c=Jean, a=Paul, T=soigner, h—Marie, “Jean a Paul qui soigne Marie”;
avec b, on obtient (2) (b g <a> g <( )rfe» “Marie a Paul qui la soigne” (on re­
marque la reprise anaphorique régulière Marie-la, sans réflexivité, correspon­
dant à b-b, où la 2"'’*' occurrence de b est dans une relation dominée part a).

B) Relation inter-sujets: si l’on a affaire à une relation entre termes .Animés 
(le plus souvent. Humains), il peut se constituer entre les 2 termes une relation 
d’agentivité. C’est donc une relation non-symétrique, que nous allons noter 
Agent Э Agi, et l’on parle dans ce cas de Causation. On voit que l’on a donc 
deux relations, puisque une 2"*»** relation primitive vient s’ajouter à la rela­
tion <a Э by.

Introduisons c: on obtient la relation (c g ay, outre (a Э by. Opérons d’abord 
avec la relation (a Э by posée par rapport à c, c’est-à-dire en désintriquant a de 
la relation<(сэ ay. Cela données «a by )r( ^yy. On fait alors passer a à 

0 1
droite (règle de dualité) et l’on assigne b à la place de 2nd argument. On ob­
tient ainsi (3) (c Э ')‘>"t>yy g a qui se glose “Jean fait soigner Marie par Paul”.

0

(Naturellement, dans la formule, faire a été réduit à sa propriété de non-sy­
métrie. Pour être complet, il faudrait traiter de laisser et voir, de have en an­
glais, etc.). On constate que, d’un côté, la relation <(( )rù)> conserve son ori- 

0
entation, mais que, d’un autre côté, une place reste vide et que r fonctionne 
comme un prédicat où les 2 places coïncident (schéma en boucle). Ce sont la, 
nous le verrons, des caractéristiques du passif. On remarque en outre que a a
été expulsé de la relation prédicative <(( )rby. Pour des raisons complexes, o» 
peut montrer que ces facteurs cumulés (désintrication de a, rejet hors de la rela­
tion élémentaire avec, du coup, maintien de b comme seul élément distingué 
de la relation) entraînent et l’apparition de par et une valeur modale de “non-
intersubjectivité” entre c et я. Si, au contraire, nous
<<■ «>, on partira de <c g Э <( )гЬ')У. 

0 I a 1

privilégions la relation
On en tire la représentation SU»'

1 0

vante: (4) <(c э <( '^rby ga>. Membre de la relation (c^ay, a reste intriqué 
est à la fois source dans une relation et but dans l’autre; il n’est donc pas
pulsé hors de la relation élémentaire, qui conserve son orientation non-syinét»»
que. Si 1 on compare à la forme schématique du verbe donner (cf. plus haU»)’
on voit la parenté.
préposition à, avec

a a le statut de 3'‘ argument et l’on a emploi régulier de )*' 
une teneur affective due à la relation inter-sources (entre I
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un exemple: Jean Jait charrier de gros sacs aux enfants (cp.
Л- eolio'’

et a).
Donnons

¿g gros sacs (I charrier aux enfants). La valeur détrimentale est
Jean do pourrait, dans d’autres énoncés, être une valeur bénéfique). On 
claire (0 assage que l’on vérifie par le jeu des représentations l’exactitude de 
notera pac Larry Hyman et Karl Zimmer {Embedded Topic in French,
l'analyso Topic, ed. Charles N. Li, en particulier, pp. 199-200).
in Subjecttroduisons maintenant b: comme tout à l’heure avec c, nous avons 2 rela- 

^^^ePun côté, <a3Ù)>,de l’autre, <ù9a). Commençons par la relation <03 b) 
récédemnient. On aboutit, par une succession d’opérations déjà dé- 

coninie foi-mule (5) 2 <( jrb')') a “Marie se fait soigner par Paul”. Le
tions

crites, à la
mmentaire est le même que pour la formule (3), concernant le statut de a 

et la double propriété de réflexivité et de non-symétrie. Une étude détaillée 
des phénomènes montrerait la fécondité de la représentation. Ajoutons epte 
la relation primitive (a 2Ù> bloque la possibilité de privilégier la relation эя> 
(cela aboutirait à des relations contradictoires). Enfin, pour compléter l’analyse, 
nous remarquerons que l’on peut ne pas assigner de valeur déterminée à la
place qu’instancie a dans la formule (5), d’où la représentation (6) <Ù3<( УЬ)) 

{ ) “M. s’est fait arrêter, duper, etc.”. On sait que l’on a là un équivalent 
banal du passif, et que l’on retrouve cette relation causatif-réflexif dans une 
langue comme le hongrois, (qui, par ailleurs, n’a pas de passif) du moins à 
l’état de vestiges dans la langue actuelle.

III. 3® étape: constitution de la relation rélléchie. La formule (6) im-
plique une relation inter-sujets. Si nous éliminons cette relation, nous sommes 
ramenés au schéma de localisation, c.-à-d., puisque b est en tête, à la formule 
(2); mais l’agent ayant disparu, nous obtenons (7) b 9 <( ) g <( feb)), qui mon­
tre que ù est le lieu d’un procès qui l’affecte sans qu’il y ait de source externe.
fl reste donc la propriété de réflexivité, sans agentivité externe. Par contrac-
tion, on obtient (8) •(brb) “le cable s’est rompu, le sac s’est déchiré” (l’emploi 
tlii passé composé est volontaire pour éviter toute ambigu’ité d’interpré­
tation). Mais il existe une autre valeur des relations réfléchies qui, elle, 
a une valeur agentive indéniable (ce moteur se nettoie à l’essence; ce tissu 

bien). Quelle est l’origine de cette valeur? La construction de la rela-Mue 
lion va
a Un

nous permettre de comprendre le phénomène. Nous avons affaire ici
procès effectué par un agent externe d’où la parenté avec (2). 11 s’y ajoute

One Valeur modale
n’a (déontique; potentiel). Celle-ci est liée au fait que l’on

pas affaire à un agent défini ou définissable ni même individuable, mais à un
membre
On

strictement quelconque de la classe (abstraite) construite sur <( jrb).
Si'l’o”'*^ formule (6) devient (8') <ù 3 <( jrb) g <( ')«. g <(' jrbyyy.
tPçj, partait de (2), on aboutirait à un schéma voisin. Je ne peux mon- 
ejt Animent cet agencement entraîne la déformation modale, mais te qui 
, , air, sans cointnpniairp cm-ipi-dii r’pct fine le schéma ei;! ..AHox-îfb-b et
'®rne.

- sans commentaire superflu, c’est que le schéma est doublement réflexif
,}cby—<(( )rby , , , , - .-o_____ _
** la différence de (7) qui l’excluait. Comme la contraction de (8') est

et que, par construction, il impliijue l’agentivité ex-
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(^brby, on comprend l’ambivalence de la porte se ferme mal, par exemple.
Jusqu’à maintenant, nous avons travaillé avec a ou b comme terme de dépa^j 

_  _______ _ _______________ ________-_ i c:* /c '-vvMais nous pouvons sélectionner le repère situationnel Sit (S, T). Dans cet.
taines langues, c’est la fonction localisatrice qui est marquée (néerlandais 
danois), dans d’autres (français, suédois, allemand), c’est le paramètre S qyj ;
apparaît. Pour obtenir le réfléchi impersonnel, partons de la formule (8') qJ
dessus, éliminons b de la place de départ et, conjointement, instancions pgj, ' 
Sit la place ainsi vidée grâce à la construction d’un anaphorique. D’où: (g^ ;

Sit 3 <( ) 3 <( )rby e <(( g <( )rb')')'). Faisons passer à gauche la représentation 
de la classe d’agents, et développons l’expression <( )rb)>. Cela donne;

II se coustruit des maisons

(10) Sit 3 ( ) 9 <( )« g ( )rù> 3 «( )r( )> a ?>>•
Cette formule permet de prévoir les propriétés et les contraintes (en particulier

!

déterminations quantitatives) ; une simple comparaison montrerait l'analogie
avec le schéma de prédication existentielle (;7 y a/il se trouve') ; on a nécessaire­
ment une valeur agentive.

IV. 4« étape; la passivation. En I, la relation est agencée autour du prédicat
7" en II, nous avons utilisé l’opérateur en III, la relation, par suite de son 
histoire, est, réflexivement, agencée autour de r; en IV, nous allons utiliser 
l’opérateur e . Dans la formule de localisation, b était le localisateur d’un 
procès qui l’affectait. Que l’on expulse l’agent du procès à l’extérieur de la' 
relation élémentaire, et, on l’a vu, on obtient la réflexivité ou l’assimilation à 
un prédicat intransitif où les 2 arguments se confondent. Le localisateur n’a 
plus de fonction de repère par rapport à un second terme; il devient terme 
localisé par rapport à une relation, d’où la formule (11) /b e <( )r( ))>)>. L’opé­
ration de localisation est, en français, marquée (ici) par le verbe être (être 
repéré par rapport à) et le participe passé, dont la propriété ambivalente est 
d’être compatible avec la réflexivité et la non-symétrie, ainsi qu’avec les valeurs 
aspectuelles afférentes. En français, l’agentivité peut, selon les prédicats et selon 
les valeurs référentielles de modalité et d’aspect, disparaître ou ré-apparaître, j
prouvant que réflexivité et non-symétrie coexistent, l’une ou l’autre l’emportant ;
selon des règles claires. Le schéma de localisation permet de comprendre pour-
quoi on peut avoir un passif impersonnel, même avec un intransitif ou un

a déjà été monté au-dessus de 8000 m sans oxygène»verbe prépositionnel (il
il est alors procédé à une seconde vérification). En effet, passiver, c’est con­
struire une relation doublement converse (changement du terme de départ» 
changement de l’orientation). L’introduction de Sit permet de fournir 
second argument et d’effectuer la l^"^® opération; quand à la seconde opération» 
elle revient à construire un schéma de localisation abstraite.

un

A la suite des travaux de G. Rebuschi sur le basque (en particulier, thèse*.Plri<i ------ xu uasvr“'- t'-“ F“
! P°tirrait reprendre la formule (4) de la page 5: sous la forno^lj 

elle donne la représentation de la relation active ergatis'^ j 
(«a est marqué par 1 ergatif, ¿» g par l’absolutif; on a dans ce cas un auxiliair^l

i
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relation non-symétrique a^b); sous la forme a g g ( )r{ )>,
; la représentation de l’antipassif, avec 2 absolutifs et, commeirenthésage, relation serrée entre b et r; si l’on prend' b g <( )

ilioli

qui reprend la

elle nous donne

le montre le pa:
cela nous

’■( ¿>’du passif, on a une 
r. _____nn Iril

donne le passif court (dans le cas de l’antipassif, comme dans
localisation: a g d’un côté, b g de l’autre. On a donc,

le en français, un localisateur tel que être ou se trouver).
On voit, je 1 espère, malgré le caractère allusif et bousculé de cette présen- 

oue la démarche décrite vise à affiner les observations, à rendre plus
comme

tation, que
rigoureux les raisonnements, à construire un outil de représentation et de 

de re-construire les invariants langagiers. Ma con-traitement qui permettetraitenit-ixvviction est que les langues sont plus abstraites et cohérentes rf,„. i(au sens large) que nous ne le pensons, mais que cette svntave ‘
oetit nombre d'opérations fondamentales. regie par un
petit



Some Basic Principles of Functional Grammar

Simon C. Dik
University of Amsterdam

0. Introduction; scope of the paper
Functionally oriented approaches to the analysis of natural languages seem to 

be rapidly gaining in popularity: Functional Sentence Perspective (Prague 
School) and its more recent descendants Functional Generative Grammar (Sgall 
et alii) and Functional Syntax (Kuno); Systemic (Functional) Grammar (Hal- 
liday); Lexical (Functional) Grammar (Bresnan), and other approaches. While 
recognizing the family resemblances with these different approaches (in general 
philosophy, sometimes in points of detail), I concentrate in this paper on Fung 
tional Grammar (FG) in the stricter sense of the approach which was developed 
in Dik (1978). Apart from this initial publication, the following are the most 
easily available sources of information on the basic properties and the further 
developments of this theory: Dik (1980a, 1980b), Hoekstra et al. (1981), and 
Bolkestein et al. (1981). A full bibliography on FG is available from Casper' 
de Groot, Faculty of Letters, Tilburg University, The Netherlands.

1. The senses of ‘functional’
FG wishes to be a theory of the organization of natural languages which is 

‘functional’ in at least three different, though interrelated senses: (i) it takes a 
functional view on the nature of language; (ii) it attaches primary importance 
to functional relations at different levels in the organization of grammar; (iii) 
it wishes to be practically applicable to the analysis of diverse aspects of lan^
guage and language use.

2. The functional view of natural language
In the functional view a language is regarded as an instrument which human | 

beings use in order to achieve certain goals and purposes. These goals and 
purposes are taken to lie in the first place in the establishment of comple’^
patterns of social interaction. Speakers use linguistic expressions to commu­
nicate messaues tn ¡nfpmriwrc cn as to change these interpreters in certainmessages to interpreters so
ways. The intended changes may be purely mental
knowledge, the

or emotional (as when the
orconvictions, or the feelings of interpreters are modified), 

t ey may be directed at effecting further changes in the projected practical 
actiyty patterns of the interpreters.

As IS the (---- • -
sible to study

case with other types of human instruments, it is in principle
a

tive purposes for which it is used. But there is
natural language while abstracting away from the communica' j
r . . IT».., . much point in such an
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exercise, since
cess.

Therefore,
the very essence of the instrument is lost in the abstraction pro­

functionalist approach to language is not interested ina

langue when this langue cannot be used to explain parole; it is not interested

in competence
when this competence tells us little or nothing about performance.

Does this imply that any distinction between competence and performance is
basic distinction must be made between what speak-No. Of course a

listeners actually do in specific instances of communication (perform- 
and IS j-powledge and abilities by virtue of which they are able to do

rejected?
ers
ance), and the 
what they do dissecting com-(competence). There is no point, however, in 

performance, and study it in isolation (if that would be at all 
- ; competence is competence-to-perform-in-communicative-situations,
P°^other' words: communicative competence (Hymes), and the abilities which 

iher constitute this communicative competence are abilities to act and per­
form in given ways, with respect to given interpreters in given settings, and in

petence from

relation to given communicative goals and purposes.

Some corollaries:

a. Functional explanations. From the instrumental view on the nature of
language it follows that FG is not content with the idea that the organization 
of a language is just an arbitrary given which linguistic theory is supposed to 
reconstruct. From the functional point of view one wishes, wherever this is 
possible, to understand why languages are organized as they are, in the light 
of the uses to which they are put: it is the functional, i.e. purpose-related prop­
erties of a language which tell us most about its essential nature. Does this 
mean that every structural property must somewhere find a functional explana-
tion? No:
a

as with all human instruments, the functional requirements put 
language leave quite

on

functional
a bit of leeway for alternative specifications of non-

properties; historical developments unavoidably create rudimentary 
properties (properties which, once functionally relevant, have lost their func­
tionality), and conflicts between different functional requirements may even 
create dvs-fiinrtinn-ji;,,, _ _ i.-____________ __ ___

functionally relevant, have lost their func-

dys-functionality in given areas of linguistic organization.
The functional

property of
approach to language is not committed to the view that any

a language must be functionally explainable; it is committed to 
attempt at arriving at a functional understanding of the structure of a 

'^»guage to the extent that this 
b.

the

FG will
the

---- is at all possible.
Pragmatic adequacy. From the functional point of view it follows that 
strive for an

grammatical
optimal degree of pragmatic adequacy in its account of

grammar is
matic

organization of a language. The pragmatic adequacy of a 
higher to the extent that it fits in more easily with a wider, prag-, - -- tilV VAlVm UlOL 11 llto XU -livxv. VVlLll <1 WlUCl, P

богу of verbal interaction. FG thus wishes to describe linguistic
Pressions in such ex-
"When a way that it becomes- understandable that these expressions.Used b V* u Uitac CJvpicaaiMiio,

y given speakers in given settings, can communicate certain mes- 
®sntencerb^"t restrict the notion of grammar to isolatedsages to

Would want to clarify how sentences can be integrated into coher-
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ent texts; and how linguistic expressions relate to non-linguistic settings. In thg
long run, a functional grammar should be capable of operating naturally as ari
integrated component of models of verbal communication.

c. Psychological adequacy. From this, again, it follows that FG woulj 
like to relate as closely as possible to psychological models of linguistic com, 
petence and linguistic behaviour. Psychological models naturally split up 
models of how speakers go about in constructing and formulating linguistic 
expressions (production models), and models of how interpreters go about id 
processing and interpreting given linguistic expressions (comprehension models). 
Generative grammars have often been said to be completely neutral with respect 
to this division. But a functional grammar, when it wishes to achieve prag­
matic and psychological adequacy, cannot so simply dissociate itself from pro. 
duction and comprehension: why should a grammar be neutral as between 
producing and comprehending linguistic expressions, when producing and com­
prehending such expressions is just what the grammar is there for? A closer 
fit with psychological reality would seem to be reached when we conceptualize 
the grammar itself as consisting of (a) a production model, (b) a comprehen-
sion model, (c) a store of elements and principles which are used in both (a) 
and (b). In that way, it would also be easier to build a grammar of this type 
into models which are meant to simulate actual linguistic behaviour of speakers 
and interpreters, and easier to evaluate a grammar through psychological test­
ing methods. Seen in this light, FG as so far developed more closely approxi­
mates a production model than a comprehension model. It is written in the 
productive ‘mode’, in terms of recipes for constructing linguistic expressions 
from their basic building blocks, the predicate-frames. This productive mode 
should be supplemented with an analytic mode, consisting of principles and 
strategies for arriving at an analysis and interpretation of given linguistic ex- 
pressions.

3. The status of functional relations
Early versions of Transformational-Generative Grammar can be seen as 

attempts at reconstructing the organization of natural languages in terms of 
purely structural notions such as: constituency, categorization, linear order, and 
transformation (=mapping of sets of trees onto sets of trees). Functional and 
relational notions were given a derivative, subsidiary, or additional status. I®®

areFG this is, in many respects, just the other way round; functional notions 
taken to play an essential and fundamental role at different levels of gran®' 
matical organization; the role of constituent analysis is strongly reduced; (sub)' 
categorization plays a subsidiary role; linear order is defined in a very late stag® 
of the production process; and transformations (in the sense of structure-chaUg 

are avoided wherever possible. ,
any of the rules and principles of FG, then, are formulated in terms 

unctional notions. Three types or levels of function are distinguished:
(1) Semantic junctions (Agent, Goal, Recipient, etc.) which define the rol®^
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that pa''

(3)

.ji^-ipaiitS play in states of affairs, as designated by predications.
' <ivniactic functions (Subject and Object) which define different per- 

„ through which states of affairs are presented in linguistic expressions. 
'"I Pragmatic functions (Theme and Tail, Topic and Focus) which define 
informational status of constituents of linguistic expressions as used in

the settings.
semantic functions are coded in the predicate-frames which underlie

the 
to I

given
The . . . . r .construction of predications; syntactic and pragmatic functions are added 
the constituents of predications by later assignments. Some details of these 

cfifferent procedures will be outlined in section 5 below.
The structure of FG is such that every term (=expression which can be

used to, refer to some entity in some world) occurring in a predication has at 
semantic function, and may also receive a syntactic and/or a pragmaticleast a

function. In this way it is possible to explicitly characterize a given constituent 
as e.g., the Goal, the Subject, and the Focus of a linguistic expression. Each 
of these functions contributes to the final overall information content of the 
expression; on the other hand, each of these functions has certain effects on the 
wav in which the expression is built up and formally expressed. Thus, a direct 
relation is established between the functional structure and the formal expres­
sion of predications. Rules and principles of FG can be formulated in terms 
of functions of each of the three levels (or combinations of these), because the 
functional specifications are explicitly available and retrievable in the under­
lying structure of predications.

4. Practical applicability
FG wishes to achieve a maximum degree of practical applicability in the 

analysis of diverse aspects of language and language use. It is attempted to
teach this goal by (i) maximizing the degree of typological adequacy of the 
theory, while at the same time (ii) minimizing the degree of abstractness of 
linguistic analyses. By typological adequacy is meant the degree to which the 
theory can be used to cope with the grammatical facts of languages of diverse 
^IfPes. By degree of abstractness is meant the distance (as measured in terms 
® tides, operations, or procedures) between the structures postulated for a 
S’pen language on the basis of the theory, and the actual linguistic expressions 
tw language which are reconstructed in terms of these structures. These 
in interrelate in the following way: when the theory is too concrete

on the basis of the theory, and the actual linguistic expressions
are reconstructed in terms of these structures. These

tn the description of a given language, it cannot be typologically adequate with 
mark languages; when the theory is too abstract, it overshoots its
, of defining the most significant generalizations
fespect

looses in over languages, and thus
as

^da.

empirical import. In other words, the theory wishes to stick as closely 
Possiblie to the actual facts as

P’icablT^' formulated in
to

L
they present themselves in different languages, 

terms of organizational principles which are ap- 
any natural language without forcing, i.e., without artificially 

'og any language to the theory rather than adapting the theory to the
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language.
Let me give two examples which involve the principle of typological ade­

quacy:
(a) constituent order. It is well known that languages differ from each 

other in patterns of constituent order, both in kind (VSO, SVO, SOV languages 
etc.) and in degree (languages with stricter patterns vs. languages with freer 
patterns). Furthermore, in most languages we find different constituent order­
ings under different conditions. It is thus unlikely that a theory which postu­
lates one single underlying constituent order for a given language can do 
justice to the variety of patterns found in that language. And it is excluded 
that a theory which would postulate one underlying order for all languages 
could achieve typological adequacy. The conclusion seems obvious: constituent 
order is not a ‘deep’ property of natural languages, and we need a level of 
representation at which we can generalize over different languages tvhile dis­
regarding the ordering pattern in which the expressions of these languages are 
finally realized. This is just what is provided by FG.

(b) copula constructions. Many languages have constructions of the form 
John is ill, John is a painter, etc., which seem to contain the copula verb be as 
an essential characteristic. Other languages, however, have constructions of the 
form John ill, John a painter, etc. with essentially the same properties. Suppose 
we have a theory which assumes the copula to be an essential, ‘deep’ property 
of such constructions as these. Such a theory could only be upheld by postu­
lating the ‘deep’ presence of a copula, which in then deleted in languages in 
which it does not occur. This leads both to artificial ‘forcing’ and to an increase 
in abstractness. Much more adequate, then, is the view that the fundamentals 
of this construction type must be describable without mentioning a copula, 
which can then be introduced in those languages which do actually have it. 
Instead of a ‘deep’ property of constructions of this type, the copula is now 
seen as an expression device which some languages do, and others don’t use in 
expressing predications which underlyingly can be described in the same way.

In order to restrict the degree of abstractness of linguistic analyses, the fol­
lowing constraints have been tentatively adopted in FG:
— transformations in the sense of structure-changing operations are avoided; 
— filter devices are disallowed;
— abstract lexical decomposition is not applied.

The impact of these constraints can be summarized as follows: once a strut'

aS 
are

ture has been formed, it may be further expanded, but it may not be changed, 
a linguistic expression generated by the grammar may not be later rejected 
ill-formed; and from the deepest level onwards, underlying representations : 
constructed in terms of lexical elements of the language described, rather than 
in terms of some abstract semantic meta-language.

It is evident that the quest for the most concrete theoretical level which
still typologically adequate requires a continuous interplay between applied' j
tion of the theory on as many different languages as possible, and adaptation
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and
,dification of the theory in the light of the results of such applications.

^„anization of a Functional GrammarJ, 'j'he oig“
verall structure of FG is outlined in Figure 1. Please use this as a 

"^for the brief guided tour which now follows.
map

>
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5.1. Predicates and predicate-frames
All content elements of a language are reconstructed in FG as predicates- 

expressions which designate properties or relations. Predicates, however, 
not treated as isolated elements, but as structures. These structures are callg^ 
predicate-frames, and every predicate is from the very start part of such
frame.

a
Predicate-frames are the basic building blocks from which predicatiof,^

are constructed, which are finally mapped onto linguistic expressions through 
expression rules.

The structure of predicate-frames is first illustrated with some examples;

(1) manj,(X|),a
(2) silly,(xO,

( 3 ) kissy(xi : hum(x,))Ag(xs)Q„
( 4 ) givev(xi : aniiri(x,)),^^(x,),.,„(x, : aiiiiii(x3))j,„,.

Predicate-frames specify: (i) the predicate, (ii) the category of the predicate, 
(iii) the argument positions associated with the predicate, indicated by variables 
Xj, X2,..., x„, (iv) the semantic functions associated with these argument posi­
tions, (v) the selection restrictions imposed on these argument positions. Thus, 
give is specified as a verbal (V) predicate with three argument positions in the 
semantic functions Agent, Goal, and Recipient, where the first and the third 
argument position are restricted to animate entities. Notice that there are also 
nominal (N) and adjectival (A) predicates, as in (1) and (2).

Predicate-frames are taken to designate sets of states of affairs. Thus, (3) 
designates the set consisting of all states of affairs which can be correctly charac­
terized as involving the relation kiss (xj) (xj). In other words: predicate-frames 
are codified means for representing states of affairs. It is important to realize 
that predicate-frames do not simply express a one-to-one mapping with states 
of affairs in ‘reality’, but in a sense embody an interpretation of reality: lan­
guages may differ in their interpretation of states of affairs which, in the real 
world, would seem to be pretty much the same. Thus, the same activity may 
be described in one language as ‘John filled the bottle with water’, in another 
as ‘John filled water into the bottle’ (sometimes we find similar pairs side by side

■______ _______ . ’ i us to postulate different
predicate-frames for the different expression types. Thus, identity of real world
in the same language). Such differences would require

situations described is not sufficient for identity of underlying predicate-frame- 
The selection restrictions on argument positions are taken to define the no»'

metaphorical uses of the predicate in question. They should not be taken as 
prohibitions on term insertion. However, when some term is inserted whic^
does not fit in with a given selection restriction, this is a sign that special inte» 
pretation strategies must be called upon in order to arrive at some sort of
metaphorical interpretation. Thus, when an expression such as The 
iissed the gii I is formed, the clash between the selection restriction on tlie fii’- 
aigument of kiss and the inanimate term the flower filling that argument pos*' 
tion signals that either the ‘flower’ rir tl-ip ‘Viccinrr* r,,-,tU «ilmiili-t nccio-ned

the

some metaphorical interpretation.
or the ‘kissing’, or both, should be assigne'

I
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semantic functions on the argument positions relate to a fourfold divi- 
states of affairs according to the parameters±Control andztDynamism. 
of affairs is controlled if one of the entities involved determines the 

of that state of affairs; it is dynamic when it involves some transition 
another. Thus, we distinguish Actions (4-Co, +Dy), Processes 

,^-l-Dy), Positions (-{-Co, -Dy), and States (-Co, -Dy). This typology of 
' of affairs is taken to be universally relevant, but not complete: further 

are required in terms of more refined states of affairs properties.

The
si on
7^ state

from 
(^Co, 
states
subdivisions 

Semantic functions play the following roles in the fabric of FG: (a) they 
the fundamental semantic relations within the predication, (b) theycharacterize

o define a typology of states of affairs, (c) they co-determine the Subject andco-cieniic « '■Jr ' *’
object assignment possibilities, (d) they co-determine the formal expression of 
terms (e) they indirectly play a role in patterns of constituent ordering, (f) they 
may take part in cross-reference and agreement relations, (g) they serve to dif­
ferentiate Subjects and Objects in terms of their underlying semantic function.

It is an open question which and how many different semantic functions 
will be necessary and sufficient for a typologically adequate theory of FG for 
natural languages.

Predicate-frames are divided into basic and derived ones. Basic predicate­
frames are those which cannot be formed through synchronically productive 
rules. They are listed in the lexicon. Derived predicate-frames can be formed 
by means of productive rules of predicate formation. Basic and derived pre­
dicate-frames together are called nuclear predicate-frames. These can be ex­
tended with satellites: term positions which relate to the whole nuclear predica­
tion rather than to the predicate alone. Thus, in a construction such as: John 
went home in order to see his parents, the Purpose expression is not recon­
structed as an argument of the verb go, but as a satellite to the nuclear pre­
dication John went home. Satellites can be sensitive to the basic semantic prop­
erties of the nuclear predications they are associated with. Thus, Purpose satel­
lites are in principle restricted to predications which are -(-Control (i.e., to Ac­
tions and Positions). Predicate-frames extended by one or more satellite posi­
tions are called extended predicate-frames.

5.2. Terms and term formation
Predicate-frames are open structures in the sense that their term positions

^re indicated by variables. In order to arrive at closed predications, these 
'variables
^®ed to refer 
;vhich can 
•exicon.

must be filled in with ier??is. Terms are expressions which can be
imagined) world. Some expressions

for,

to entities in some (read or 
only function as terms may be assumed to be given as such in the 

These are called basic terms. Most terms, however, are formed through
mation operations, which construct term structures of the following
format:

: p,(x,): ^,(x,):
(6)
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is the term variable symbolizing the intended referent of the tern,;Here x, is the term variable symbolizing the intended referent of the tertjj; 
(u indicates one or more term operators (operators for Definiteness, Nurnfig^, 
etc.); the colon can be read as ‘such that’; and each <pj(x,) indicates some ‘opg’ 
predication in x,’, i.e. some predicate-frame of which all the term positiop 
except that of x,, have been filled with terms. The best way to illustrate tfiij 
is to give a concrete example. Thus, the term structure for the term the girl 
kissed the silly man would be as follows:

( 7 ) (dlx,: girlN(xi)^ ; kissv(xj ,,^((.ilx,: manf,(Xj)^ : sillyA(Xj),)oo)
to be read as: ‘definite single entity x, such that ‘girl’ of x, such that ‘kiss’
definite single entity Xj such that ‘man’ of Xj such that ‘silly’ of Xj’.
The term can be seen as providing a task for the interpreter; he must try to 
identify some entity x, which is progressively defined in terms of properties 
which are ‘stacked’ onto each other. Each open predication (also called restric. 
tor) further restricts the set of potential referents from which the intended 
referent is to be drawn.
Notice the following points about this treatment of term structure:

— the different restrictors are given the same status in underlying term struc­
ture, but they may be formally realized in different ways: as the nominal 
head of a term, as an adjectival or other type of modifier, as a participial 
construction, or as a relative clause. The differentiation of these types is 
left to the expression rules.

— restrictors may themselves contain terms. Thus, term formation is a recur­
sive operation.

— the order in which the elements are given in term structure is intended to 
reflect the semantic relations, not the linear order in which they will be 
mapped into linguistic expressions. Thus, (a) term structure is taken to be 
formally identical for different languages, and (b) expression rules will have 
to specify the linear ordering patterns in which terms can be realized in a 
given language.
Term structures can be inserted into the argument and satellite slots of 

predicate-frames. If such insertion is applied to all the open slots of a given
predicate-frame, the result is a (closed) predication.

One further operation, not indicated in Figure 1, is the specification of

Tense, Aspect’predicate operators. These are operators for such categories as 
Negation, etc. These categories are taken to operate on the predicate, 
since a predicate is necessarily a structure (necessarily part of a predicate-frame)’ 
predicate operators automatically take the whole predication in

Let us now illustrate the structure of predications by means of the following 
example:

But

their scope-

(8) The girl who kissed the sillv man didn’t give 
( 9 ) Neg Past give,

(dlx,. girls(x,)^; Past kissv(x,)Ag(dlxj: mans(Xj)^ ■ sinyA(xj),,)G„)

the book to the tall boy-

Ab

J



83

redication contains just as many occurrences of content elements
each P found in the linguistic expression described. Thus, no

Dil^
; bOokj|(X;j)^)Qo(dliCk

(dlx> ■ boyN(x>),.: talUix.),):Rec

Note the following points:

H’cates) as are touncl in tne linguistic expression uescrioen. inus, 
^P^t'on of content elements (a structure-changing operation) is required.

_ J. XX«-« !-«£»♦•■»*? Oil«-» X'ZX«-« fil zannOTl fc onfl fnA Tr,neat distinction between the content elements and the formFG makes a
lements in the structure of linguistic expressions: the former are represented 

redicates; the latter come out as the expression of several types of functions
by pr
and operators which together co-define the formal structure of predications.

5 3. Syntactic function assignment
Manv languages have means of presenting the states of affairs designated by 

predications from different perspectives. Compare:

(10) The girl kissed the boy
(11) The boy was kissed by the girl

These two linguistic expressions are taken to be based on the same underlying 
predication, and thus to designate the same set of states of affairs. The differ­
ence is taken to be that the state of affairs is presented from the point of view 
of ‘the girl’ in (10), and from the point of view of ‘the boy’ in (11). Such differ­
ences as these are accounted for by defining different possible assignments of 
the functions Subject (primary vantage point) and Object (secondary vantage 
point) to the terms of underlying predications. The underlying representations 
for (10) and (11) would thus differ in the following way:

(10') Past kiss,- (dlx,: girlx;(Xi)^,),,,su,,j(dlxj: boy_4xj),) 
(11') Past kissv (dlxi: girlN(x,)^),ig (dlxj: boyN(xj)^),

GoObj

QoSubJ

The different assignments of Subj and Obj function will trigger the expression 
rules so as to result in (10) and (11), respectively.

In a similar
constructions as:

way, Object assignment is used to differentiate between such

/lax S"''-'Ks.bj gave the book, 
c 1 The girligg„^j gave the boy,

QoObj to the boyuec
' ^be girligg„^j gave the boyaeeobj the book^o

gciages may differ from each other in the following ways:
Ob' respect to the question whether they make any use of the Subj and
typg ®j“S«naent possibilities at all. Many languages do not have oppositions of 
a f- ■'^'(^3)/ and thus have no need for alternative Obj assignment. And quite 

languages have

possibilities at all. Many languages do not have oppositions of

relev;
_ -nx-i nave no opposition comparable to (lO)-(ll), and thus need no 

bite Subj assignment. Thus, Subj and Obj are not taken to be universally
‘‘^t functions.

^•^tversal. The Subj and Obj assignment procedure is taken to be 
however, in the sense that, if a language decides to make use of its
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services, it will do so according to certain general principles.
(b) with respect to the degree to which differences in perspective can 

systematically effected through Subj and Obj assignment. Some languages 
much further in this than other languages. The variation across languages 
been taken to be describable in terms of the following Semantic Functio^ 
Hierarchy: ''ti

(14)
Subj 
Obj

This schema

Ag 
+

Go 
+ 
+

Rec 
+ 
+

Ben 
+ 
+

Instr Loc Time 
+

+
expresses that Agent terms are the first candidates for Subjeq 

assignment, then terms with Goal, Recipient etc. function. Similarly for Object
assignment with respect to Goal, Recipient, etc. Languages for which Subj and
Obj assignment are relevant are taken to possess an initial subsegment of (I4) 
as defining the possibilities for implementing these operations.

The assignment of a syntactic function to a term has a number of conse­
quences for the formal expression of the underlying predication. Typically these 
consequences consist of a selection from among the following recurrent pro. 
perties: (a) neutralization of the expression differences associated with the
underlying semantic functions, (b) a marking of the predicate for different
‘voices’, (c) the incidence of agreement relations between the predicate and the 
Subj, or the Subj and the Obj, (d) special positions for Subj and Obj terms in 
the linear ordering of constituents.

Thus, both the accessibility conditions and the expression devices for Subj 
and Obj function can be formulated in rather general terms.
Note that so far no syntactic function corresponding to ‘Indirect Object’ has 
been assumed to be required in FG. Indirect Objects are reconstructed as either 
pure Recipients (as in (12)) or Recipient-Objects (as in (13)).

5.4. Pragmatic function assignment
Even when constituents are equivalent as to semantic and syntactic function,

there actual realization may differ in order, intonation, and/or in form. I mean 
such differences as between;

(15) a, JOHN doesn’t like that book

(16)
b. 
a. 
b.

John doesn’t like THAT BOOK 
John doesn’t like THAT BOOK 
THAT BOOK John doesn’t like

Although these expressions designate the same set of states of affairs, from 
same perspective, they differ in there appropriateness with respect to giver* 
configurations of the

These differences
pragmatic information of speaker and interpreter.

ment of pragmatic functions
are therefore taken care of by means of differential assigi’

to the constituents of underlying predicatioГ>^■
FG distinguishes pragmatic functions external to the predication, and intern^'
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to
used

the predic'-tion. 
‘ accounting

The external pragmatic functions Theme and Tail are 
for such structures as:

(17) That book of yours, she doesn’t seem to like it, iny sister
Theme Predication Tail

Theme presents a
The 
predication

certain universe of discourse about which the ensuing

thou:

is going to predicate something relevant; the Tail presents after­
modification of information contained in the predi-,aht specification or 

® -rirpAVithin the predication proner thf. rtocu, are distinguished. Topic marks that constiS^nt’lbouT^^ k'i 

cation predicates something in the given setting; Focus marks 
which, in the given setting, presents the most sallpn^ • r assignments of Topic and Focus function may be required" °’'a 

be subdivided into several sub-typJs (cf. X)

cation-
Focus
cation

tion must
Suppose 

(18)

we have the following question-answer pair:

Q: Who was kissed by the girl?
A: THE BOY was kissed by the girl

(18A) will now get the following underlying representation:

(19) Past kisSv(dlXi : girlu(xi)^)'AgTop(dIXj : boyj,(Xj)^)Q„g„^jPæ

Pragmatic functions thus specify the structuring of the information contained 
in a predication with respect to the pragmatic setting in which it is used, and 
co-determine the formal expression of the predication. They thus serve to 
explain formal differences between linguistic expressions in terms of the con­
textual and situational settings in which they can be used.

5.5 Fully specified predications
After pragmatic function assignment ,,

specified predications. These are taken to contain, on the one tan , •
information required for determining the semantic content o tie expie

we have reached the level of fully

sion^^^ other hand, everything needed for triggering the expres­
that 'h ™ap the predication onto an appropriate form. Notice
sarily specified predications of different languages will be, not neces-
content^ quite similar in structure, except of course for the actual
underlyi^ predicates), which are necessarily language-specific. The
langrmg Piedication thus abstracts to a high degree from those properties of 
properties 't/m widely divergent outlooks. Those

ttleibing organization of the grammar.

an appropriate form.
of different languages will be, not neces-

are taken to reside in the expression component, and not in

5.6. ^^pression rules
Expression ] ■ 
deliver linguistic expressions as output.

In order to achieve this, these rules
rtiles now apply which take fully specified predications as input
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must determine (i) the form which constituents of the predication are going 
take, given their functional and structural characteristics within the predication 
(ir) the order in which the constituents can be realized, given their functional 
and structural properties, (iii) the prosodic properties of the linguistic exprès, 
sion, to the extent that these are not determined by intrinsic properties of the 
basic predicates.

For detailed examples of expression rules which determine the form of
constituents I refer to Dik (1980a). Here I just give an informal sketch of the 
effect of such rules on a predication such as (19). The operators ‘d’ and ‘1’ are 
mapped onto the and </>, respectively. ‘Ag’ is mapped onto the prepositon by 
and ‘Top’ is expressed by: ‘absence of prosodic prominence’. This brings ns 
to the unstressed Agent phrase by the girl. ‘Subj’ is mapped onto </>, and ‘Foc’ 
is expressed by ‘prosodic prominence’. This leads to the stressed phrase THE 
BOY. The correct form of the verbal predicate is determined as follows. When 
Subj is assigned to Go, a marker ‘Pass(ive)’ is added to the verb. ¿¡As-VPass is 
then mapped onto be-kiss Vpast participle, where the latter is further specified 
as kissed. 'Pa.st-be is in this case mapped onto was, because the Subject is 
singular. The operation of these rules thus gives us:

(20) (was kissed) (by the girl) (THE BOY)

This string is as yet unordered, and will now be assigned an order by means of 
placement rules, which carry the constituents to certain linear positions (alter­
natively: assign them positions with respect to each other), subject to a number 
of general and language-particular conditions.

The actual ordering patterns found in a language are taken to be the 
resultant of different forces, which in part counteract each other and thus 
require compromise solutions. These forces are, roughly:

(a) Place constituents with the same syntactic function in the same position;
(b) Place constituents with a pragmatic function in a ‘special’ position;
(c) Order constituents in such a way that they get more and more compl®^

toward the end of the linguistic expression.

Forces (a) and (b) are accounted for by assuming that each language has onc 
ms’ of the following general format: Ior more ‘functional patterns’ of the following general format:

I

(21) Theme, Pl (V) S (V) O (V), Tail

in which V, S, and O indicate possible positions for Verb, Subject, and Obje^ 
respectively, while Pl indicates a special clause-initial position which is used 
special purposes, as fnllnwc /ii tr» armmnftatP rnnclitnpntc TvbirH muStspecial purposes, as follows: (i) to accomodate constituents which must 
in that position (e.g. question words, subordinators, relative pronouns), (>’) 
accomodate constituents with either Topic or Focus function.

Let me illustrate these principles with some Dutch examples. Dutch 
at least two distinct functional

in that te

11^

patterns, as follow’s:

L
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(22)
main clause Theme, Pl Vf S O Vi, Tail
SUibordinate clause: Pl SOV

Consider
the following examples:

(23)
Het meisje heeft de jongen gekust 
the girl hu® hissed ‘The girl has kissed the boy.’

Here, 
since

the Subject has been placed in Pl position. This is very often the case, 
the Subject will most often have Topic or Focus function. The Subject

positioJ^ 

(24)

thus remains empty.

Waarom heeft het meisje de jongen gekust?
why has the girl the boy kissed

In this case, the question word waarom, which has intrinsic Focus, has gone to 
Pl position, and therefore the Subject ends up in the S position after the finite 
verb.

(25) DEZE JONGEN heeft het meisje gekust 
this boy has the girl kissed kissed

This sentence is ambiguous: either DEZE JONGEN is Subject, or it is Object. 
In either case, it is in initial position on account of its Focus function; and 
het meisje, as either Object or Subject, is in its proper pattern position.

(26) (Ik geloof) dat het meisje de jongen gekust heeft
I believe that the girl the boy kissed has
‘ I believe that the girl has kissed the boy ’

In this case the subordinator dat is in Pl position, and all the other constituents
are in pattern position, 
clauses.

as defined by the functional pattern for subordinate

Force (c), finally, deals with cases in which we find constituents in positions 
other than expected on the basis of their functional properties. In many cases 
such unexpected orderings can be understood in terms of the complexity of the 
constituents involved. Compare, for instance:

(27) a- That you can’t come is a pity 
b- It is a

Although the
tion
«wuents such
of

pity that you can’t come

clausal Subject can occur in initial position, as in (27a), construc- 
) will in many conditions be preferred. This is because complex con-

as these tend to prefer a position later in the clause. A number
then K can be formulated in a language-independent vizy, and

* nc takpn ..... . . ___ ___ 1 .1 TX. can
‘^o-detp to interact with the functional patterns and the Pl-rules, so as to 

'^erniine ■
S’^en Ian, the variety of constituent ordering patterns actually found in a 

guage.
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6. Conclusion

applied to a variety of problems
Since its orginal formulation in Dik (1978), the theory of FG has beenj

*- - ----'-"y vi—. jjj different languages. Several extensions
specifications, and modifications have been proposed. Lack of space prevents 
me from discussing these various developments in the present paper. The 
interested reader is invited to consult the literature on FG for further infor. 
mation.
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Introduction
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Word Grammar

Richard Hudson
University College London

Linguists are probably somewhat better at predicting grammaticality judge­
ments than at predicting the future, but some fairly clear trends seem likely to
dominate the development of syntax during the 198O’s. Transformational 

will be less dominant than it was during the 6O’s and early 7O’s, thoughgraniniar
for a variety of reasons trace-theory, (or whatever it has turned into in five years’
time) may still be the only cohesive ‘school’ to which a large number of theoreti­
cally inclined linguists pay allegiance. There seem to be four main alternative 
strands of work in syntax, outside TG. One is the relatively theory-neutral 
investigation of universals in syntax, such as the work on grammatical relations 
carried out by linguists like Keenan, Comrie and Plank^h Another is the search 
for functionalist explanations of syntactic phenomena^'. A third isn’t yet so 
much in evidence, but I very much hope it will materialise: a serious interest 
in syntactic theory as part of the soeiolinguistic study of language which has 
been one of the main developments in the linguistics of the past ten years®’. 
And finally there is the building of alternative models of linguistic structure, 
which will be able to take advantage of some of the things we have learned 
from the other three strands of work, plus the work on TG. This strand is 
already a reality, though some linguists may not be aware of the extent of this 
reality—on my latest count there are no fewer than sixteen non-transformational 
theories of syntax^’, and no doubt there are others which I haven’t come across
yet.

I personally welcome all these strands, and hope they will all develop well
during dte 8O's. I shall be disappointed in 1990 if by then the different strands

1)
2)

«•g- Keenan & Comrie (1977), Plank (1979).
Ч Givón (1979). 

) ^e references in
“9 Theories index of Hudson (1980b).

in alphabetical order; the references arc to the most accessible accounts, whichЩ “* uxpiiduciiLui order; rne rcierentcs axe iv mu muvwuui». wuivu
’978) *1'^ ^ugmator of the theory concerned: Arc-Pair Grammar (Postal & Piillum
Daugl ’’Snitive Grammar (Lakoff fc Thompson 1975). Corepresentational Grammar (Kac 1978), 
Шаг .jJ”'^^PPncIency Grammar (Hudson 1976, 1980a, Schachter 1978, 1981), Functional Gram- 
Si ' ’9'8). Integrational Grammar (Eisenberg 1980), Lexical-Functional Grammar (Kaplan 
‘'о''Г(По Grammar (Starosta 1979), Montague Grammar (without transforma-

’980), Natural Generative Grammar (Bartsch & Vennemann 1972), Operational 
(’’rarrie'^'jq^-?''*'' ’9'“). Phrase-Structure Grammar (augmented) (Gazdar 1981), Realistic Grammar 
berry Grammar (Lockwood 1972), Systemic Grammar (Hudson 1971,

Tagmemits (Jones 1981).

rammar
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(including the successor to trace theory) haven’t started to get much morg
closely intertwined than they are now; and I shall be especially disappointed
linguists are still offering alternatives to transformational theory as though uq 1
other such alternatives had ever been offered. *

My purpose in this paper is to introduce another non-transformational theory 
of language structure, which I shall call ‘word grammar’ for reasons that wilj 
soon become obvious. I don’t expect this theory still to be intact in 1990, since 
I know from past experience that it’s hard to get more than a small part of 
a general theory right. On the other hand, I don’t feel linguistics is just going 
round in circles or just changing theories in the way that dress-designers change 
their fashions. I feel that it is possible in the 198O’s to produce a theory which 
is much better than anything that could have been built without the develop, 
ments of the last ten years, and I am certain that word grammar is a great im- 
provement on the two theories that I advocated in print during the 7O’s (systemic 
grammar and daughter-dependency grammar). I hope it is also better than at 
least some of the other theories available at present, though there are inevitably 
a lot of points of similarity between it and virtually any of the other theories.

The main attraction of word grammar, for me, is that it presents linguistic 
facts in a format which can be used equally well for non-linguistic facts. For 
example, in an account of the theory on which I am working®’, I have included 
a formalised analysis of what I know about traffic lights (e.g. where they stand, 
what they consist of, what they do); and in this analysis I use the same notation 
as in the description of English morphology, syntax and semantics. For those 
interested in the uniqueness of language, this approach has the advantage of 
allowing us to be relatively sure that if we find differences in our analysis 
between linguistic and non-linguistic structure, these reflect differences in the 
phenomena themselves. In contrast, if we assume in advance that linguistic 
structure is sui generis and needs a unique notation for its analysis (as in trans­
formational theory), then the properties we find in language which look unique 
may reflect our own assumptions rather than the facts. My own conclusion is 
that some parts of syntactic structure are indeed unique to language, but that in 
most respects linguistic structures are very similar to non-linguistic ones.

The theory is called ‘word grammar’ because it takes the word as the basic 
unit of syntax and semantics. In fact, the word is the only unit at these two 
levels, in the sense that all generalisations in the grammar apply to words, 
either as individual lexical items or as members of larger word-classes. The
grammar generates structures by providing ‘templates’ against which the parts 
of a structure may be matched, and these templates define the notion ‘possible 
word. Readers accustomed to phrase-structure grammar, and other theories 
based on the notion of constituent-structure, will no doubt be sceptical about 
the chances of using a theory without phrases and clauses to handle the corO'
plexities of syntax. However, it has in fact proved possible to write an insightful 
grammar for English which covers such demanding phenomena as relative

5) Hudson (in preparation).
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comparative constructions and unbounded leftward displacement, and,
’ . which generates complete semantic structures along with the syntactic

R

clauses.
moreover.
ones®’-

2.
The nature of sentence-structure

sentence is structured on three levels which are purely linguistic: 
des, syntax and form (which may be either phonological or graphological), 

addition to these levels of structure there are other types of cognitive struc- 
for the sentence—a variety of ‘phonetic’ structures reflecting its articulatory

semantics,

ture tor uic ---------- - / 1
d/or perceptual properties, and a similar variety of meaning structures in 

which its interaction with the extralinguistic context is reflected. I shall assume, 
for simplicity, that these other structures are related to the properly ‘linguistic’ 
structures, but are not themselves properly linguistic; but I have argued at 
length elsewhere that such distinctions are somewhat misleading^). (Since both 
the phonetics and the context are relatively concrete, and since syntax is related 
to either mainly through phonology and semantics respectively, it follows that
syntax is the most abstract of the linguistic levels—the level at which sentence­
structure is furthest removed from ‘the world’®!.) The aim of the grammar, 
then, is to generate structures which show how linguistic expressions are struc­
tured on the three linguistic levels of form, syntax and semantics—and of course 
to relate the three types of structure to one another.

This brings us to the theory of Word Grammar itself. One of the advantages 
of basing grammar on the word is that this offers a very easy way to relate the 
three linguistic levels to each other, since a word is a combination of a form, 
a meaning and a syntactic specification. Many theories present sentences as
having a number of separate structures,having a number of separate structures, one (or more) for each of the three 
levels, but the problem then arises of how to map these structures onto one 
another. For Word Grammar, however, this problem doesn’t arise, since the 
job of the grammar is to put words together into sentences, and each word 
already consists of three linked structures. Of course there are important inter­
actions between the levels which have to be captured by means of some kind 
all as the regular patterns of inflectional morphology), but these can
® be stated with reference to the word, and as far as sentence-structure is con­
cerned, all the contacts between the levels can be made one word at a time.

ta consider obvious apparent counter-examples to this claim in the follow- 
’tg paragraphs.
nt some notation. Let us represent the words in a sentence by
- y starting with the first word as 1. Any property of a word is given
Qf tvhere n is the number-variable standing for the word, X is the name

type of property (say, ‘meaning’ or ‘class’), and Y is the particular property

as

Hudson (i 

Hjelmsli
Ison

(in preparation).
' (1980b).
'ev (1943/1961), Lamb (1966), Bartsch & Vennemann (1972).
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of the word in question. I shall call X a ‘slot’, n its ‘address’, and Y its ‘filler’»)
If we assumed (counterfactually) that all the meaning of the word ink could be
represented satisfactorily as ‘ink’, and that its syntactic and formal properties
were exhausted by ‘noun’ and ink respectively, then we could represent the
structure of ink in the sentence Ink stains as follows:

meaning (1): ‘ ink ’
syntax (1): noun
form (1): ink

One immediate advantage of this notation is that we can replace the number 
by a variable, and put all this information into the lexicon; so the lexical entry 
corresponding to the above structure for ink would be just the same except that 
it would contain i in place of I throughout. This means “there is a word such 
that its meaning is ‘ink’, its syntax is that of a noun, and its form is ink”.

Let us return to the claim that all necessary contacts between levels can be 
made one word at a time. This claim is meant to be taken seriously: there is 
no need to postulate any items larger than words. In other words, I am 
advocating a version of pure dependency theory^'’*, which is not equivalent to 
a constituent-structure analysis^i’ because it provides no ‘higher nodes’ which 
could be analysed separately from the word-nodesl^>. This should not be taken 
in any sense as a denial of structure in the sentence; it is just a question of 
what kind of structure sentences have. The appendix lists some pros and cons 
of the two answers to this question, but for the present I shall assume no more 
than words in sentence-structure (which means, in fact, that I am claiming to 
be able to analyse sentence-structure without referring to the category ‘sentence’).

To show what is possible with nothing but words, consider the following
partial (and simplified) 

meaning (1):

structure for Ink stains:

class 
head
form

(1):
(1):
(1):

‘ ink ’ 
noun 
2 
ink

meaning (2):
class (2):
modifier (2):
form (2):

‘ stain ’ 
verb
1
stains

This diagram (with the levels separated by broken lines) links the two words 
by putting the index representing each into one of the named syntactic slots 
of the other. (This is exactly equivalent to a diagram with arrows joining heads
to their modifiers, but it has certain advantagesto their modifiers, but it has certain advantages as the structures get more coih' 
plex, and is more consistent with the semantic structures generated by word

Igrammars.) Similar connections may be made at the semantic level (where 
assumption for which I presen'-assume that the category ‘subject’ belongs—an

arguments in the appendix).
9) See Jones (1981) for the tagmemic terminology; cf. also Hudson (1971), McCord (1980), 

0) Tcsniere (1959), Korhonen (1977), Melchuk (1979).
11) Hays (1964), Robinson
12) Hudson (1980c, d).

(1970).
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j.jodso”

meaning (1) :
quality (a):

a
‘ ink ’

meaning (2) ;
quality 
subject 
agent 
affected

class 
head
form

(O’ 
(1): 
(1):

noun
2
ink

class 
modifier
form

(b): 
(b): 
(b): 
(b): 
(2): 
(2): 
(2):

b 
stain ’

a
a
c
verb
1
stains

jt will be seen that I have extended the use of variables in this diagram by 
adding non-numerical variables fl, b and c to represent the meanings of ink^ and 
stains and the ‘understood object’ of stains respectively. The main point of 
this exaxmple, however, is that we can treat the arguments of a verb as part of 
that verb’s structure, since it is the verb that defines the ‘slots’ to be filled, even 
if the variables that fill these slots are defined by other words in the same 
sentence (as a is defined by the word ink).

Given that the meaning of a whole clause in a sense is represented as the 
meaning of its verb, it is easy to see how larger-than-word items, such as idioms, 
can be dealt with. It seems to be generally true that an idiom consists of a head 
plus one or more modifiers, so the meaning can all be located in the structure 
of the head word, and the peculiarity of idioms will then lie in the fact that 
their modifiers make no separate contribution to the sentence’s meaning (in 
contrast with ink in (3), which defines the variable fl).

What, then, does the syntactic part of a sentence’s structure consist of? The 
answer to this question seems quite straightforward, once we have eliminated 
all the factors which belong properly to the semantics (such as coreference and 
—in my opinion—the category ‘subject’) or the morphology (notably concord):

a. word-order,
b. class-membership, reflecting ‘parts of speech’ and inflectional morphology.
c. dependency relations between heads and modifiers.

In the notation used above, word-order is shown by the numbers 1, 2, etc., 
13^s-membership by the feature in the slot labelled ‘class’, and dependency 
relations by the variables in head- and modifier-slots. These slots thus exhaust 

e information that a grammatical analysis needs to give about a linguistic 
^’tpression at the syntactic level (except that a complete specification of class- 
^embership may need more than one slot, and there need to be as many head- 

'Modifier-slots for a given word as it has heads and modifiers). It can be 
that in word grammar the syntactic part of a sentence-structure doesHotjjj ^ntount to very much—whereas its semantic structure is likely to be very 

thej. complicated. Moreover, since this is a non-transformational theory
only a single syntactic structure (in fact, just a single linguistic structure) 

offs so the small amount of information given in each structure is not
hy a large number of separate syntactic structures for the same sentence.

per
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To summarise the notation, the structure of a word consists of an unorderejj 
set of elements which each consist of a ‘slot’ and its ‘filler’, plus an ‘address’ 
showing what the slot relates to. The filler for the slot may be either a variably 
(i.e. an arbitrary letter) or a constant (e.g. a number or a class-name), and 
may the name of the slot, though the simple examples given so far all have 5 
constant as the name of the slot. This notation can be used not only in syntax 
but also in semantics (and, I assume, at the level of form). We shall see soi^g 
of its advantages in the next section.

3. The nature of language-structure
One of the main attractions of this type of analysis is that there need bg 

very little difference between the formal properties of ‘rules’ in the grammar 
and those of (partial) sentence-structures. For example, as we have already 
seen, the entry in the grammar for the word ink can be same as the entry for 
this word in the structure of Ink stains, except for having a variable i in place 
of 1. (In this respect, word grammar is similar to stratificational grammar, 
which uses the same format for both grammar and sentence-structureis).) 
Similarly, the entry for the lexical item stain can be very similar to the entry 
in the sentence-structure, except that the variables are defined in general terms, 
rather than linked to particular other words:

meaning ( i ) :
quality 
agent 
affected
class

(a):

(a):
(i):

modifier (i): 
lexeme (i):
form (i'):

a
‘ stain ’
b, b = subject (a)
c, c = meaning (j)
verb
0 or j, class (j): noun, i<j
i'
stain

This entry will need a little more explanation than the one for ink. Let u5

start by looking at what it says about the object of stain. There are two 
that are relevant, one relating to the semantics, the other to the synax.

slots 

The 

i thesemantic slot is labelled “affected”, and tells us that the filler of this slot is 
meaning of the word 7. The modifier slot tells us about word 7 that it niu®' 
be a noun, that it (normally) follows that verb, and that it is optional. The*'« 
is a conflict between the syntax and semantics here, since the affected-slot *’
shown as

ILL UCtVVCCll LI IC oyilL<xA. dllM. oClIlcXlI LXCO ilLlLj axiiw Lliv cxixwwv*. 'j j 

having an obligatory filler, while the syntactic one need not be fib j
at all. To cope with such cases, there is a general principle:

Piinciple of implicit information
If the filler of a semantic slot x is obligatory, it must be provided by 
modifier which the grammar designates, provided this word is present;
if it is not, a filler for '

I

13) Lockwood (1972),

X must be provided either by some other word in

tliC 

blit 

th«
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R
Qs specified in the grammar, or pragmatically.sentence, r

eneral rule applies to a wide range of phenomena—for example, it 
'This very simply, and without deletions, with the ‘understood’
also helps lack main verbs (e.g. I can and noun-phrases that lack
elenient^^^^^ meaning ‘the red wine’).
lexical point about the entry for stain in (4) is that it distinguishes be- 

se . ir, cc»nti,nrp and tltp Ipvpmp fi p Ipvir:^! itpm\the word, as it appears in a sentence, and the lexeme (i.e. lexical item) 
hich it is based. The word is represented by the variable i, the latter by ¿’. 

'' gjjQ^s us to deal with inflectional morphology and its semantic and 
tactic effects, since it seems clear that when such variation is regular it 

'be handled by a general statement in the grammar, and not recorded

tween
on w
This

should 
in the lexical entry for each item. Thus, all we give in the lexicon for stain
is its root form and the distinctive characteristics of its meaning, without saying 

about such matters as tense and subject-verb agreement; and then weanything . o . ,
need a general statement to cover inflectional morphology.

The notation I have already introduced for both lexical entries and words
in sentence structure can also be used for generalisations across words, of the
kind we need to make in inflectional morphology. This can be done by leaving 
the form of the root as a variable, and by leaving the meaning similarly 
unspecified. The next entry, for example, gives all the relevant properties of 
finite verbs regarding their meaning, their syntax and their written form.

meaning ( i ):
time 
subject
class 
subclass 
tense 
modifier
lexeme 
form 
form

(a): 
(a): 
(i): 
(i): 
(i): 
(i): 
(i): 
(?): 
(i):

a
b, [I] b<n, n=‘now’, or [II] not b<n
c, c = meaning (h)
verb
finite
[I] past or [II] present
h, h<i, number (h): [III] singular or [IV] plural
i'
d
[I] d & -(e)d or [II & III] d & -(e)s or [II & IV] d

in Roman numerals 1 to IV are used to link options, so that if [I] is put 
the^^^^ be put in other relevant ones. For instance, [I] links
to choice ‘b precedes n’ to the syntactic choice of ‘past’ as tense and

ornial choice of ‘d ^-(e)d’ in the form-slot.
a verb is irregular in its morphology, then its own entry will specify not 

'■arianJ^ lexeme—i.e. its root—but also the form of the irregular
'btiie specific entry will take priority over the general entry by

only is irregular in its morphology, then its

ttnd this specific entry will take priority 
of a very general principle's);

Baker (19/9)—the principle is similar to the well-known Proper-Inclusion Principle of
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Principle of priority to the particular
If two entries in the grammar both apply to the same word, and there 
conflict between them, the more particular entry takes priority over 5

1«til,more general.

A third point relating to the entry for stain, and also to the general ent 
for finite verbs, is that the entry may specify syntagmatic relations as well ?

/ yr 1 ] o »"-u
morphological properties. Thus, general entries do the work of phrase-structuf^
rules, but they only introduce words whose presence can be predicted from tb 
general properties of the head^®)—which excludes modifiers such as objects 
whose presence is determined by the valency (in this case the transitivity) qj 
the particular verb concerned. This is illustrated here in relation to the subject 
which is defined above as a modifier of any finite verb, and therefore need not
be defined separately in the entry for stain. In the latter entry, the subject is 
taken as already defined, and it is exploited in order to identify the ‘agent’- 
the filler of the subject slot is, according to (6), the meaning of a word preceding 
the verb (indexed as h), (Lack of space prevents me from going into the 
mechanism for dealing with deviations from this order; there are various types 
of deviation and each needs a somewhat different treatment.) Similarly, we can 
use a general entry for verbs as a whole to introduce ‘circumstantials’ such as 
reason adverbials

Unbounded dependencies such as arise in ‘wh-movement’ and ‘topicalisation’ 
may appear to present problems for word grammar, since such dependencies 
don’t seem at first sight to involve the properties of any particular word in the 
sentence—hence Bresnan’s claim that even if governed transformations can be 
dispensed with, by exploitation of the lexicon, unbounded dependencies Involve 
a fundamentally different type of problem, needing a fundamentally different 
solutioni’h There is in fact a rather simple way of handling these structures in 
word grammar, by means of a slot which I call the ‘visitor’ slot, which is present 
in the structure of any finite verb. This slot contains the meaning of an)
unattached word which precedes the verb, and (unlike other slots) any 
which appears in a visitor-slot of a verb must also appear in at least one

item 
other

slot, because the visitor-slot isn’t otherwise related to the rest of the sentence 
structure.

;’s

For example, in Beans 1 like, the visitor-slots of like contain variables le- 
presenting the meanings of both beans and 1, but each of these variables also 
fills at least one other slot—something like ‘phenomenon’ in the case of beanh 
and experiencer’ and ‘subject’ in that of Z'®*. The visitor-slot allows unboundo*^
displacement by virtue of another fact: subject to certain restrictions, all)’
modifier which follows its head may ‘inherit’ any items in the latter’s visitor-sl^j
■which haven’t yet been assigned to any other slot. Take the sentence Beans

16) Cf. the distinction
17) Bresnan (1978).
IS) Halliday (1967).

between basic and derived predicates in llik (1978).

I
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lo like. The verb know is finite, so it has visitor-slots in its own
¡¡note u^ontain variables for beans and for I. The one for I is immediately
j-igfit. gjiother slot, the subject-slot of know itself, but the one for beans
assign',ed to a;
remains
fier of know

nintegrated when the processing of know is finished. The next modi- 
is try, which is again a finite verb, so it has a visitor-slot which 

caUy contains a variable for you, but it also inherits the ‘unused’ visitor 
variable for beans. Try itself has a following modifier, to (whichaiitoma
verbnn), but this isn’t a finite verb, so it doesn’t have a visitor-slotof know, the

I take to^ j-ight; however, since its head (try) has a visitor-slot, and this contains 
used item to gets a visitor-slot too, with the variable for beans in it. 

darly like has a visitor-slot with the variable for beans in it, by inheritance 
’but this time there is another slot into which this variable may also 

bespit namely the phenomenon-slot for like, so it comes to rest and is integrated 
into die sentence structure.

Obviously this process can continue for ever, so it is unbounded, but the 
analysis differs from Bresnan’s in that the displaced item hops from word to 
word down the dependency chain2®> and also from Chomsky’s in that the hops
are from head to modifier (i.e. in the above example from verb to verb) rather 
than from ‘complementiser’ to ‘complementiser’2i’.

We have now glimpsed some of the main pieces of apparatus that word 
grammar uses in dealing with syntax. The main unit is the combination of a 
slot, an address, and a filler (e.g. ‘class’ and ‘verb’), with all addresses and many 
fillers represented as arbitrary letters, or by numbers. (One of the facilities 
which I haven’t illustrated is that the same arbitrary letter may be used in two 
separate entries in the grammar, which allows great flexibility in capturing 
generalisations.) If a slot allows more than one type of filler, the grammar will 
specify them by listing them together as a disjunction, but in some cases different 
fillers have different consequences elsewhere in the grammar; such connections 
can be handled by means of the roman numeral notation. The main body of 
the grammar consists of a set of ‘entries’, each of which is an unordered set of 
units consisting of a slot, address and filler, but some of these entries refer to 
particular lexical items and others refer to general constructions or other types 

patterns (such as those of inflectional morphology). This greatly reduces thepatterns (such
difference between
to be the lexicon and the ‘rules’, but if the difference turns out
to the*f°*'^  I presently think it is, it can be made with reference

*9) Ap
1980). entlj ibis analysis was suggested independently by Postal (Gazdar, Pullum & .Sag

201 i>
21) (1976).

ornial properties of the entries. In addition to the entries, however, the
gfarnrnarwhich ■ • a number of general principles, which control the way in

tt is aniilipfl 1 .... 1 ----- tbpCA nrinrir^lpc AV-A 4.4,4. ..4,1
all hum:

assume
lan

that

applied. I assume that at least some of these principles are universal
languages (and even apply to non-linguistic thinking), but I also

niany of the properties of entries are universal—such as some of

У (1977).
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the categories used, and of course the formal properties described above.
any other theory

1
I believe word grammar is at least as plausible as ULHH UlCUty Qj 

language-structure when taken as a model of psychological reality, in all tbç 
three senses of this term. It is easy to believe that people create a singly 
integrated structure for a sentence when processing it—I assume that the oi^j 
of proof is on those who claim that we construct a number of separate structures 
It is easy to believe that we could use a grammar of the type described here 
because the information is packaged in large ‘chunks’ (entries) which can hé 
extracted in toto, and relatively little computation is needed; moreover any 
given chunk will contain information about meaning, syntax and form, so fon 
and meaning are immediately related as soon as the word is found. It is easy 
to believe that we store the information in this form, since cross-reference be­
tween entries can easily be made by means of variables (which means, inci- 
dentally, that entries are themselves somewhat less clearly divided from each 
other than I have implied). And it is easy to believe that a child could learn 
a language organised in this way, as the child’s main task is to learn more and 
more facts about words, both individually and as members of larger classes—so 
there is no need to abstract larger structures and learn about their properties.

APPENDIX’. Some assumptions that need justifying
In this appendix I shall explain why I have made certain controversial 

assumptions in the analyses presented above.

A. Pure dependency
Contrary to my earlier position22>, I now believe that constituent-structure, as 
such, has no place in linguistic description (at any level). By this I mean that 
there is no need for a grammar which shows modifier-head relations to refer to 
syntactic or semantic units larger than the word (though it may be that
phonology must refer to intonation units as well'1 as to segments and words).
I have given detailed justification for this position elsewhere28’, but I shall 
briefly explain three points.
(i) Why dependency and constituency are not equivalent, contrary to earlier 
claims24). A dependency structure contains information about the direction oi 
dependency (i.e. which word is head and which modifier) which is absent fro®® 
a pure constituency structure; and a pure constituency structure contains at least 
one node in addition to the word-nodes, to which an analysis could be assigned* 
which is independent of the analyses of the word-nodes. No such extra nod®® 

available in pure dependency theory.
(11) Why dependency relations should be shown directly. Grammars a® 
theories need to refer to modifier-head relations, without which certain types o 
generalisations could not be made. An obvious example of the type of general*

Grammars

22) Hudson (1976).
23) Hudson (1980c <])
24) Hays (1964), Robinson (1970).
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is the kind of cross-category statement about word orderin qiie5tion
• often made in typology (some languages generally put heads before 
’’ other languages tend to have the reverse order; English is of the 

with the exception of subjects, and adjectives or adverbs, which 
their heads)2®’. Many rules refer to the dependency-chain, such as the 

^for the visitor-slot, and others relating to reflexives and comparatives"®', 
lE/ty constituency isn’t necessary in a dependency grammar. All the work 

V-' , j^^oans of constituency in other theories can be done with reference to

sation

niOll 
first

lifiers,

recede
rille
(iii)

the rich system of slots and fillers described in this paper.dependency, given
the fact that modifiers take their position next to their head, wherever the 

uer appears, is explained by the very general principle that modifiers may not 
be separated from their heads except by modifiers of their own or of the head. 
Similarly, the fact that a modifier and its head form a single semantic unit is 
explained by the fact that the meaning of the modifier is part of the meaning 
of the head, in the sense that a variable representing the former appears in a

o

slot in the structure of the latter.

B. No ‘subjects’ or 'objects’ in syntax
The grammar for English on which this paper is based makes no reference at 
all to the category ‘object’ as such, since both direct and indirect objects can 
be adequately defined in terms of position and class-membership. (‘Position’ 
here refers to normal position, to which the lexical entry for a verb can refer; 
as we have already seen, various types of deviation from the normal position 
occur, such as those permitted by the visitor-slot, but these can be dealt with 
without undermining the basic principle that the object can be defined in terms 
of the position in which it would normally occur. Similar remarks apply to the 
subject.) This is the same view of ‘objects’ as I took some years ago2'i>.

As far as the category ‘subject’ is concerned, however, I have now changed
rny position'-®'. I still think that this category ought to be recognised directly, 
lather than derivatively, but I now treat it as a slot in the verb’s semantic 
structure, rather than its syntactic structure. (The difference is shown formally

1 the kind of filler permitted: as a semantic slot, subject receives a ‘meaning’ 
as filler,
linguists

not a word.) The reason for this is that the elements which most
Mould want to recognise as ‘subject’ are syntactically very diverse inp LU icvuguwc db oLlUJCCL dlC byilLdCLlCdliy very CllVCl&C 111

M’ith given verb entry, only one semantic slot will be paired
/i/ef?' subject (e.g. in the case of like it is the experiencer-slot, whereas for 
that phenomenon-slot). The extreme case of syntactic diversity is
(eg need not be anything at all in the syntax corresponding to the subject 

hut this seems to make no difference to the presence of the 
reflex'^^*^ semantic structure. Moreover, there are rules such as those for 

Ites which have to refer crucially to the category ‘subject’, and for which it

any given verb entry, only one semantic slot will be paired

(e-g. i

‘’61 (’"■•" -
preparation).

•nicre (1959), Vennemann (1975), Heine (1973), Hawkins (1980).

Hudson (197G).



Plenary 2: Sy^f.100

again makes no difference whether the subject is overtly realised in the synt^a
or not. Reasons such as these seem to indicate clearly that a verb’s subje^.^-^
should be shown as part of its semantic structure, and then related as necessavJ
to some modifier in the verb’s syntactic structure. J

Because of these two analytical decisions, the theory proposed here diffgj." 
significantly from several others proposed recently29) in not treating ‘gram’' 
matical relations’ as basic to syntax; but it also differs from the Chomskya^*' 
view that each such category can be given a unified, if derivative, definitio,j' 
within syntax^®’. |
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Idioms: An Interim Report*

Thomas Wasow, Ivan A. Sag, Geoffrey Nunberg 
Stanford University

As the title indicates, this paper is a report on work in progress; we exp^^j 
that it will become part of a larger work dealing in considerably greater detail 
with the syntax, semantics, and pragmatics of English idioms. Our purpoj^ 
here is more modest, namely, to consider the place of idioms in I’ ' the theory qj
generative grammar.

Idioms have figured prominently in the generative literature. In particular" 
they are commonly cited in arguments for the existence of transformations. 
view of the recent spate of proposals for non-transformational theories of 
grammar (e.g., Brame (1978), Bresnan (1981a), Gazdar (1981), Hudson (1976)), 
the treatment of idioms in generative grammar warrants some attention. In 
what follows, we will examine some of the better known discussions of idioms, 
arguing that they are based on faulty (and often unstated) premises. We will 
then outline a proposal for the treatment of idioms, which is compatible with 
almost any available theory of syntax.

1. Idiom-based Argfuments for Transformations
1.1. One widely repeated argument for the existence of transformations (cf., 
e.g., Culicover (1976; 168), Keyser and Postal (1976; 250), Perlmutter and 
Soames (1979; 106-9)) is based on the fact that certain idioms can appear in 
more than one syntactic form. For example, both the a and b sentences of 
(1) and (2) have idiomatic readings.

(1) a.
b.

(2) a.
b.

Pat spilled the beans.
The beans were spilled by Pat.
The cat is out of the bag.
The cat seems to be out of the bag.

If surface structures are generated directly, so the argument goes, then the a 
b sentences must be distinct idioms. On the other hand, if there are trans 
formations of passivization and raising, then each idiom must be listed 
once. They can be inserted into deep structure in their contiguous (a) forn®’ 
and transformationally broken up, yielding their (5) forms. This simplifies

presented many of the ideas in this paper to the UCLA conference on “The Interact*® 
o omponents in EST’’, in February 1981. We are grateful to the audience at that confere**“'^ 
as well as to Larrv n .,:,., Chuck Fillmore, for helpful suggestions. Some of the resealt^

'♦ozl liiF fz^r 111 A T T 11 IT! H 1 Í1 /WilSOWl
as well as to Larry Barsalou
reported on here was supported by the National Endowment for the Humanities (tVasow) 
by NSF Grant No. BNS-8102406 (Sag and Wasow). I102
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aind captures a generalization. Further, since the parts of the idioms
graino’^^ definitely far apart, as illustrated in (3), it is not possible for the 
can be . iy to list all the surface incarnations of every idiom.
^annnar sitnpy

The beans continue to appear to be certain to be spilled.
/4\ Q X Jit. *-* *

-pjje cat seems to be believed to be out of the bag.

single underlying idiom which may be transformationallyT'lius positing a — ... • J ,,
to be not only parsimonious but unavoidable.

^^^^'^(^surprisingly, this argument has been answered by some linguists advo- 
n direct generation of surface structures (see especially Bresnan (1981b)).
Not

rating uirecL ------ — ----- \ 1 ! V u
flv the simplest answer to give is that so long as the theory contains rules

of some sort relating, e.g., active and passive constructions, then these rules can
account for the existence of “transformed” idioms. Specifically,be used to

Bresnan and Kaplan’s “Lexical Functional Grammar” posits a lexical 
redundancy rule to account for the active-passive relationship, and Gazdar’s 

~ a metarule accomplishing the“Generalized Phrase Structure Grammar” has
same thing. Either one of these mechanisms would apply to idiomatic as well as
non-idiomatic constructions, so they would circumvent the argument given 
above. In short, the argument only shows that a grammar for English must 
provide some rules for capturing the relationships which have been expressed 
in terms of transformations; it does not show that the rules in question must 
be transformations. And no one ever doubted that such relationships as active/ 
passive are rule-governed.

There is, in our opinion, a more fundamental defect in the argument in 
question. It is the hidden assumption that idioms are arbitrary associations 
between forms and meanings. Only this assumption licenses the inference from 
the existence of two forms for an idiom to the need for the non-transformational 
grammar to list them separately. On the other hand, if (as we shall argue 
below) the assumption is wrong—that is, if the meanings of idioms are somehow
composed from the meanings of their parts—then the fact that actives and their 
corresponding passives have the same predicate-argument structures would lead 
one to expect that active idioms would normally have passive counterparts. We
will

1.2.

return to this point below.

This same
’ crucial role in 
'Aasow ('1977'1

assumption of semantic non-compositionality of idioms plays
another argument for transformations, namely that offered by 

til (1977). Since non-transformational accounts of the phenomena dealt 
. jtieie have been developed elsewhere (Bresnan (1981b), Wasow (1979)), we 

'discuss this argument here. We do, however, wish to point out that it 
^^isow are semantically empty. It is for this reason that
3nd n' that they undergo only “structural” rules (viz., transformations).

will

are semantically empty. It is for this reason that

fias
tious)-

Called
of

relational” rules, that is, those sensitive to what Chomsky (1965; 117) 
efie semantically significant functional notions (grammatical rela- 

(deep) subject and object.
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1.3. Recently, Chomsky (1980) has offered three new arguments for the
existence of transformations^) all based on idioms. We contend that each of

, these arguments, upon examination, proves to be based on dubious factual
claims and questionable reasoning.
1.3.1. The first argument is that idioms “typically have the syntactic form of 
nonidiomatic expressions” (p. 149). This “would be an accident if meanings 
were simply mapped into formal structures. But if the relation between form 
and meaning is more indirect, mediated through D-structures and S-structures 
[i.e., deep and surface structures—TW, IAS, GN] it follows that idioms must 
have the form of independent (sic) generated structures.” (p. 151). (Of course 
an argument for D-structures and S-structures is implicitly an argument for 
transformations, since the mapping from D-structures to S-structures is taken 
to be accomplished by transformations).

The first thing to note about this argument is that there is a substantial 
number of idioms which do not “have the syntactic form of nonidiomatic expres­
sions.”^’ (4) is a partial list.

(4) by and large 
trip the light fantastic 
battle royal 
Would that it were. 
Easy does it.
Believe you me!

No can do, 
kingdom come 
Handsome is as handsome does, 
every which way 
be that as it may 
in short

Thus, Chomsky’s argument is based on a statistical asymmetry, and it is not 
clear what force this has. The asymmetry could simply be an historical accident 
(as Gazdar has pointed out in unpublished work), resulting from the fact that 
most idioms are derived diachronically from non-idiomatic expressions.

Even if it is assumed that the synchronic grammar must explain this asym­
metry, it does not follow that deep structures (and hence transformations) are 
needed. All that is required is that idioms are normally generated by the same

1) Chomsky cautions the reader that there is some question as to whether the issue of the 
existence of transformations has any empirical content: “should the base generate S-structures 
directly or should it generate D-structures which are mapped by the rule ‘Move a into -S- 
structure? It is not entirely obvious that this is a real empirical question. . . . That is, it might 
be that these two theories are simply two ways of understanding a single and somewhat moie 
abstract theory, yet to be properly formulated, which expresses the fundamental properties
shared by these two variants " (p. 149). We will not address this issue here 
(1981a) and Gazdar (1981) for arguments that the question is not vacuous.

■but see Bresnan

2) Chafe (1968) took the existence of such “idioms which are not syntactically well-formed
(p. 114) as an
clear to us. It

not‘anomaly in the Chomskyan paradigm.” Just what Chafe had in mind is 
is certainly true that such idioms receive no systematic treatment in transfer. ----Line. lliai JUCll lUiVlllO ILVLliO llS_i lJ j O LVliiCiLt V L.» vunilLllL '* —

mationa tcims, but it is equally true that no one has been able to offer a systematic tre^^' 
ment o t lem in any terms. Since there is onlv a relatively small number of such idioms, an^in
since they have little or no syntactic flexibility (see section 3.1 below), any theory of gram№* 
can deal with them simply by listing them. Unfortunately, 
than this. ' ’ ’

no available theory can do bettet
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rilles thatthat generate non-ldiomatic expressions, and this is possible irrespective
*-^^^hether the theory uses transformations. The proposals below are perfectly
" ' atible with non-transformational theories.

Chomsky’s second argument is based on the following claim: "there are 
J5 appear at both the D- and S-structure levels, and idioms that appear 
' ' -It the D-structure level. But idioms that appear only at the S-structure
f*\cl are very rare; we can regard this possibility as excluded in principle, with 
uch marginal exceptions as should be expected in the case of idiomatic con- 
-uctions.” (p- 152). Since the standard assumption has been that idioms are 

inserted into deep structures like ordinary lexical items, this asymmetry is 
edicted, and hence is taken as evidence for the existence of transformations.

' However, a close examination reveals that the exceptions are by no means

so rare or marginal as Chomsky suggests. Brame (1978) has pointed out
exanqdes like (5a), which are grammatical only if the idiom is in preposed 
position, as the contrast between (5b) and (5c) indicates.

(5) a. What the hell did you buy?
b. I wonder who the hell bought what.
c. *I wonder who bought what the hell.

Other idioms that appear only in wh-questions are How do you do? and What 
gives?. There are also a number of idioms which are only possible in the passive.
(6) gives some of them.'’'

(6) The die is cast.
if the truth be known 
fit to be tied 
born yesterday 
written on water
may as well be hung for

The race is run.
hoist with one’s own petard 
caught short
have it made
Rome wasn’t built in a day. 
a sheep as a lamb

when all is said and done
Finally, there are several idioms which are limited to constructions associated
with other purpoted^' transformations.

(7) hard to take 
too hot to handle 
Is the Pope Catholic?

play hard to get

Break a leg! Believe me!
may as well be hung for a sheep as a

{tough-movement)
(complement object deletion) 
(subject-auxiliary inversion) 
(imperative deletion)

lamb

’) h is not clear whether fixed expressions like Children should be seen and not heard, Anear whether fixed expressions like Children una noi neara, n
'Iclud'^i done, A good time was had by all, or easier said than done should be

Prêt ■while they are < ' ”, ---- '

_______*0 their derivations, we are not attributing this claim to Chomsky.

>nter. conventionally used only in their passive forms, their
appear to be completely literal.

all of the constructions illustrated in (7) have been claimed to involve transfor-
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more dead than alive (comparative deletion)®’
It is by no means clear that it is desirable for examples like these to be “exclut), 
-in principle.”

Nevertheless, the relative rarity of idioms like (5)-(7) needs to be accounted 
for (though not necessarily in the synchronic grammar). One might conjecture 
that the existence of productive rules like the passive leads to back-formation of 
active forms for passive-only constructions (and similarly for the other construe 
tions in question). This would also account for the infrequency of passive-onl 
simple verbs (e.g., rumor). This asymmetry could, if desired, be built into any 
theory (transformational or not) which has general rules for deriving passives 
questions, etc., by stipulating that the evaluation metric makes such structures

for (though not necessarily

more “costly” unless they are derived using the general rules.
There is another important point related to the passage from Chomsky cited 

above. AVhile making much of the purported absence of S-structure-only idioms 
he says nothing about how D-structure-only idioms are to be handled. These
are expressions like kick the bucket or saw logs which lose their idiomatic inter­
pretations when they are deformed, as in the passive. Such “transformational 
deficiencies’’ have been a major topic of investigation by generativists studying 
idioms (e.g., Katz and Postal (1964), Chafe (1968), Fraser (1970), Katz (1973), 
Newmeyer (1974)). For the most part, it has been assumed that the transfor­
mational behavior of idioms simply had to be stipulated, either by means of 
exception features or through encoding in the syntactic structures. (The notable 
exceptions to this are Chafe and Newmeyer, who both claim that the syntactic 
behavior of idioms can be predicted, at least in part, on the basis of their 
meanings. This is a view we also adopt and expand on below). Considerations 
of learnability suggest that the syntax of idioms is not so arbitrary as most 
analyses indicate. It is evident that speakers are never explicitly taught e.g.,
which idioms passivize and which don’t; furthermore, our ra ther robust
intuitions in this domain cannot be the result of which idioms we have or have 
not heard in the passive, for there is considerable cross-speaker agreement, even 
on relatively rare idioms which may even be novel to some speakers. This 
suggests that the syntactic behavior of idioms is more systematic than has 
generally been assumed. Any adequate theory of idioms must address this point, 
and provide a principled account of the “transformational deficiencies”. We will 
return to this question below.®>
1.3.3. Chomsky’s third argument is the following: “while some idioms undergo

5) There
hills, colder than
can be analyzed 
parative deletion

are many other idioms tliat involve comparative constructions, e.g., old us 
a witch’s teal, Xer than hell/all get out, etc. However, these gciierall)

6) Although

as uses of than as a preposition (see Hankamer (1973)), in which case 
need not be involved in their derivations.

coiir

our, . , , proposals are not formulated within the theory that Chafe (1968) critidA*
(viz., the standard theor " ... ' ..-kIc.
Hence, we see

ty of transformational grammar), they are not essentially incompatible' 
tor ("'li'jfra’c cloim tKof “ ti-n n <-> * 5 »s 1 m«-» ci-1» onntl»^no basis for Chafe’s claim that “transformational deficiencies” constitute anoth'«. , — a uicutii

anomaly tn the Chomskyan paradigm.”

IJ
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a£ in ‘excellent care was taken of the orphans,’... etc, we do not
same idiomatic interpretations in such structures as ‘excellent care is

of the orphans’.... There is good reason to believe that the latter

■r-
al.

take hard to take 
coiistrtic subject of the main clause is generated in place. Corre-
tift*’ , interpretation as an idiom is ruled out in principle if idiom rules 
spoiidnij, [».structure level [footnote omitted]”, (p. 153). In other words, 
apply , behave differently with respect to movement and deletion rules; 
idiom '-mtn*-»

does not involve movement of a Noun Phrase to the subject posi-

at the
chunks

this follows from the assumption that idiom chunks can only be inserted as part 
whole idiom, together with the analysis of the rules in question as move 
and deletion transformations. Specifically, if the iottg/z-construction is 

involving deletion, not movement (cf. Fiengo and Lasnik (1974))
of the 
ment
analyzed as
then the inability of idioms to appear in this construction is explained.

Once again, there are counterexamples to Chomsky’s claim, as Berman (1974,

P- 261) originally noted.

(8) Some strings are harder to ptill than others That favor was easy to return 
That nerve is easy to touch. The law can be hard to lay down’
This boat is very easy to rock. That line is hard to swallow.
This barrel is, unfortunately, very easy to scrape the bottom of.
His closets would be easy to find skeletons in.

Still, Chomsky is unquestionably right that there are many idioms that can pas­
sivize but cannot appear in the ioMg/z-construction. He claims that this differ­
ence can be captured as a difference between movement and deletion.

However, the effect of the movement/deletion distinction can be captured 
(and, indeed, must be if the standard raising/equi differences are to be ac-
counted for) in non-transformational analyses. This is normally done by 
distinguishing between NP positions which are arguments of the predicates in 
their clauses (e.g., subject of try') and those which are not (e.g., subject of tend). 
So, assuming Chomsky is right about the fOMg/z-construction, adjectives like 
hard could be analyzed as binary predicates, with their (surface) subjects serving 
as one argument. Of course, such an account requires that idiom chunks like 

in (8) can be arguments to predicates, and they must therefore be assigned 
independent meaning. This brings

those 
some
and

us to the central point of this paper.
our main criticism of almost all generative work on idioms.

2. The Compositionality of Idioms
has been taken 

Oonal, i as axiomatic or definitional that idioms are non-composi-
its parts.

(9) a.

•e., that the meaning of an idiom is not a function of the meanings of 
(9) quotes a number of well-known linguists to this effect.

“I shall regard an idiom as a constituent or a series of constituents 
for which the semantic interpretation is not a compositional function 
of the formatives of which it is composed. (Fraser (1970; 22))
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b. “Idioms ... do not get their meanings from the meanings of tfy • 
syntactic parts.” (Katz (1973; 358))

c. “the meaning of the whole is not a function of the meaning o(

d.
parts.” (Heringer (1976; 209))
“These are idiomatic in the sense that their 
tional.” (Chomsky (1980; 149))

file

meaning is non-tornpQj.

As indicated above, we take issue with this fundamental and widespread assuin 
tion. There are a number of reasons to believe that parts of an idiom should b 
assigned meanings, contributing to the meaning of the whole idiom.

First of all, parts of idioms can be modified, either by mean.s of adjectives 
as in (10), or by means of relative clauses, as in (11).

(10) leave no legal stone unturned
beat our nuclear swords into plowshares
make the musical scene
kick the filthy habit

(11) Pat got the job by pulling strings that weren’t available to anyone else. 
Your remark touched a nerve that I didn’t even know existed.

It is important to note that these are examples of what Ernst (1980) has termed 
internal modification, that is, modification of only part of the meaning of the 
idiom. Thus, for example, leave no legal stone iinturned does not mean legally 
leave no stone unturned, it means (roughly) that all legal methods are used, not 
that it is legal to use all methods. In order to modify part of the meaning of 
an idiom by modifying a part of the idiom, it is necessary that the part of the 
idiom have a meaning which is part of the meaning of the idiom.

Similarly, parts of idioms can be quantified, as in (12).

(12) pull a string or two touch a couple of nerves
That’s the third gift horse she’s looked in the mouth this year.

Again, the quantification may affect only part of the idiom’s meaning: touch 
a couple of nerves is not the same as touch a nerve a couple of times. The i^ct 
that it is possible to quantify over idiomatic nerves and strings like this indicates 
that some part of the meanings of these idioms is identified with these expi^® 
sions.

Parts of idioms may also be emphasized through topicalization, as in (13)-

(13) Those strings he wouldn’t pull for you.
His closets you could find skeletons in.
Those windmills not even he would tilt at.

It would not make sense to bring a part of an idiom into focus in this way 
these parts had identifiable meanings in their idiomatic uses.

Finally, parts of idioms can be omitted in elliptical constructions (what 
usually referred to as “VP deletion”), as in (14).

is

J
L
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. . goose is cooked, but yours isn’t.
thought the bottom would fall out of the housing market, but

al-
T.

(H)
it didn’t.
We

had expected that excellent care would be taken of the orphans,
and it was.

It has been convincingly argued by Sag (1976, 1981) and Williams (1977) that

the ai 
units.

Icnts of the missing elements in such constructions must be semantic 
” the antecedents in these examples are parts of idioms (e.g., cookedSince

in the first 
their own.'’

example), it follows that these idiom parts must have meanings of

on

This then, is our fundamental break with the previous generative literature 
we claim that the pieces of an i-"'- ■ ■ -y -- ■ -r ’ 'idioms: idiom typically have identifiable

which combine to produce the meaning of the whole. Of course.meanings , , . ri „ , .J.
these meanings are not the literal meanings ot the parts. Rather, idiomatic 
meanings are generally derived from literal meanings in conventionalized, but 
not entirely arbitrary, ways. The mechanisms governing this meaning transfer 
are complex and poorly understood, and it is not our purpose here to attempt 
to explicate them (see Nunberg (1977) for a discussion of some of the issues
involved). Our object here is to show that the syntactic properties of idioms 
which have been the focus of the generative literature are largely predictable 
from the semantic properties of the idioms in question.

3. Some Examples
We contend that the syntactic versatility of an idiom is a function of how 

the meanings of its parts are related to one another and to their literal meanings. 
We will argue for this contention by examining more closely a small number 
of idioms with different syntactic and semantic properties. We believe that our 
examples are representative of the diverse behavior of idioms, though we make 
no claim that they represent an exhaustive or even a systematic taxonomy of

') Bresnan (1981b) argues that genuine idiom chunks may not serve as antecedents for-J. , ' -----------! «‘guv-o Lililí lUIVIll VIllIllKS lllrty

rn.. pronouns). The examples in (14) provide what we think are clear
'^»»mterexamples ■ ■ - ’ \ / e ..................
C'cNudgemcnts): to her claim. She supports her contention with the following examples

"hile
foi We

Although the F.B.I. kept tabs on fane Fonda, the C.I.A. kept them on l’anessa 
Redgrave.

7 obi were kept on lane Fonda bv the F.B.I.. but they weren’t kept on \anessa 
’^t^dgrave.

, /'"aphora 
tabsh.

do othei

that there are some idiom chunks which cannot be antecedents 
OU . bucket in kick the bucket), we disagree with her claim that tabs in
"c them. In fact, we find the examples in (i) and (ii) quite acceptable, as

kick the bucket), we disagree with her claim that tabs in

6'*) We th'^ tl'testioned. (iii) sounds still better.
Whdo *tept on us, but I/tev weren’t.

Y ^°fiows w’ address the question of anaphoric reference to idiom chunks in
P atiatioj^ rif '’^■eve that our treatment of idioms could provide the basis for a principled

•he behavior of idiom chunks with respect to anaphora.
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3.1 Consider first idioms like those in (4), which do not have normal syntactic
structure. Since the rules of semantic composition for any language are pre-

idiom types.

sumably formulated so as to combine the meanings of the parts of well-formed I
syntactic constituents (see, e.g., Dowty, Wall, & Peters (1980) or Gazdar (1981)),
they should not be applicable to expressions which do not conform to the 
normal syntactic rules of the language. Hence, these expressions must receive 
their interpretations in nonstandard ways, e.g., by stipulation in the lexicon.®) 
If this is the case, then we would expect idioms like those in (4) to exhibit little 
or no syntactic variation, for when their form is changed, the grammar provides 
no way to interpret them. This expectation is borne out.®>

(15) a.
b.

*It is done by easy.
*Handsome seems to be as handsome does.

3. 2 Our next example is one of the most extensively discussed idioms in the 
language: kick the bucket. Syntactically, it is invariable, except that kick gets 
•conjugated, and the word proverbial may be inserted. Semantically, it is rather 
•opaque, although, as Nunberg (1977) points out, it does inherit from kick a 
non-durative sense. (That is, it cannot be used in place of dying in sentences 
such as Pat is slowly dying.)

We propose to analyze this idiom as having the syntactic structure of a 
normal verb phrase. In this instance, however, the idiomatic meaning is not 
composed from idiomatic interpretations of the parts. Rather, the idiomatic 
meaning is assigned to the whole phrase, without being distributed to its 
constitutents.i“’ The absence of an idiomatic interpretation for The bucket 
-was kicked by Pat is attributable to the fact that the VP kick the bucket does 
not appear in this sentence.Other syntactic deformations that break up the 
verb phrase are also ruled out. Agreement, however, will naturally occur, since
kick the bucket is syntactically a normal VP (see Gazdar, Pullum, & Sag (1981)
for a formal account of English agreement). Similarly, nothing in the syntax 
precludes modifiers from appearing, but, since the proper parts of the idiom 
have no idiomatic meanings of their own, any modification will have to be

8) This is clearly not the whole story for idioms like No can do or Long time no see, 
which, though syntactically nonstandard, appear to be semantically composed. However, there 
is nothing to prevent a syntactically nonstandard idiom from having a special semantic com­
position rule associated with it.

9) One counterexample to this claim is trip the light fantastic, which permits conjugations 
on trip. Hence, it must be analyzed as having some internal structure, with trip labeled as 
a verb.

10) An alternative
and the bucket

would be to assign kick an idiomatic sense meaning (non-durative) “die”,
no sense at all. This idea gains plausibility from the colloquial use of kick

and kick off meaning ■•die suddenly”.'/7 eaning "(Jie suddenly”. However, it raises the problem of explaining whv, e.g., 
-P« mled the bucket cannot be used to mean "Pat rested”.

11) We assume (with most current theories) surface structure semantic interpretation.

I

1
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“external” (Ernst (1980))—i.e., modifying the interpretation of the idiom as a
whole (or, in the case of proverbial, signaling that 
is intended).

a non-literal interpretation

3.3 A very similar exxample is saw logs, meaning “sleep”. Here, too, we have 
syntactic inflexibility, except for conjugation and external modification (e.g..
Pat sure is sawing a lot of logs meaning roughly “Pat sure is sleeping a lot”).
Formally, we treat this idiom just like the previous one: assign normal syntactic 
structure with idiomatic meaning assigned to the whole VP, but not to its parts.

What is different about these two idioms, however, is that the relationship 
between the literal and idiomatic interpretations in saw logs is relatively trans­
parent, viz., the sound of sawing logs is similar to that of snoring. Hence, this 
idiom is probably interpretable to those unfamiliar with it, by means of the 
normal mechanisms for interpreting metaphors (whatever they might be); in 
contrast, we presume that kick the bucket would be uninterpretable (on its 
idiomatic sense) to a first-time hearer. From the relative transparency of the 
meaning transfer involved in saw logs, it is easy to see why the parts of this 
idiom do not correspond to parts of the idiomatic meaning. This, we claim, is 
the explanation for the absence of idiomatic interpretations for sentences like 
(16).

(16) a. Logs were sawed by all the campers.
b. How many logs did Pat saw?

D
3.4 Consider next another widely discussed idiom: take advantage of. We 
claim that the meaning of this idiom is a function of the (idiomatic) meanings 
of its parts. More specifically, take is assigned a meaning roughly paraphrasable 
as “derive”, advantage means something like “benefit”, and of marks the 
source. These paraphrases are not exact; indeed, we maintain that no exact 
paraphrases of these expressions exist. Further, the idiomatic interpretations of 
these words are such that they cannot sensibly be composed with anything but 
each other. Formally, this idea can be expressed by treating the idiomatic inten­
sion of take as a partial function which is only defined on the idiomatic inten­
sion of advantage.

This analysis will allow the parts of the idiom to be separated syntactically, 
so long.as their interpretation are composed in the permitted manner. Thus, 
the fact that this idiom can appear in passive and “raised” forms is accounted for.

(17) Advantage seems to have been taken of Pat.
Further, it allows for the possibility of internal modification (but only by 
modifiers with the idiomatic sense of advantage in their domains). This pos­
sibility is realized in the phrase take unfair advantage of.

Finally, this analysis permits ellipsis of part of the idiom in some cases but 
not in others. For example, (18a) sounds odd because the idiomatic sense of 
advantage cannot be composed with the sense of shocked at, but (18b) has no
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*Pat took advantage we were shocked at of some of the tourists.

such mismatch, and is hence goodJ2>
1

3.5

(18) a.
b. Students take greater advantage of the recreational facilities than 

they take of the academic facilities.

spill the beans is very much like take advantage of in almost every relevant
way. The most notable difference is that it has a literal interpretation which is 
related in a fairly transparent way to its idiomatic interpretation.The 
analogy between literally spilling beans and divulging information that was to 
have been kept secret (to paraphrase, roughly, the idiomatic interpretation) is 
quite intuitive. Hence, the assignment of parts of the idiomatic sense to parts

?

of the idiom may seem more natural in this case. Thus, spill the beans^ like 
great many other idioms, is a metaphor which has become conventionalized.

a

3.6 A central feature of our analysis of the last two examples is the claim that 
the dependency between the verbs and their objects is semantic, that is, that 
the inability of idiomatic the beans to appear with any verb other than spill 
is due to the incompatibility of its meaning with any other verb. Thus, such 
idioms are regarded as the limiting case of selectional restrictions, viz., the case 
where the semantic domain of a verb is a singleton set. It is natural to ask 
whether there are any idiomatic verbs with non-singleton domains. Our theory 
leads one to expect to find them, whereas a theory that claimed that the depen­
dency was purely between the forms supports no such expectation. In fact, 
there are several examples.

(19) a. 
b.
c.
d.

hit the hay/sack
lose one’s mind/marbles
take a leak/piss/shit/crap
get off one’s ass/rear (end)/behind/tush ...

There are also cases where the same NP (with the same interpretation) may be 
the object of more than one idiomatic verb, as we would expect.

»

(20) a. play one’s cards close to one’s chest/lay one’s cards on the table
b. keep/lose one’s cool.

12) Our proposals also lead to the prediction that the advantage of take advantage of, but 
not the logs of saw logs, can be the antecedent of an anaphoric pronoun under certain circum­
stances. We, believe that this is a correct prediction, but the facts are open to debate:

(1) ^Advantage was taken of her, but it wasn’t taken of him.
(ii) *He didn't saw logs, but she sawed them.
) not ler difference worth mentioning is that the idiomatic NP's differ with respect to

[idiomatic interpretation]

definiteness. This. (which presumably reflectsmarginality of spill the a semantic difference) accounts for (he

(i) ??They spilled
beans in comparative constructions analogous to (18b):

Note, however, that ’i^ore of the beans to the Times than they spilled to the Post.
parts of spill the beans can be elliptical.

(11) I was worried that the beans might be spilled, but they weren't. I
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3.7 Finally, we want to consider syntactically highly versatile idioms like those
in (8). We will take pull strings as a typical example. These cannot be analyzed

I
in exactly the same manner as those in the previous two sections because of 
examples like (21).“)

(21) a. Pat pulled strings that Chris had no access to.
b. The strings that Pat pulled helped Chris get the job.

If we were to say that the idiomatic sense of strings was in the domain only of 
the idiomatic pull (following our analysis of spill the beans, etc.), then sentences
like (21) could have no idiomatic readings. We must allow the idiomatic sense
of strings to be in the domain of other functions, including the intensions of 
have access to and help Chris get the job. But if we do this, then we will permit 
an idiomatic interpretation of strings in examples like (22).

(22) a. Chris had no access to strings.
b. Strings helped Chris get the job.

This appears, at first glance, to be a reductio of our treatment of idioms: either 
we exclude (21) on their idiomatic readings, or we assign idiomatic interpre­
tations to (22).

However, rather than abandon our approach altogether, we propose to bite 
the bullet by letting the grammar assign idiomatic readings to (22). Support 
for this decision is provided by the fact that these sentences may be used in 
contexts where the full idiom pull strings has already appeared.

(23) Pat and Chris graduated from law school together with roughly equal 
records. Pat’s uncle is a state senator, and he pulled strings to get Pat 
a clerkship with a state supreme court justice. Chris, in contrast, didn’t 
have access to any strings, and ended up hanging out a shingle.

Hence, it seems that the oddness of (22) is not syntactic or semantic; rather, 
it is a consequence of conditions of use. It is evident that in actual language 

are not equally salient.use, the distinct readings of an ambiguous expression 
The order and degree of preference among readings are 
her of complex and poorly understood factors, probably including at least the

determined by a num-

hearer’s beliefs about the speaker and about the world, the topic of conversation, 
the speech registers in use, and relative frequency of usage of the readings. In 
particular, in the case of idiomatic expressions, it has been established (Swinney 

strong preference for idiomaticand Cutler (1979)) that hearers exhibit a strong preference lor idiomatic over 
literal interpretations. It seems plausible to conjecture further that they exhibit 
a very strong preference for a literal interpretation when the idiom is incom­
plete. This would be the case, for example, if idioms are stored in memory as

14) Examples like these have been attributed to Jim McCawley.
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chunks, with the meanings of their parts accessible only through decomposition 
of the meanings of the wholes. Then all the parts of an idiom would have to
be explicitly present for an idiomatic intepretation to be assigned, but once such 
an assignment had been made, the parts could be used in isolation, wherever 
semantically appropriate.^®'

In short, we claim that the central difference between idioms like pull strings 
and those like spill the beans is that the object of the former in its idiomatic 
sense may be an argument to many predicates other than the verb in the idiom. 
However, conditions of use, which block access to the idiomatic senses of idiom 
chunks except in contexts where the entire idiom is present, serve to partially 
mask the semantic versatility of these chunks.

It is worth mentioning that no previous work we are aware of proposes any 
sort of a principled account of examples like (21) and (22). Thus, while the 
proposal in this section involves some hand-waving references to ill-understood 
conditions of use, it is nevertheless an advance over the previous literature.

4. Conclusions
Examples like those above show that many idioms have both syntactic and 

semantic internal structure. Further, it is clear that idioms cannot be analyzed 
in a uniform fashion: there is a range of idiom types, differing along various 
syntactic, semantic, and pragmatic dimensions. To a large extent, the syntactic 
behavior of idioms is determined by the semantic relationships among their 
parts. The failure to recognize this fact has been the central weakness of most 
generative discussions of idioms.

Of course, what we have sketched here is only a prolegomena to a substantive 
theory of idioms. In order genuinely to explain the behavior of an idiom, it 
would be necessary to explicate the meaning transfer mechanism deriving the 
idiomatic interpretation from the literal one. Hence, a full account of idioms 
must await a theory of meaning transfers. While no such theory is in the offing, 
we believe that many of the puzzles about idioms which have exercised genera- 
tivists are solvable, once fundamental misconceptions are abondoned.
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Semantics
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M

Meaning is a fact of language because of a constant and firmly established
association between a given segment of conceptual material and a given piece 
of linguistic expression. It is always an abstraction from the concrete facts of 
extralinguistic experience. Meaning must be carefully distinguished from the 
purport (soderzanije-namerenije) of utterances, which can be conceived and 
passed on only in interpretable contexts—larger chunks of discourse and (or) 
in special contexts of situation. Concrete utterances with their situation-bound 
purports are facts of speech.^’

Meaning as the content of words (and word-like nominative phrases or 
“monèmes”)®) cannot be equated with concepts. Although, like the latter, it 
is a reverberation in the human consciousness of phenomena, relationships, 
qualities and processes of reality, it becomes a fact of language only when a 
constant and indissoluble connection is established between the reverberation 
and a certain sound-complex or (phonetic-orthographic) “caul” or “envelope”. 
The latter is indispensable not only because it is the physical expression of the 
content and the vehicle for communicating it to other people, but also because 
without it the particular meaning could not come into being, exist and develop. 
This is the only way for monemes (primarily, of course, the “monolexemic” 
ones) to be “definitely moulded” and “to take as much or as little of the con­
ceptual material of the whole thought as the genius of the language cares to
allow”.®) I am pleased to find the same general idea expressed in a recent 
publication: “...a semantic prototype associates a word or phrase with a pre-
linguistic, cognitive schema or image; and... speakers are equipped with an

1) “...An utterance is a unique event which has both sound and meaning. Even the same 
speaker cannot repeat the same utterance.” (Hattori 1964). Words are units of language, re­
current and readymade. This indisputable fact is borne out by billions of dictionaries. Func­
tionally the Word is “the potential minimum of the sentence—potencialnyj minimum pie' 
dloienija”. Otherwise stated “lexical items are in a sense self-contained units, whose categori'
zation determines their possible function within larger units . . . .” (Bierwisch 1982, 112). See
also A. I. Smirnicky, 1955. (Concerning metalinguistics and “representations” see, i.a. Akhmanova
1961 and 1977.) The dialectic unity of language and speech is also manifested on the lexical
phraseological level; “Every nuance ot the utterance, every subtle distinction in the meaningIl.l«.XXZ(W WX. LIJV, VX>.k«_X UHVV, JUUCIC. x
o every word in the context ot the utterance, must be reflected in one 
number of precomputed

2) “In the

of the innumerable

only to the

senses of the words themselves” (Schank, Birnbaum, and May 1982). ।
beginning was the Word". As a term, however, it is really and readily appliesb)^ aj

’ Different writers therefore, turn to a variety of descriptions-
lexical units”, “lexical items” etc. W'hat we are actually talkingJ

n^onolexeme’
“complex word-equivalents”,
about are “units produced by the first articulation” none ot which “can be further analyse' 
into a succession of signs”. “We shall refer to them as monemes" (Martinet 1960, 25).

1
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ability to judge the degree to which an object (or, if you prefer, the internal 
representation thereof) matches the prototype schema or image”.In the Soviet 
semantic tradition the “semantic prototype” under the name of “basic nomina­
tive meaning” (osnovnoje nominativnoje znacenije) has long been the generally 
accepted foundation of lexical-phraseological research and (most important) 
widely ranging lexicographic analyses and descriptions.'

As far as ontology is concerned we could go no further in our discussion of 
the relationship between expression and content in the “moulding” of linguistic 
meaning. Heuristically, however, it is necessary to dwell on the different kinds.
or types, of the connection. Briefly the main varieties can be presented as 
follows:

1. It is very easy to understand and explain the meaning because side by
side with the specific “national” expression there exists a secondary semiotic
system. Thus, for example, the fact that quatre-vingts and eighty, or soixante- 
quinze and seventy five mean exactly the same thing is borne out by the gen­
erally accepted figures—80 and 75.

2. It is very easy to understand the meaning of, for example, Russian ruka 
or noga, in spite of the fact that in English, French, and German there are 
two different terms to cover (or “mould”) each of these bits of reality—main/bras, 
hand/arm, Hand/Arm, foot/leg, etc. because the referents are directly ob­
servable, immediately tangible. Unlike (1) the different structure on the ex­
pression plane does affect thinking. Russians when learning English or French 
do have to accustom themselves to the unfamiliar taxonomies; but no serious 
semantic” problems are likely to arise.

3. “Meaning” becomes—and remains a problem with abstract notions which

savoir/connaître,
cannot be seen and touched, or conveniently represented by generally accepted 
symbols: know, znat’, savoir/connaître, wissen/kennen; want/wish/desire.
vouloir/désirer, wünschen/erlangen, etc. The “reverberation” is a “complicated 
combination of elements”. It follows that a way must be found to isolate the 
semantic elements, consider them one by one and thus arrive at an oterall 
’’ystem of “componential analysis”.

The number and variety of publications devoted to the splitting up of the 
recalcitrant “semantic structures” is legion—from the very interesting and con­
ducing analyses of E. A. Xida'O to the unconvincing mechanical “checklists''.^ 

he trouble with it—the reason why nothing can ever come of it as far as 
natural human languages are concerned, is that it violates the basic principle 

1921. “Na röznicach w sposobacli ksztaltowania przedmiotöw in\sli odpowiadaj^cych 
polegjÿ podstawowe, zasadnicze röznice niiedzy jezykami (Doroszewski, 1970). Cf.

197g
1975) »"tl Kay 1981- “Degree” evokes the concept of (Bolinger I960,

®) As
ai'e I

a sense. ..all language is metaphorical” (Schank et al. 1982).

Vi-
-»s We turn to “conceptual types” and “aitiational structuies (Bierwisch 1982, 109 IT.) we 

®PPy to be able to fall back on the “innumerable nurribers of publications. .Sec especially 
°S‘adov 19.53 and Zgusta 1971.

w
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of indissoluble unity of expression and content. As far as linguistics, jazykozna- 
nije, the science of natural human languages is concerned semantic components 
semes, etc. simply do not exist, for nobody has ever succeeded in explaining 
how they could be related to the overall phonetic/orthographic composition 
of the parent moneme. The human child gradually develops into a full-fledged 
member of a given speech community because he is systematically subjected
to a “two-in-one reverberation”—the extralinguistic object and the word or
phrase that naturally goes with it (or “the word and phrase and the prelinguistic, 
cognitive schema or image”).

There are, of course, the morphemes. There can also be no doubt as to the 
great value of, for example, “The Russian Derivational Dictionary”®’ which 
will continue to be the cornerstone of all morphological research in the field of 
lexical morphological categories for years to come. But even here “The criterion 
of semantic distinctive features held in common would not in itself be adequate 
either, since etymologically unrelated synonyms would then have to be listed 
together”.®’ From a recent dictionary of “semantic factors” (or “multipliers”, 
mnozitelej) of Russian we learn that they must be equated with “.. .the full 
words which appear on the right-hand side of the dictionary entry—the defini­
tions”. 10’ As time goes on, the hope that for natural human languages constant 
and recurring minimal features (analogs of the distinctive features for phonemes) 
can hardly be held out. First of all there is simply the “numerical factor”.n’ 
Most important, however, is the fact that the “two-sided” (dvustoronnije) units 
of the semantic level are global by definition! They are firmly rooted in our 
consciousness in the globality of the dialectical unity of the given national ex­
pression and the given national, socio-historically conditioned content. If the 
particular “dissection of extralinguistic reality” by the set of global units “comes 
in natural” we speak of knowing the language. Conversely, following A. I. 
Smirnitsky, it is this knowledge (shared with the other members of the speech-

6) Nida 1975, 1975a. What was needed, however, was a clear-cut distinction between the 
“interlinguistic” (as well as the “anthropological”) approaches and the "linguistic” (jazykoved- 
fieskij) ones. In the case of natural human languages . .le signifié est donné par la connaissance 
da la langue (Coseriu 1982, p. 120) “...les lexèmes primaires correspondent à des intuitions 
unitaires et ils ne sont dans aucun sens le produit d’un assemblage de traits distinctifs déjà

avecdonnés. Ils ne présentent des traits distinctifs que parce qu’ils entrent en opposition 
d autres lexèmes: ce sont les traits distinctifs qui existent en vertu des oppositions, non ps® 
le contraire” (Coseriu 1982, pp. 123-4). Cf. Akhmanova 1970. Most instructive remains ih~ 
Discttssion to Colby 1966.

7) On second

the

We. . . thoughts I would not like to sound categorical. Difficulties do arise,
istinguish between signification and designation, but we cannot divorce them altogethei

( oseriu 1982, Note 8). There certainly is something in the idea of a “commercial transaction 
scenario (Schank et al., 1982, pp. 136-7).

8) Worth et al. 1970
9) Karaulov 1980.

10) Ibid p. 8.
11) 10.000 words to °oe phoneme! (400.000 words in the NED, with only about 40 phenefflC^ 

in Modern English) Cf. Coseriu 1966. J
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j-ommunity) that constitutes the peculiar semiological system, Saussure’s
“langue . 12)

Having introduced the phrasal term “semiological system” I must hasten to 
emphasize the modifier—“peculiar and specific” because of the dialectical unity 
of the “expressionist” and the “functionalist” approaches. Words are normally 
used in accordance with their “intensional” meanings—a pie is tasty or savoury. 
A “delicious pie” is normal, but implying almost effusive praise of the food. 
We would certainly not speak of a “delicious road” in the natural order of 
things. But what if we suddenly came to a neglected part of the road, almost 
buried in flowering bushes—un lieux délicieux? “Delicious” is a Romance word. 
It does not have to be kept in check by the rigours of Anglo-Saxon under­
statement. “Meander” is normally said of rivers and streams, but there is nothing 
to prevent using it metaphorically, to denote any kind of “proceeding” or “move­
ment”, including speech, so long as it is not straightforward and purposeful. 13) 
Using a language like English is not fully conditioned by a commonly shared 
stock of units and patterns. So much depends on the register, the purport, the 
speaker’s (writer’s) linguistic sophistication, sense of humour, attitude to quibbles 
and word-play, age and background knowledge, and many other factors. The 
more influential the speaker/writer, the greater the impact of the particular 
habla on the system. Our knowledge of language is never complete. It is not 
a “finite state”, because of the perpetual interaction between the processes of 
speech and the amount of knowledge derived from them by particular individuals 
at any given time.

So much, then, in so far as the semantics of natural human languages is 
concerned. I shall now turn to interlinguistics, the science of auxiliary languages, 
from international a-posteriori ones, like Esperanto to the infinite variety of 
the a-priori kind—mathematical mediator, logico-informational, classificatory, 
algorythmic machine, etc. etc. up to extraterrestrial communication. In extreme 
cases interlinguistics is conceived as an abstract deductive theory. It sets out 
to create by abstraction, on the basis of mathematical logic a system of pure 
elementary semes”, universal semantic factors (multipliers). Natural human 
language is part of philology, while interlinguistics is part of semiotics. It is 
extremely important to understand the difference, the implied ontological and 
heuristic reversal. It is most unfortunate that for decades so many people have
striven to do away with the study of natural human languages altogether,
abolish philology, give up studying languages and proclaim different
of deductive constructs as the only scientific approach to Linguistic Theory ’Ji)

Now that things 
’-ytical” theories are

varieties

little

are changing for the better (the moie ariogant and 'phago- 
being gradually cut down to size) there is time to go a 

more deeply into the mutual relationship of linguistics and interlinguistics.

'2) Sniirnitsky 1954.
. “A la tendance à l’accord des locuteurs s’oppose leur tendance à la fantasie, à la crta- 

*"ité, à l’anarchie. D’où les incohérences du système” (Buyssens 1980).
The climax came with generative-transformational grammar.
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the dialectics of the physei and the thesei, the study of human language “in its
natural state” and of “what people have tried to do to it” by way of rationally

I

improving (optimising) it as a means of intellectual communication. It is i 
longer “either-or” (with cavalier attempts at establishing superiorities), but
painstaking investigation of the advantages of give-and-take on both sides.is)

no 
t a
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Formal and Lexical Semantics

Manfred Bierwisch
Academy of Sciences of the GDR

The title of this paper refers to two domains in the study of meaning: the 
compositional structure of meaning depending on the formal make-up of lin­
guistic expressions, and the interpretation of lexical units entering into the com­
positional structure. The aim of the paper is to pursue some of the issues arising
from the integration of the two domains. so as to account for the way in which
the compositionality is anchored in, and sets the stage for, the meaning of 
lexical items. After some remarks on general and background assumptions, I 
will mainly be concerned with two topics: the conceptual interpretation of 
lexical items, and the role of so-called thematic relations in compositional struc­
ture. Because of the limited space, my discussion will be somewhat program­
matic, relying on exemplification rather than systematic exposition.

1. On the Nature of Semantics
Semantics studies certain aspects of the meaning of linguistic expressions 

and tries to reveal the laws and principles underlying these aspects by con­
structing an explanatory theory of its subject matter. There are various ways 
to turn this general view into more specific proposals. In what follows, I will 
consider semantics as an empirical discipline whose subject matter belongs to 
the realm of mental representations underlying human behavior, including in 
particular the use of natural language. Mental representations are to be thought 
of as (probably second order) properties of the human organism. They are 
determined by two types of conditions: (a) the inherited principles of mental 
organization, and (b) the physical and social environment the organism interacts 
with. Neither this determination nor the resulting representations or opera­
tions on them are amenable to any simple and direct observation. Suffice it 
to say, then, that I will assume a materialist conception of mental structures 

and hence of semantics—in the sense that both the internal and external
conditions shaping mental representations 
properties of the universe.

are ultimately to be traced to material

On this account, semantics becomes a branch of the Cognitive Sciences, 
primarily concerned with certain aspects of understanding linguistic 

mterances^ where understanding is now to be characterized by the creation of
which is

mental representations of a
somewhat more precise, let me briefly compare it 
in Logical Semantics.

certain type. Before I am going to make this notion 
with the approach developed

Logical Semantics, descending from the tradition of Frege, Carnap, Tarskb 
and others, is primarily concerned with the truth and reference of linguisticJ122
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expressions. The meaning of an utterance—or rather its denotative aspect—
is captured on this approach by its sense or intension, which is a function that
determines its reference and truth value with respect to a given context and
situation. This approach has been developed by Model Theoretic Semantics
into a fully explicit formal theory which precisely specifies the combinatorial
structure of intensions with respect to arbitrary possible worlds (where the ex­
tension comprises both reference and truth value). Semantics thus becomes 
ultimately a branch of mathematics.

One might be tempted to reconcile the two approaches by interpreting in­
tensions as a characterization of the mental representations in question. To 
understand a sentence would then amount to having mentally represented its 
intension. This comes in fact close to Frege’s original conception of sense, and 
to Wittgenstein’s notion that to know the meaning of a sentence is to know 
what is the case if it is true. This interpretation would at the same time
provide an explicit formal theory of the structure of the relevant mental
representations, and an account of how these representations relate to reality, 
that is to say how utterances refer to and describe whatever they are about. 
There are, however, certain difficulties with this reconciliation, one of them 
concerning the intension of lexical items and thus of direct relevance to the 
present paper.i’ The problem is roughly this: The meaning of many lexical 
items, as Putnam (1975) has argued, cannot at the same time be mental repre­
sentations of some sort and also effectively determine the reference of the term. 
The simplest case is that of incomplete knowledge of the relevant criteria. 
Thus someone who cannot tell an elm from a beech tree is not able to determine 
the extension of these terms, even though he might know that their extension 
is different. The meaning of an expression therefore cannot in general be a 
function that effectively determines its extension. Putnam’s solution to this 
problem has two parts. First, a meaning is a mentally represented stereotype, 
and second, it is related to its extension by a causal connection to an appropriate 
sample of the extension encountered on the occasion of the introduction of the 
term. This proposal raises at least two questions, though: (a) What is the

stereotype? (b) How can the sample be identified that serves the 
initial specification of the stereotype? I will take up these questions in Section 3.
structure of a

Returning to the characterization of mental representations, I will make the
following preliminary assumptions:
(i) Mental organization is modular, i.e. different systems and subsystems of 
^nental structure interact in specific ways in determining the way in which the
^^tganism copes with its environment. (See Chomsky (1980) for further dis-
<^ussion of the notion of modularity.)
^’0 Each mental system is based on a set of principles which lead, by way of
ontogenetic development, to a system of rules or patterns specifying the mental

b Another problem, about which I have nothing to say, concerns the truth conditions ot 
Ptopositional attitudes like know, believe, hope, etc. See the papers in Peters and Saarinen 

for extensive discussion.
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representations underlying the pertinent domain or aspect of behavior, 
(iii) Among the mental systems, there is the language system L and the con­
ceptual system C, the representations of L being responsible for the use of 
natural language, and the representations of C determining the way in which 
real and fictitious situations, perceptions, actions, and systems of belief are con­
ceptualized.

On the basis of these assumptions, the subject matter of semantics can be 
construed as the principles, rules, and representations that constitute the inter­
face of L and C, and more specifically as that subsystem of L that determines 
the way in which representations of L are related to, or interpreted in terms 
of, representations of C. That is to say, semantics deals with the relation of 
linguistic utterances to actual or possible situations, objects, events, etc., insofar 
as these are conceptualized by representations of C. How these eventually relate 
to what they are representations of is an important empirical question, but it 
concerns the interpretation of linguistic utterances only indirectly, i.e. via the 
mediation of conceptual representations.. It follows from these considerations 
that semantics is dependent on and contributes to both the theory of the lin­
guistic system L and the conceptual system C, although both systems have 
properties that go far beyond the proper concern of semantics.

2. Levels of Representation
In order to narrow down the previous considerations, I will make the follow­

ing more specific assumptions about mental representations. First we may 
distinguish what is pretheoretically called the form and the meaning of an 
utterance. There are (at least) two types of representation involved in the form 
of an utterance: its phonetic representation p and its morpho-syntactic repre­
sentation syn. I have nothing specific to say in the present context with respect 
to p and will simply assume that it captures the segmental and suprasegmental 
characteristics of the pertinent utterance type. As to syn, I will assume that it 
is to be characterized by a labelled tree (or equivalently a labelled bracketing 
of its terminal string) with syntactic categories and formatives attached to the non­
terminal and terminal nodes, respectively. In addition to the constituency thus 
indicated, syn might also account for binding relations expressed by indices. For 
the sake of illustration, (2) might be considered as a rough approximation of 
one of the syntactic representations assigned to the ambiguous sentence (1): 
( 1 ) Who did you expect to leave?

I 
I

(2)
S

I

I
I
I

COMP'
,1

NP- Np- TNS

who you Past

's

V

expect

VP

s.
1

nfÇ
I*e to

VP

leave
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The alternative structure of (1) with transitive leave would be something like (3)
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/ 3 ) [s [npi who] [np you] Past expect[s PRO[vp
There are various ways to specify further the necessary details, the rules that

to leave[NP, e]]]]

underlie (2.) and (3) and that relate both to (1). As I will not be concerned with 
these problems in any detail, I will simply assume that syn can be accounted 
for by the notion of S-structure developed in Chomsky (1981).

With respect to the meaning of an utterance, I will claim that again at least
two different types of representation must be distinguished, which I will call
die semantic representation sem and the conceptual representation or utterance
meaning m. As to sem, it can by and large be identified with the logical form
of an utterance in one of the various renderings of that term. In fact, one 
might think of sem as an elaboration of what Chomsky (1981) calls the logical 
form LF, where the elaboration concerns two points: first, I will assume a 
certain amount of internal structure for lexical items, and second I take syn 
and sem to be based on different sets of categories. More specifically, sem is to 
be characterized by categorized semantic primitives, either semantic constants 
or variables, where the categories serve two functions: first they specify the 
combinatorial structure of sem in terms of functor-argument relations leading 
to categorized trees,2) and second, they determine the type of conceptual units 
in terms of which basic or complex units of the semantic level are to be in­
terpreted. In addition to constituency determined by the categorization, sem 
is subject to the usual variable binding. Pending further specification, (4) 
would be a first approximation of the semantic representation assigned to (2):
(4) V

<Q/S)/S

WH X PERSON
I 

S/N

X 
I

N

PAST EXPECT YOU E

Q/S

s'

I I
S/S S/NN N

I 
S/S

I 
S/NS

X 
I

Y GO-TO NOT AT

N

Y 
I

\______ S
_____ _ S 

Q
Here PERSON, PAST, EXPECT, YOU, etc. are first step approximations of 
semantic primitives, about which I will have to say more below, S (for sen-
Wnce), N (for name) and tentatively Q (for Wh-Question) are basic cate­
gories, S/N, S/S etc. are functor categories.®’ The type of representation illus- 
№ated in (4) is based on a categorial language. For further specification. 

Section 6. Dropping the categorization, the semantic representation as-

of
2) While the ordering of the terminal string in syn is crucial, it is presumably only a matter

fu with respect to sem.
^•^tor before its arguments.

In what follows I will adopt the convention of placing the

e

For the sake of simplicity, I have not indicated the categorization of the binding operators 
and E. Schematically, WH would be categorized as ((Q/S)/S)/N, E as (S/S)/N. Operators 
these deserve special discussion, though, which I cannot enter into here.
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signed to (3) can be specified by (5)
<’5 ) [[WH X[PERSON X]] [PAST[EXPECT YOU[GO-TO[NOT

[AT YOU X]]]]]]
Both (4) and (5) are based on something like (6) as a rough lexical characteriza 
tion of (transitive and intransitive) leave, where and Ÿ are abstractors bind 
ing the pertinent variables. (See Section 4 for further discussion.) 
( 6 ) Y[X[GO-TO[NOT[AT X Y]]]]
Before turning to the level of the conceptual representation m, I will briefl' lycomment on the relation between the various representations and the rules 
underlying them. Following usual assumptions, I take the triple \p, syn, sem'] 
to be determined by the rules and principles underlying L, that is by the 
grammar G, where the syntactic rules of G specify syn, which is mapped by 
morphological and phonological rules of G into p, and by rules of construal 
and binding as discussed in Chomsky (1981) together with lexical rules like 
(6) and the principles of lambda-conversion to be discussed below into sem. 
We may now think of sem as determining the conceptual structure m, which 
is in turn relative to a conceptual context type In Section 3, I will discuss 
some of the principles that relate sem to m, indicating the way in which lan­
guage is, so to speak, hooked upon conceptual structures. Ignoring intermediate 
representations that are likely to intervene at certain places, we get something 
like (7) involved in understanding an utterance type:
{ 7 ) [[p, syn, sem]ct, m]
Notice that just as p, syn and sem are based on the rules and principles of L, 
Ct and m are determined by the rules and principles of C and related, in turn, 
to representations of the perceptual, motoric, emotional and probably further 
mental systems.

It should be obvious that any attempt to even outline the general format
of m goes far beyond any present possibilities. There are, however, quite a few 
proposals to start with. Thus Johnson-Laird (1982) introduces the notion of 
“mental model” as a type of representation that captures some of the essential 
conditions that must be postulated for m. Instead of listing further proposals 
and specifying tentative details, I will merely assume that the principles and 
rules underlying representations in C provide among others the types of *’ 
basic ontology, i.e. individuals, properties, relations, events, time and spac^ 
coordinates, as well as the conditions on combining them into proposition  ̂
specifying more or less complex situations or states of affairs. Thus if bWless complex situations or states of affairs. Thus
represents a property and u an individual in C, then something like blackfj^')
ascribing that property to u should be a possible part of an m in C.®’ 

type with respect to
slightly differently, ri might be construed as the mental model of a sitiiati^

■which
that », characterizes cf relative to ci.

5) A somewhat

is to be interpreted, resulting in a modified model cf,

tnore specific assumption about m would be provided by the ‘discoU^^^ 
- senteo'^^representatmns developed in Kamp (1981), according to which the interpretation of 

ends Up with 3 Structnv^^ _£ rsri^nricitir^n« and Hicr'zsiii-C'.Q ___ _up with a structured set of elementary propositions and discourse referents.

siic>’

a

J
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Let me conclude this section with three methodological remarks. First, as 

already mentioned, mental representations, rules, and principles are not avail­
able for direct observation. They are rather to be inferred from all kinds of 
indircot evidence and subject to reasonable idealization.

Second, following this general principle, different levels of representation
are to be postulated if (and only if) there are relevant generalizations to be
captured by their distinction. Thus, although both syn and sem are specified 
by categorized trees, they cannot be collapsed into one level of representation. 
Lo mention just two reasons, neither the categories nor the terminal elements 
coincide in general. Thus, while e.g. John, who, everybody are all categorized 
as NP for general syntactic reasons, they belong to rather different categories
semantically, John specifying a name, who and everybody binding operators
of different types. And the semantic representation of basic syntactic units may 
have an internal structure that by no means coincides with their specification 
with respect to syn.

Third, the complement of this remark is, that two representations of dif­
ferent levels must not be stipulated to be different beyond those distinctions 
that are motivated on theoretical and empirical grounds. Thus syntactic and 
semantic representations should have different hierarchical structure only to 
the extent that is determined by empirical conditions. By the same token, 
syntactic formatives may be individuated to a large extent by their phonological 
forms, and similarly semantic primitives may to some extent be identified by 
conceptual conditions. As a heuristic consequence of this condition, concepts 
may often be picked up by the words they interpret under certain fixed con­
ditions, though this must not be misconstrued as a theoretical identification 
of words and concepts.

3' Words and Concepts
Different types of words pose different problems. Words like although, only, 
every differ from say, cat, run, idea, school not only by their syntactic and

semantic categorization, but also by the manner of their conceptual inter­
pretation. Hence there is no simple generalization of the following proposals 
to lexical units in general.

An important fact about lexical knowledge as opposed to other parts of
^*nguistic competence seems to me its considerable variability, even under 
appropriately idealized conditions. I take this, in fact, to be an intrinsic feature 

lexical competence, which concerns not only the quantitative aspect, i.e. the 
^act that we constantly acquire new lexical items in a way that does not hold 

other parts of the grammar, but also the individual lexical items themselves, 
although these two aspects are not independent from each other.

I will discuss three aspects of the conceptual interpretation of lexical items 
*^bat are involved in this flexibility. These I will call conceptual differentia- 

conceptual shift, and conceptual specification. The first concerns the 
^'^ture of concepts per se, the last two concern the relation of words to concepts.
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I will take them up in turn. I will suppose without further argument that
the existence of concepts does not coincide with their lexicalization, that is to
say that in principle there may be concepts that are not connected to linguistic
expressions.®) As a Starting point, let us assume the following:
( 8 ) A concept C is determined by a schema [t, [a^ . . . , a„]] where t is

conceptual type, and [a, ■ , a„] is a system of explanatory principles
according to which concepts develop.

The conceptual type t is provided by the ontology inherent in the con­
ceptual system C, according to which concepts are sorted into representations 
of individuals, kinds, properties, relations, events, etc. The system of principles
a,-1, . . • , an accounts for the different dimensions according to which actual and
possible experience is organized. Substance, structure, function, causal connec­
tion are plausible candidates for these organizational principles.^) They pro­
vide the framework according to which common sense as well as scientific 
knowledge develops.

These principles play different roles with respect to different concepts, and 
they may allow, moreover, for different stages in the development of a given 
concept. Water for instance might first be characterized as to structure and 
function, and only later on by something like H2O for substance. Instead by
a fixed and uniform stereotype. a concept will thus be represented by a flexible
schema of distinctions emerging from the principles in terms of which ex­
perience is accommodated. On this account, common sense and expert con­
cepts are not necessarily separated, but are different, though compatible dif­
ferentiations with respect to alternative principles.

A crucial assumption underlying these considerations is the interdependence 
of concepts. Common sense explanations, just as scientific theories of different 
kinds, are not collections of isolated concepts, but rather connected systems that 
organize coherent domains of experience. For the sake of illustration, we may 
assume that C contains e.g. the following fairly different subsystems:
(9 ) Spatial structure, determining

(a)
(b)

(c)

a system of coordinates
conditions on orientations,, such as verticality, internal 
etc.
operations of comparison and measuring

vs. external,

(10) Social structure, determining (among others) 
(a) dimensions of social relations

6) That is to say that conceptual distinctions need not be reflected linguistically, as is widely 
documented by pre-linguistic cognitive development, both human and otherwise. Whether in 
certain cases they cannot be so reflected, may be left open here. Notice, however, that there 
may be lexical items which, though not synonymous, are not related to conceptually distinct 
representations either. Putnam’s elm-beech-problem is a case in point. The elm-beech
distinction provides,

Putnam’s elm-beech-problem is a case in point.
SO to speak, a slot for conceptual specifications, without aci:tually filling i';

7) This proposal is discussed in Moravesik (1981), where the Aristotelian notion of “aid® 
IS interpreted as explanatory factor” and the four Aristotelian categories of explanation 
mncti'iir.zl „„ . . . . _ ,

are
construed as an aitiational frame” according to which conceptual structures might develop- J
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(b) social institutions and the roles emerging from them
(c) aims inherent in social behavior

Although hopelessly provisional and incomplete, examples like these allow 
for some principled remarks. First, concepts acquire their specifications within 
highly organized systems, composed of conditions or principles that need not 
correspond in any simple way to separable features of individual concepts. 
That is, although concepts are compositional in some crucial sense, they are 
not collections of isolated conceptual components. Second, by the same token.
a given conceptual component may determine a whole system of interrelated 
concepts—somewhat like an axiom determining a whole system of theorems 
within a coherent theory.

With these considerations in mind, we may think of a concept as picking 
out—or abstracting over-—a certain type of entity by means of its conceptual 
type, where the specification of the entity in question is provided by the con­
tent of its aitiational structure. To give an informal illustration, the concept 
of height might be something like (11), where m(x) is the type of a function 
that assigns a measure to an entity.
(11) [m(x) [aa: v is the vertical dimension of x & m is the measure of vj] 
Assuming that conceptual differentiation proceeds somehow along the lines 
outlined so far, we may now turn to the question how lexical items relate to 
concepts. The basic idea to be pursued in this connection is this: Lexical 
items, even if they are not ambiguous in any ordinary sense, are in general 
related not to single concepts, but rather to systematically connected families 
of concepts. A lexical item, that is to say, generates a more or less diversified 
family of concepts, each of which may become, depending on the context of 
interpretation, its conceptual interpretation. The mechanisms involved are 
conceptual shift and conceptual specification.

To illustrate conceptual shift, consider the following examples:
(12) I put the letter on your desk.
(13) The letter has been distributed to the whole faculty.

set of those objects, (14) the informa-

is

(14) The letter finally led to a political crisis.
(15) For many poets, the letter is a genuine literary genre.

Under the most natural interpretation, the letter in (12) represents a phys­
ical object of a certain kind, in (13) a set of those objects, (14) the informa­
tional content, and in (15) the type of informational structure. Although closely 
delated, these interpretations of “letter” clearly are different concepts amen­
able for different predications. Notice, first of all, that this kind of variation 

fairly widespread. Book, novel, poem, madrigal, symphony, sculpture, pic- 
^ure and many others all produce similar, though not always identical varia­
tions; similarly school, university, theatre, parliament, etc. variably represent 

institution characterized by a certain purpose, the location of the institution, 
J ® principle underlying the institution. Further types of lexically generated 
^milies of concepts can easily be added. Consider for example the particularly 

'titriguijjg families determined by word, phrase, or language. It is furthermore

the
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to be noticed that conceptual distinctions of the type in question frequently 
remain completely implicit, escaping any explicit discrimination, until par­
ticular demands come up. In fact, the recent history of linguistics consists to a 
reasonable extent in the clarification of the concepts associated with language, 
eventually distinguishing them terminologically by competence, performance, 
dialect, idiolect, communication, etc.

Returning to letter, suppose that its semantic representation in the lexicon
is something like (16), which generates a family of concepts that is centered
around (17), the concept showing up in (14). We may then assume that C 
contains i.a. the principles (18) to (20), which give the interpretations of (12),
(13).
(16)
(17)
(18)
(19)
(20)

I, and (15), respectively, if (17) is substituted for the variable x. 
XjWRITTEN INFORMATION X & E Y[E Z[ADDRESS Y X TO Z]]]
[xfaj: X is visually represented information, a.■3 : E y E z[y addresses x to z]]]
[z[z is physical object & x is represented in z]]
[z[z is a set of physical objects & Vw[w e z—»x is represented in w]]] 
[z[z is the kind of x]]

Although this highly provisional example raises more questions than can be 
answered or even formulated here, it may suffice to illustrate the problem of 
conceptual shift, viz. how a (non-ambiguous) lexical item is related to an 
organized family or type-shifting concepts clustering around a defining core.

Let me now briefly illustrate the related, but different phenomenon of 
conceptual specification. Consider the different ways of losing involved in (21) 
to (25);
(21)
(22)
(23)
(24)
(25)

John lost his money, as he was not aware of the hole in his pocket.
John lost his money by speculating at the stock market.
John lost his friend in the overcrowded subway station.
John lost his friend in a tragic car accident.
John lost his friend, as he could never suppress bad jokes about him.

Suppose the lexical semantics of lose is something like (26), with Z ranging 
over events to be specified at the conceptual level:
(26) Xf'if[E Z[CAUSE Z[GO-TO[NOT[HAVE Y X]]]]]]
Here different specifications both of the event-variable and of the HAVE-rela- 
tion on the conceptual level produce the different concepts fitting the contextual 
settings induced by (21) to (25). The difference between conceptual shift and
conceptual specification is, that the latter does not create different types or 
categories of concepts, but rather various specifications within one and 
same conceptual type by filling in open slots, so to speak. Without going 
further detail, I will merely point out that the three types of variation I have 
discussed may interact in various ways. Consider e.g. tne spicuMUL tunv-r 
dence betw’een conceptual shift and specification in cases like (21) and (22)- 
4n (21) money must be understood as referring to concrete objects and lose aS 
a change of location, in (22) money refers to abstract exchange value and l(^^^ 
to a change in possession. Similarly letter and ignore in ( 
between

the systematic correspt”^

I

a concrete and an abstract interpretation:
(27) and (28) co-varY= J J
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/27) John ignored the letter that lay on the desk.
/98) John ignored the letter that contained all the missing information.
Let me conclude this section with some remarks on the way in which semantic 
primitives—or more specifically semantic constants—match with conceptual 
specifications. From what I said about conceptual components, it should be 
clear that there can’t be a simple isomorphic correspondence between semantic 

and basic conceptual constituents. In fact, semantic and conceptualprimitives
representations are organized according to fairly different principles, adapted 
to different purposes and conditions: C has to integrate different modes of 
experience by means of certain principles of explanation, while semantic repre­
sentations are basically determined by formal properties of linguistic expres-
sions. To use a by no means superficial analogy: Semantic components 
accommodate conceptual configurations, which are determined by at least 
partially independent principles, to the combinatorial principles of language.
just as phonological features accommodate motoric and perceptual principles 
of speech production and perception to the combinatorial structure of linguis­
tic form. This accommodation seems to be achieved by semantic primitives 
that sometimes correspond rather closely to more or less elementary conceptual 
constituents, sometimes, however, relate to fairly complex conceptual structures 
that may contain, morever, open parameters to be fixed either accidentally in 
terms of contextual conditions, or systematically according to explanatory prin­
ciples, the flexibility of stereotypes being a case in point.

4. Thematic Relations

‘eAccording to what has been said so far, semantic representations are deter­
mined by two types of conditions: the principles of conceptual structures which 
they have to accommodate, and the principles of formal linguistic structure of 
which they are a part. More specifically, the semantic representations mediate 
between conceptual representations and the combinatorial structure of syntax. 
A crucial part in this mediation is played by the lexical items. They are, on 
the one hand, the basic elements of syntactic representations while on the other 
hand they are related to fairly complex and flexible configurations of conceptual 
structure. In view of the latter, semantic representations of lexical items in 
general have a certain amount of internal structure, i.e. they are configurations 
Qf semantic primitives determining the context dependent conceptual inter- 
P^Qtation of linguistic expressions. Although more would have to be said 
® out the principles underlying this interpretation, I will assume that they

how
to be developed along the lines discussed above, and turn to the problem 
the internal structure of lexical items is related to their role in syntactic 

^‘’■uctures.
To begin with, I will assume that lexical items are in a sense self-contained 

/^^Uctural units, whose categorization determines their possible function within 
^cger Units, while on the other hand the combinatorial structure within and 

®tWeen lexical units is determined by the same principles. In fact, this as-
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sumption has already been illustrated by the illrustrations in section 2, where
(6) was given as the lexical semantics of leave, a complex unit of category 
(S/N)/N, which then occurs in syntactically determined combinations like (4) 
and (5). In what follows, I will show more specifically how thematic relations
as one of the main principles determining the combinatorial potential of 
lexical items, mediate between external and internal compositionality.

Eor the sake of illustration, consider (29) with the syntactic structure (30) 
and the semantic representation (31):
(29) John left the university.
(SO) [sUrJohn] [iNsPast] [vp[vleave] [Npicetthe] [^university]]]]
(31) [[DEEXjUNIVERSITYX]] [PAST[GO-TO[NOT[AT JOHN X]]]]]
Ignoring a large number of problems that are irrelevant to the present issue, (31) 
derives from (30), if we asesume the following oversimplified lexical entries 
for John, leave, and university:
(32) [/John/ ;[+NP]; [JOHN]]
(33) [/university/; [ + N], [_]; X[UNIVERS1TYX]] 
(34) 
Here

[/leave/; [+V]. [_(NP0]: X.[X,[GO-TO[NOT[ATX.X^]]]]]
JOHN and UNIVERSITY are in fact complex semantic constants of 

category N and S/N, respectively, while GO-TO and AT (of category S/S and 
S/NN respectively) come closer to primitive constants to be Interpreted by con­
ceptual configurations defined by the systems of (abstract) space and motion. 
In order to get from (30) to (31) by means of (32) to (34), lambda-conversion 
according to the following principles must be assumed:
(35) (i) If a lexical item is subcategorized for NP, and its semantic repre­

sentation contains X,, then NPi specifies X,. (Complement rule CR)
(ii) The Subject NP of a verb specifies the innermost X, that is not 

coindexed with a complement NP. (Subject Rule SR)

(36) (a)
The notion of a specified X in (35) is defined as follows:

a specifies X if a replaces by lambda conversion all X bound by X.
(b) A constituent C specifies X if a is (bound by) the semantic repre-

sentation of C and a specifies X.
Consider next (37) with the semantic representation (38): 
(37) (a) John left. (b) [stNpJohn] [iNsPast] [vpleave]]
(38) [PAST[EX[GO-TO[NOT[AT JOHNX]]]]]
In order to account for this intransitive reading of leave, 1 have indicated m 
(34) that its object is optional.. The interpretation of the respective abstractoi 
Xg in (34) will now be taken care of by the following clause to be added to (35)- 
(35) (iii) If X is not specified by CR or SR, replace X ... [^] by ... E Xfip]’ 

where [p] does not begin with Y.
(Unspecified Argument Rule UAR) 

As can easily be
ill
to

seen, with this extension, (34) and (35) account for (4) as well 
as ( ), I.e. for both readings of (1). Moreover, the rules in (35) generalize 

natural way to lexical items of different semantic categories, in particidar 
ver s with more than two arguments and to relational nouns. For the sake of■i



Bierwisch 133

’llustration, consider the following rough approximations:
(39) [/bring/; [ + V],

[_(NP0NP3]; X.[X,[X.[DO-CAUSE Xi[GO-TO[AT X,X^]]]]]]
(40) [/brother/; [ + N],

[_(of NP, 's)]; 5<,[X2[SIBL1NGX2X, AND MALE X^]]]
(39) would provide, among others, the semantic representation (42) for (41), 
while (40) accounts for both (43) and (44):

1

(41)
(42)

What did you expect me to bring?
[[WH X[OBJECT X]]

[PAST[EXPECT YOU[E Y[CAUSE ME[GO-TO[AT X Y]]]]]]]
(a) the brother(43)

(44)
(b) [DEF X[E Y[SIBLING X Y AND MALE X]]]

(a) a brother of mine (b) [E X[SIBLING X ME AND MALE X]]
We can now conceive the thematic relations of a lexical item as determined 
by the lambda-bound variables defining its semantic categorization and, there­
by, its combinatorial possibilities. More specifically, we can define the assign­
ment of thematic roles to syntactic constituents in the sense discussed in Chom­
sky (1981) as follows:
(45) A lexical item LI assigns to a constituent C a thematic role R iff C spe­

cifies some X of LI according to (35).
A plausible consequence of (45) is the fact that the content of R is determined 
by the semantic constants in LI whose arguments are bound by X. Notice 
furthermore that on this account thematic roles are not only assigned by verbs, 
but also by nouns and, of course, other lexical items. Instead of pursuing the 
problems connected with this generalization, I will briefly consider the fact 
that not all subjects enter into thematic relations. There are basically two 
types of non-thematic subjects, viz. those of verbs like seem, etc., and of verbs 
like rain. Their respective lexical entries are something like (46) and (47), 
where RAIN is a (presumably complex) constant of category S, and SEEM of 
type S/S, i.e. the variable Xj in (47) is of category S.
(46) [/rain/; [ -f- V], [_]; [RAIN]]
(47) [/seem/; [ +V], [_SJ; ^,[SEEM X,]]
As can be seen, the subject Rule (35ii) cannot apply, as—for different reasons 

there is no X to be specified by the subject NP. Hence no thematic role is 
assigned to the subject of verbs like (46) and (47). The syntactic consequences 

this fact are then determined by the principles discussed in Chomsky (1981).®) 
Pursuing the preceding outline, we may eventually arrive at a theory that

Actually, the situation is slightly more complex with seem, as we have to 
a y for sentences like (i), but also for cases like (ii):

(i) John seems to have the solution.

account not

fi*) John seems to me to have the solution.
Co ’^OQuires a lexical entry like (iii), where the optional parts in the syntactic anti the semantic 

'aponents are interdependent:
fifl) [/seem/; [+V], [_(to NPj) S,]; X,[(X2[CONCEIVE XallSEEM X,]]]]

'•atinot pursue tlie details of this account any further.
I
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accounts both for the external and the internal combinatorial structure of
lexical items and for the way in which this structure is related, primarily by 
thematic relations, to the combinatorial structure of syntax. In other words, 
we will arrive at a theory of the structure of sem and its relation to syn. This 
leaves us, however, with the still unsolved problem to account for the way in 
which combinatorial relations in sem correspond to the combinatorial struc­
tures that connect the conceptual structures in terms of which semantic primi­
tives are interpreted. As illustrated by examples like (27) and (28), the con­
ceptual interpretation of lexical items—or larger constituents—depends not 
only to their combinatorial relations in sem, but to a large extent to conditions 
in ct and m, which are subject to the principles and rules of C. And there is 
no reason to believe that the combinatorial structures in C are in any way 
simple correlates to those in semantic or syntactic structure. Hence, even if 
we were given the principles according to which semantic constants are to be 
interpreted—by conceptual shift, conceptual specification, etc.—we would still 
face the problem of accounting for the correlation between the combinatorial 
principles of semantics and of conceptual structure. I believe that at least the 
beginnings of a plausible story about that correlation can be told, if one starts 
with notions like Mental Model in the sense of Johnson-Laird (1982) or Dis­
course Representation in the sense of Kamp (1981), but that would go far 
beyond the limits of the present paper.

5. Language and Thought
Assuming that at least in principle an account of the relation between 

sem, the contextual setting ct and the conceptual interpretation m can be given 
along the lines indicated above, two final remarks might be appropriate. The 
first concerns the relation of m and ct to the “external” reality, i.e. to the 
things and situations linguistic expressions are used to talk about. The formal 
aspect of that relation can be captured in a number of ways, the most pro­
mising one, to my opinion, being the proposal developed in Kamp (1981) ac­
cording to which a mental model m is true in a model M if and only if 
can be embedded in M, that is, intuitively speaking, if m is a substructure of 
M, where M is the structure of the "external” reality. The substantial aspect 
of this relation, i.e. the way in which a speaker/hearer construes his experi­
ences in terms of conceptual representations, is an empirical problem to be 
dealt with by theories of perception, physical action, rational explanation, 
emotion, social interaction, and is the outcome of the way in which the respec­
tive mental systems interact. Notice that on this account truth and reference 
are defined over conceptual representations, not over linguistic expression® 
directly. This observation leads to the second remark. As logical relations and 
operations are to be determined by preservation of truth values, they must

e ne over conceptual, rather than semantic or syntactic representations. Thi® 
can easily be shown by examples like (48), which—unlike (49)—is not a valid 
argument under any reasonable interpretation.

id^ll

I
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/48) rhe president is elected by public vote. Mary’s husband is the president.
Hence Mary’s husband is elected by public vote.

/49) The president is the first speaker. Mary’s husband is the president.
Hence Mary’s husband is the first speaker.

In Other words, logical relations can be construed as relations between linguistic 
expressions only under highly restricted conditions, as the structure of thought 
is not in general to be identified with the semantic structure of linguistic ex­
pressions. This does not mean that language cannot be a very effective means 
to articulate and clarify conceptual representations. It indicates, however, that 
the meaning of a linguistic utterance—construed as the thought it expresses— 
cannot in general be identified with its semantic representation.

6. Appendix
The formal framework in terms of which I have characterized semantic 

representations is that of a Lambda-Categorical Language LC in the following 
sense.

C is(i)

(ii)

(iii) 
(iv)

system of categories such that
(a) C contains a finite set of basic categories S, N. . . .;
(b) if a, bj, . . . , b„ are categories, then (a/b^ . . . b^) is a category. 
B is a finite set of basic constants. Each element of B belongs to a 
category a of C. 
For each category a of C there is an infinite set of variables.
The expressions of LC are defined as follows:
(a) 
(b)

(c)

(d)

The elements of B and are expressions of LC.
If E, Ej . . . , En are expressions of category (a/bi . . . &„)> b^ . . . , 
b^, respectively, then [E Ej . . . E„] is an expression of category a.
If X is a variable of category a, and E is an expression of cate-
gory b, then X[E] is an expression of category (b/a).
If X and E are of category a and X[. . . X . . .]E is an expres­
sion of category b, then [ . . . E . . .] is an expression of category 
b.

I
(iv)(c) defines lambda-abstraction, (iv)(d) defines lambda-conversion.

Two final remarks. First, the system of categories defines a combinatorial 
syntactical structure for semantic representations. The way in which this com­
binatorial structure is related to the syntactic representations of a given lan­

I
guage L is determined by the lexical entries that correlate expressions of Z.C 
to syntactic conditions of L. Second, the formal structure of LC provides a 
framework of representation, it does not constitute a formal theory of semantics.
A theory of semantics must not only determine the substantial content of C and 

it must also specify substantial constraints over i
'vhich might eventually lead to a formal system of a rather different character.

the set of possible expressions
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Pour et contre l’analyse sémique

Eugenio Coseriu
Université de Tübingen, Allemagne

1.1 Dans le langage, tout est sémantique: la grammaire ne l’est pas moins 
que le lexique, la parole en général et les langues ne le sont pas moins que le 
discours. Et ce qui n’est pas sémantique en soi-même, le “plan de l’expression”.
y est déterminé par “le sémantique” et peut d’ailleurs assumer à son tour des 
fonctions mimétiques de symbolisation directe ou d’évocation. Parler de séman­
tique équivaut par conséquent à parler de toute la linguistique. Ici, pourtant, on 
entendra par “sémantique” uniquement la sémantique lexicale des langues, en 
particulier sous sa forme fonctionnelle ou structurale (“lexématique”); et à 
l’intérieur de la lexématique on se limitera à examiner brièvement deux ques­
tions connexes: celle de la légitimité et validité de l’analyse sémique (analyse 
des lexèmes ou contenus lexicaux en traits distinctifs) et celle du statut des 
lexèmes secondaires (“dérivés”) vis-à-vis des paradigmes lexématiques de base 
(“champs lexicaux”).

1.2.1. Les principes et les problèmes fondamentaux de la lexématique.
nous les avons exposés ailleurs.Rappelons ici que, parmi les contenus lin­
guistiques, la lexématique n’étudie en propre que le signifié et que, dans le 
domaine du signifié, elle ne concerne directement que le signifié lexical. Nous 
distinguons, en effet, trois types principaux de “contenu” linguistique: la dé­
signation (c’est-à-dire la référence au monde extra-linguistique: “choses” et 
états de choses”, réels ou imaginaires), le signifié (contenu d’un signe ou d’une 

construction en tant que donné exclusivement par une langue déterminée, et non 
pas, par exemple, par la “connaissance des choses”) et le sens (contenu propre d’un 
acte de parole ou d’un “discours”: par ex. “question”, “prière”, “invitation”, 
ordre”, “constatation” etc.).^' Et à l’intérieur du signifié nous distinguons: 

le signifié lexical (“das Was der sprachlichen Erfassung”: par ex. le signifié que 
les lexèmes de la série esp. blanco—blancura—blanquear—blancamente ont en 
commun), le signifié catégoriel (“das Wie der Erfassung”, les catégories verbales: 
’>t>bstantif, verbe etc.), le signifié instrumental (signifié des instruments gram-

0 Dans une série de travaux publiés, en français et en allemand, a partir de 1964, et réunis, 
' traduction espagnole, dans nos volumes PSE et GSÎ'. A propos de 1 état actuel de la sé- 

^sntique structurale, v. E. Coseriu et H. Geckeler, Trends in Structural Semantics, Tübingen 
et H. Geckeler, “Progrès et stagnation en sémantique structurale Logos semantikos. 

' linguistica in honorent Eugenio Coseriu, Berlin et Madiid 1981, HI, pp. 53-69.
) La désignation devrait être l'objet propre d’une linguistique de la "parole en général" 

sens, celui de la linguistique du discours (ou “du texte ). La plupart des problèmes 
—OV,. "ftre avis, des problème.s

etnant le “sens” et, par là, des problèmes de la linguistique du discours.

en

1981,

et le
'l^i’on voudrait attribuer à la soi-disant "pragmatique" sont,

en général"

con-
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maticaux: par ex. “pluralisateur”, “actualisateur”), le signifié syntaxique
(signifié des constructions grammaticales: par ex. “singulier”, “pluriel”, “actif”
“passif”) et le signifié ontique (le statut existentiel attribué à l’état de choses

ex.

signifié par une phrase: par ex. “affirmatif”, “interrogatif”).
1.2.2. Quant aux types de rapports structuraux propres du signifié lexical

nous y distinguons des structures paradigmatiques et des structures syntagma- 
tiques (combinaisons de lexèmes déterminées par la langue). Parmi les struc­
tures paradigmatiques, nous distinguons deux types primaires: le champ (par
ex. le champ des adjectifs français concernant la température: froid, tiède
chaud etc.) et la classe (par ex. “animé”—“non-animé”, “personne”—“non-
personne”, “transitif”—“intransitif”), et trois types secondaires, correspondant 
à la formation des mots ou “dérivation”: la modification (par ex. maison—► 
maisonnette, rouge—>rougedtre, venir—^.revenir'), le development (par ex. beau 
-^beauté, partir-^départ) et la composition, divisée à son tour en composition 
“prolexématique” ou générique (par ex. “pronom générique”-l-yoMer—^joueur) 
et composition “lexématique” ou spécifique (par ex. all. Tier+Haus—rHaus- 
tier). Les structures syntagmatiques (“solidarités”) sont, selon nous, de trois types: 
affinité (par ex., en latin: “personne”—senex'), sélection (par ex. ail. “véhicule” 
—fahren) et implication (par ex. fr. cheval—alezan).

I

I

1.2.3. Pour des raisons que nous ne pouvons pas énumérer ici, tous ces
rapports peuvent être établis de façon cohérente seulement dans une “langue 
fonctionnelle”, c’est-à-dire dans un système linguistique unitaire et homogène 
(un seul “dialecte”, un seul “niveau” et un seul “style de langue”)—et non pas 
dans une “langue historique” toute entière (comme le français ou l’anglais), 
qui, normalement, est un ensemble de systèmes connexes—; et à l’intérieur 
d’une langue fonctionnelle, ils doivent être établis dans la “technique libre” 
(et non pas, en même temps, dans le “discours répété”: locutions figées, “phra­
séologie”) et dans le lexique “de langue” (non pas dans le lexique nomen- 
clateur et terminologique).®'

1.2.4. L’analyse sémique, dont nous nous occupons dans la suite, ne con-
stitue qu’un aspect de la lexématique: c’est l’identification des traits qui fonc­
tionnent dans les rapports oppositifs entre les lexèmes, en particulier à l’in­
térieur d’un paradigme lexical (mais aussi entre des sections de paradigmes et 
entre des paradigmes tout entiers).

2.0. L’analyse sémique, sous la forme qu’on appelle “analyse componen- 
tielle , a été beaucoup critiquée dans les derniers temps et, à notre congrès de 
Vienne, M. Lyons a pu constater avec une certaine satisfaction qu’elle se trouve 
a present en régression. La sémantique structurale, telle que nous la concevons, 
ne coïncide pas, on l’a vu, avec l’analyse sémique, puisqu’elle englobe tous les

3) Pour tous problèmes, v. en particulier nos études “Les structures lexématiques", dans_ • J , * V'iviuva, »• V»* l"'“* nvmivi JIMÛ CLUUCi LiCS a 11 UttU l LS ICACllld I-1L£ UVJ >
vrooieme der Semantik, publ. par W. Th. Elwert, Wiesbaden 1968, pp.3-16, et “L’étude fonc- 
tmnnpIU du vnr>>k..l - •tionnelle du vocabulaire-'
(trad. esp. dans PSE, Précis de lexématique”. Cahiers de Lexicologie, XXIX, 1976, pp. ■'

pp. 162-184, et dans GSU, pp. 206-238). i
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nés de rapports structuraux fonctionnant dans le lexique. Et notre analyse 
^¿miqtæ ne coïncide pas, en ce qui concerne son statut et son sens, avec l’analyse 
“componentielle” répandue parmi nos collègues nord-américains. En outre, la 
constatation de M. Lyons ne vaut que pour un certain type d’analyse “compo­
nentielle” à l’intérieur d’une orientation déterminée de la linguistique. Cepen­
dant, étant donné que, sous plusieurs aspects, les critiques avancées visent aussi 
l’analyse sémique de type “européen” (continental)—que, du reste, elles ne 
distinguent pas de l’analyse “componentielle”—, nous nous proposons d’exa­
miner leur bien-fondé. Dans ce but, nous choisissons les critiques formulées 
par M. Lyons et par Mme Renate Bartsch,non pas, bien entendu, pour 
faire “la critique de la critique”, mais pour préciser et justifier notre propre 
conception de l’analyse sémique et de ses fondements.

2.1.1. Le point de départ de M. Lyons, c’est le statut qu’il attribue au 
signifié. D’après lui la notion de signifié (“sense”) est une notion “syncatégo- 
rématique” (=relationnelle) et, par conséquent, on ne devrait pas l’hypostasier 
en lui attribuant une existence de “chose”, comme on le fait par ex. quand on 
conçoit la grammaire comme un mécanisme unissant des signifiés déjà donnés 
à telles ou telles expressions. Le signifié ne serait en chaque cas que la somme 
des règles de l’emploi d’un signe matériel par opposition au signifié (dans le
même sens) d’autres signes de la langue, ou du moins l’on n’en pourrait parler 
en linguistique scientifique que dans ce sens et sans se rapporter à l’esprit ou 
à la conscience (mind), ce qui impliquerait tous les dangers de l’introspection. 
C’est, on le voit, le principe du behaviorisme linquistique (que M. Lyons ap­
pelle “empirisme”). Quant à la nature relationnelle du signifié, M. Lyons la 
soutients) au moyen de l’analogie de ce que B. Russell dit à propos de la 
notion de “longueur”. Ainsi, la “longueur de x” ne serait que le résultat de 
1 appréciation d’une propriété de x par rapport à la même propriété d’un autre 
objet, prise en tant qu’unité de mesure: de la même façon, le “signifié de x” 
ne serait 
У> z etc.

que le rapport entre une propriété de x et la même propriété dans

Or, il est bien vrai que “la longueur de x” n’est que le rapport propor­
tionnel entre la longueur de ce x et une longueur prise en tant qu’unité de 
yiesure (ce qui, du reste, s’applique à toutes les dimensions explicitement ou 
tniplicitement “mesurées”), mais cette analogie ne dit rien à propos de la nature

SlSTllÎlP* Pt dc* z:»»-» frî «- A ZI «-X3 ûflrof -il c’amt rlranc l’zavzi»-»-« »-^1 asignifié; et elle est entièrement inadéquate. En effet, il s’agit, dans l’exemple

tout

— r ~ vot Vil VX VX.1X VXX V XXitXVK. V*»-*. VK»» .a_>xx .».* «.> O ' ».v, xx V
Russell, de la notion “longueur de x” et non pas de la notion de “longueur”

court, en tant que type de dimension différent des types qu’on appelle 
ë^ur, hauteur, profondeur etc. 1De même, le signifié d’un signe de la langue
délimité par le signifié d’autres signes de la même langue, mais il est dé- 

nniité 1 ' ■ ■ ................ ..... ■ ' — — ■précisément en tant que signifié, c’est-à-dire en tant que fait d’une

On
Lyons, “Basic Problems of Semantics”, Proceedings oj i International Con- 
Linguists, Innsbruck 1978, pp. 15, 19, et, surtout, JTL, p- 4/0 ss. R. Bartsch, “Comments

tons, "Basic Problems of Semantics”, Proceedings of the Twelfth International
Ö"’*'*-’’ IIVIV ju/U, РР" -----------

yons, Basic Problems of Semantics", Proceedings, cit., p- 22.
rpp^ pp. 443-444.
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nature déterminée: signifié n’est pas simplement le nom de l’ensemble de ces
rapports. D’autre part, le signifié n’est pas une propriété “adjective” du type 
de la longueur: lorsqu’on dit qu’un signe matériel ou un “signifiant” a un i 
signifié (façon de dire discutable en logique et en épistémologie, mais con­
sacrée par l’usage dans nos langues), on ne dit pas qu’il présente physiquement j 
une propriété—la “significativité”—mais qu’il correspond ou qu’il est référable ! 
à un fait mental, à un contenu de la conscience, non constatable en tant que j 
tel dans le “monde” extérieur. C’est-à-dire que le signifié n’est pas réduisible j 
aux règles formelles de l’emploi d’un signe matériel, puisque c’est bien plutôt | 
leur fondement: c’est le fait notionnel, le savoir unitaire qui justifie l’emploi 1 
d’un signifiant. On sait depuis Aristote que le signifié est le contenu unitaire ■
de la conscience, la notion ( to

c ev arjfiaiveiv )«) qui possibilité et justifie la dé­
signation à l’aide de la même expression de tous les objets ou faits reconnus 
comme appartenant (ou rapportables) à la même "espèce”: ce n’est pas le fait 
d’appeler cheval un cheval mais la raison pour laquelle on l’appelle cheval (et 
non pas âne ou mulet). Et M. Lyons le sait bien, puisque dans la pratique il 
emploie à chaque pas cette même notion de signifié qu’il repousse en théorie. 
Du reste, même les empiristes les plus convaincus sont arrivés, bien que par 
toute une série de détours, à une conception du moins parfaitement analogue 
(sinon identique) à celle d’Aristote et de toute la tradition “rationaliste”; cf. 
par ex. la formule de Ch. W. Morris; “Those conditions which are such that 
whatever fulfills them is a denotatum will be a significatum”,'^ formule à 
laquelle, en linguistique, il faudrait ajouter pourtant qu’il s’agit de “condi­
tions” intuitivement connues des sujets parlant une langue.

De même, le signifié n’est jamais “donné” par le contexte: il est toujours 
donné par la connaissance de la langue.Le contexte ne fait que déterminer 
ultérieurement les signifiés, et préciser la désignation, et, dans le cas des si­
gnifiants homophones, il permet normalement d’identifier le signe effectivement
employé (avec son signifié de langue). En effet, un signifié peut être employe
dans des contextes tout à fait nouveaux (“inédits”) et souvent un signifié se 
trouve en conflit avec le contexte, ce qui implique qu’il est identifié ou reconnu 
indépendamment de celui-ci; sinon, les expressions “fausses” ou extravagantes 
ne pourraient pas être identifiées en tant que telles. Sans doute, on apprend 
les signifiés dans des contextes. Mais il ne faut pas confondre les conditions
empiriques de l’apprentissage avec la connaissance d’une langue. L’apprentissage 
d une langue est toujours une activité créatrice: ce qu’on expérimente est dans 
chaque cas une désio^natinn narticiilière et entièrement déterminée: et ce au ondésignation particulière et entièrement déterminée: et ce qu'
apprend (c est-à-dire, ce qu’on crée à partir de cette désignation particulière)

6) Soph. El. 165a. 11 SS.
Bezcichnung bei .4ristotclcs”, ZPSK. 32. 1979. pp. 432-437.

7) Signs, Latigtifigg^

et Metaph. r, 1006a, 29 ss. Cf. notre article “Bcdcutung

and Behavior, N. York 1946, p. 30. Jund

8) Ainsi gei, dans /'// and gel some bread (ITE, p. 453), n’cst pas "synonyme
I e >ux. 11 signifie simple,lient “get", et non “buy". Il y a dans ce cas (peut-être) coïncidente
dans la désignation ■ niais non pas dans la signification.
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lin signifié, une possibilité infinie de désignation, dont la désignation expéri-

£•

est
„lentée n’est qu’un exemple.

Il est bien vrai qu’il ne faut pas hypostasier le signifié, le considérer en 
tant que chose existant en soi (comme dans le cas cité par M. Lyons), puisqu’il 
n'est que le côté entièrement mental d’un signe, correspondant au côté “ma­
tériel” de l’expression, dont il ne peut pas être séparé. Mais distinguer—penser
un fait comme distinct et autonome—ne signifie pas séparer ni hypostasier.
Et, en effet, tout signifié peut être pensé indépendamment de l’expression, c’est- 
à-dire qu’il peut être dissocié de son expression (et, éventuellement, associé à 
d’autres expressions). Les linguistes le font à chaque pas: lorsqu’ils en parlent, 
lorsqu’ils le définissent ou lorsqu’ils constatent des “lacunes” sémantiques (c’est- 
à-dire, des signifiés possibles mais non exprimés). Et les sujets parlants le font 
aussi, par ex. dans les cas d’interférence linguistique (la plupart des fois: si­
gnifiés d’une langue associés aux expressions d’une autre langue) ou quand ils 
corrigent des formes “fausses”.

2.1.2. Quant à l’analyse componentielle fondée sur l’autonomie admise 
ou supposée du signifié, M. Lyons la critique en particulier: a) parce que les 
traits distinctifs identifiés par cette analyse ne sont pas en eux-mêmes univer­
sels, comme on le prétend; b) parce que les traits distinctifs, dans la même 
langue, pourraient être différents chez des sujets parlants différents et, dans des 
langues différentes, différents selon les milieux culturels extra-linguistiques; 
et c) parce que le “statut cognitif” des traits distinctifs identifiés serait douteux, 
le même lexème pouvant être defini par des traits différents dans des propor­
tions sémantiques différentes. Ainsi, dit-il, un enfant anglais pourrait distinguer 
man et ivoman par des traits autres que ceux qu’acceptent les adultes et dans 
un milieu culturel différent du nôtre “homme” et “femme” pourraient être 
distingués, non pas par le trait “sexe”, mais d’accord aux rôles assumés par les 
sexes dans la communauté. Et en ce qui concerne le statut cognitif (la réalité) 
des traits, brother et sister, par ex. pourraient être définis par des traits dif­
férents selon la dimension sémantique envisagée en chaque cas.

2.1.3. Or, tous ces arguments sont impropres, et M. Lyons l’admet lui-même
presque explicitement dans plusieurs cas.

En effet, et tout d’abord, l’analyse sémique bien comprise, en tant qu analyse 
linguistique, ne préjuge rien à l’égard de l’universalité des traits quelle iden- 
dfie. Elle ne suppose pas l’universalité comme donnée d avance, ni dans le 
sens de l’universalité essentielle ou nécessaire, ni dans le sens de 1 universalité

ni, finalement, dans le sens des universaux sélectifs , c est-à-dire^'npirique, _________ ,
*■1 nn ensemble déterminé de traits distinctifs à 1 intérieur duquel chaque langue

choisirait un certain nombre.”’ Elle n’est pas la conséquence mais la
;• s e et le point de départ de la recherche des universaux dans ce domaine, 
^st-a-dire qu’elle se limite à constater les oppositions qui fonctionnent dans

les
. vv., ,,,,,vo ..........   rapport "Les universaux linguistiques (et

‘Hitrcs)“, Proceedings of the Eleventh International Congtess of -mgnists, Bologne 1974.
8)À propos de CCS types d’iinivcisaux. v. notre

Part.
en

Pp. 48-54 (trad. esp. dans GSV, pp. 151-164).
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les langues et les traits distinctifs qui en résultent. Ce n’est qu’après coup qu’on
pourra éventuellement constater que certains traits se présentent dans toutes
les langues connues et l’on pourra se demander s’il s’agit dans chaque cas
d’universalité simplement empirique ou d’universalité nécessaire ou analytique 
(déduisible de la notion même de langue). Quant à l’ensemble des traits con­
statés, celui-ci sera en tout cas limité, les langues existantes n’étant pas en 
nombre infini, mais on aura de bonnes raisons de douter, même d’avance, de 
l’universalité nécessaire de cette limitation, puisqu’on peut toujours imaginer 
comme possibles et non contradictoires des traits non constatés dans aucune
langue. Le fait de supposer au préalable et sans fondement l’universalité des
traits distinctifs ou de certains traits est une erreur ou une illusion—peut-être 
contingente—el’tin certain courant de la linguistique contemporaine et n’affecte 
en rien une analyse componentielle raisonnable et “réaliste” (respectueuse de 
la réalité des langues).

En ce qui concerne l’enfant anglais, il y a deux possibilités: ou bien les 
traits pertinents de la distinction qu’il fait sont au fond “masculin” et “féminin” 
(même s’il comprend ou conçoit à sa façon la “masculinité” et la “féminité”), 
ou bien ce sont des traits effectivement différents, et dans ce cas son système 
est à cet égard différent du système des adultes; mais dans les deux cas 
l’argument de M. Lyons n’exclut ni l’existence des traits distinctifs ni la 
possibilité de les identifier: en effet, il dit uniquement qu’ils peuvent être 
différents, ce qu’on peut concéder d’avance. 11 en est de même en ce qui con­
cerne les milieux culturels différents: ou bien les rôles sociaux sont attribués 
constamment aux sexes déjà distingués et nommés par la langue—et dans ce 
cas ces rôles n’affectent en rien la lexématique de la langue respective—, ou bien 
les rôles seulement, et non pas les sexes, y sont distingués et nommés (et dans 
ce cas, dans la langue respective—en supposant qu’elle ait précisément nos mots 
homme et femme—on devrait pouvoir employer ces mots indépendemment du 
sexe des individus désignés). Et ici encore, l’argument n’infirme pas 
cherche des traits distinctifs lexématiques dans son sens propre.

la re-

Quant aux traits définitoires différents dans des proportions sémantiques

tif
fo»c-

luêroe

I

différentes, il faut remarquer qu’un signifié n’est jamais “défini” (délimité) au 
moyen d’un seul trait distinctif, et moins encore par un trait commun résultant 
d’une proportion (comme dans l’exemple de M. Lyons): il n’est délimité 
par l’ensemble des oppositions dans lesquelles il fonctionne dans la langue et 
par 1 ensemble des traits qui y correspondent. Par conséquent le statut cogm 
des traits distinctifs n’est nullement douteux du fait que certains traits ne f- 
tionnent pas dans telle ou telle opposition particulière; c’est la prémisse 
de 1 analyse sémique. Mais, bien entendu, on ne peut pas, se fondant par 
sur 1 analyse des objets réels désignés, admettre des traits distinctifs qui 
fonctionnent dans aucune opposition de la langue considérée; cependant, daU® 
ce cas le statut cognitif des traits n’est pas douteux non plus: linguistiqueuteU  ̂

pas, même si leur “pendant” réel est constant dans les obj^ 

ex­
ile

ils n’existent
désignés; en sémantiqiue linguistique, ce sont des traits non pertinents.
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2.1.4. Au fond, M. Lyons repousse l’analyse componentielle à cause de sa
oiiception explicite du signifié et de la méthode linguistique, c’est-à-dire parce

Î-

C‘
qu’il ne voudrait pas avoir recours à l’introspection ni être “mentaliste”. Mais 
j-’est là le défi lancé à la linguistique par son objet. L’intériorité du signifié 
est un fait dont toute linguistique doit tenir compte et qu’on ne peut pas 
ignorer. Sinon, on se résigne à parler d’autre chose et non pas de son objet 
propre et, par là, tout en voulant être plus “scientifique”, à ne pas l’être, n’étant 
pas “objectif” dans le sens propre de ce terme. L’objectivité scientifique, c’est 
l’adéquation à l’objet de chaque science; de ce fait, l’objectivité de la linguisti­
que ne peut et ne doit pas être celle des sciences naturelles.

2.2.1. Pour sa part, Mme Bartsch n’est pas antimentaliste et elle n’est pas
contraire à l’analyse “componentielle”. Mais elle critique cette analyse en tant 
que méthode, en particulier l’idée selon laquelle un signifié lexical ne serait 
qu’un ensemble non structuré de traits distinctifs additionnés les uns aux autres 
dans un ordre quelconque. Je ne sais pas si une telle analyse sémique existe; 
en tout cas, ce n’est pas la mienne; si elle existe, Mme Bartsch a parfaitement 
raison de la critiquer sur ce point. Mais, à sôn tour, elle voudrait y intro­
duire de l’ordre en rapprochant l’analyse sémique de l’analyse syntaxique, ou 
bien même en identifiant les deux types d’analyse, c’est-à-dire en concevant 
l’analyse sémique comme identification d’une syntaxe implicite dans les lexèmes. 
Ainsi, dans le cas de to run, analysé comme: “to move fast with one’s legs 
covering a distance”, on aurait une syntaxe adverbiale, tandis que dans le cas 
de bachelor on aurait une syntaxe prédicative et copulative, puisque x runs ne 
peut pas être analysé comme étant: “x moves -H x is fast -I- x is with his legs -1-
X covers a distance”, tandis que bachelor constituerait effectivement le produit
logique de “x is a man” + “x is unmarried”.

2.2.2. Or, dans ces objections—même en laissant de côté le fait que “cover­
ing a distance” pourrait bien être interprété comme “x covers a distance”—il
y a du moins deux points vulnérables. Dans le premier exemple, il ne s’agit
Pas, en lexématique, d’analyser x runs mais d’analyser to run, de sorte que le 
X déterminé est celui qui, dans la formule respective, est représenté par to move; 

dans le second exemple il ne s’agit pas du même x dans les deux phrases
coordonnées; dans la première, c’est un x non nommé, tandis que dans la se-
conde, c’est un x qui est déjà “man”. Mais ce qui est plus grave, cest que 
interprétation proposée attribue au langage primaire (“object-language”) ce 

^cii appartient au métalangage de l’analyse. Il est vrai que dans la syntaxe 
cxplicitg de ce métalangage un verbe sera souvent déterminé par des adverbes et 
’n Substantif, par des adjectifs (si la langue employée fait cette distinction). Et

i^^ris d’autres cas on aura des agents différents (cf. ail. essen fressen), des 
P‘énients ( ■■ ■
■J^'its) ’ et “manger (de la viande)”—, des compléments indirects—par ex. 

onner (à un supérieur)” et “donner (à un inférieur) , etc. Mais ces “ad- 
®^es’’, “adjectifs” etc. ne sont que les noms en métalangage des traits distinc- 

'ftii, en eux-mêmes, n’ont aucune nature catégorielle ou grammaticale définie

com-
d'objet direct—une langue peut distinguer par ex. “manger (des

métalangage des traits distinc-
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(n’étant que des formants lexicaux) et ne fonctionnent pas sur l’axe syntag 
matique mais sur l’axe paradigmatique. C’est-à-dire que—erreur typique de Ig 
grammaire transformationnelle—l’interprétation proposée projette dans l’analysg 
l’axe paradigmatique sur l’axe syntagmatique et attribue la syntaxe de l’analysg 
aux faits analysés; en même temps, cela supprime la différence entre les lexèmes 
primaires et les mots composés, qui impliquent effectivement une “syntaxe” de 
type propositionnel. 11 est bien vrai que les traits distinctifs ne constituent pas
des ensembles désordonnés. Mais, du point de vue lexématique, l’ordre en est
donné par les oppositions dans lesquelles les lexèmes fonctionnent, de sorte 
que l’on peut avoir des déterminations simultanées pour plusieurs lexèmes. 
Ainsi, dans le cas de to run—en admettant pour le moment que l’analyse pro­
posée soit exacte en ce qui concerne l’identification des traits distinctifs—, 
l’ordre des traits ne serait nullement “fast”—“with one’s legs”—“covering a 
distance”, mais bien plutôt “(to move)”—“covering a distance” (trait valable 
pour to walk, to run, to creep, to crawt)—“with one’s legs” (trait qui opposerait 
to walk et to run à to creep, to crawl)—“fast” (trait qui opposerait to run 
à to walk). Mais en face des emplois apparemment “polysémiques” de to run, 
on pourra se demander par ex. si le trait “with one’s legs” y fonctionne 
effectivement et si ce verbe s’oppose directement à to walk et non pas plutôt à 
to go (dans lequel le trait “with one’s legs” n’est pas pertinent). Dans l’analyse 
sémique propre de la lexématique il ne s’agit pas d’analyser un signifié lexical 
isolé, ni d’analyser les faits désignés qui y correspondent, mais d’établir la 
structure des rapports lexicaux oppositifs telle qu’elle est donnée par la langue 
considérée.

2.3. Il faut remarquer aussi que l’analysabilité en traits distinctifs n’est
que le corollaire en méthode du principe de l’opposition distinctive et que ce 
corollaire ne vaut pas dans le sens contraire: il n’implique pas que les lexèmes 
“se composent” de traits distinctifs ni qu’ils soient synthétisés à partir de ces 
traits dans l’acte de parole (ou de “production de phrases”). En eux-mêmes, 
les lexèmes primaires correspondent à des intuitions unitaires et ils ne sont dans 
aucun sens le produit d’un assemblage de traits distinctifs déjà donnés. Ils ne 
présentent des traits distinctifs que parce qu’ils entrent en opposition avec 
d’autres lexèmes: ce sont les traits distinctifs qui existent en vertu des opposi­
tions, non pas le contraire. De même, dans l’histoire d’une langue, les traits 
distinctifs apparaissent et disparaissent avec l’apparition et la disparition des

i

oppositions: en tant que traits non pertinents, ils peuvent exister avant et
après 1 époque de leur existence fonctionnelle.

3.1. Mais voyons ce que M. Lyons voudrait mettre à la place de l’analyse

1
1
1 
)

!
I

semique. II distingue, on le sait, toute une série de types logico-formels d’oppo­
sitions, types tels que I’hyponymie (par ex. chêne par rapport à arbre),
Г i ncompatibili

10) ITL, pp. 453-470.
dans son

t é (par ex. vert—rouge) et Г “oppositeness о
Nous ne considérons pas ici le modèle élargi que M. Lyons présente

ouvrage en deux volumes, Semantics. Cambridge 1977.

f

L
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jjjganing”, distinguée à son tour en complémentarité (par
■vivant—mort), antonymie {grand—petit, large—étroit) et

í-

tour ex.
“converse-

fl ess” {vendre—acheter, husband—wije).
3.2.1. Ce sont des distinctions intéressantes, bienvenues et utiles à plusieurs

¿gards, en particulier pour l’établissement de la typologie des champs lexicaux 
et des classes lexicales. Mais, tout d’abord, les relations lexicales visées par 
ces types—qui, du reste, ne concernent pas seulement le lexique—ne sont pas
Je la même nature. L’hyponymie et l’incompatibilité correspondent à des
relations sémiques à l’intérieur des champs lexicaux, tandis que r“oppositeness 
of meaning” est de nature classématique, fonctionnant en principe dans toute 
une catégorie verbale et même dans plusieurs catégories. D’autre part, ces 
types sont précisément des types logico-formels, c’est-à-dire qu’ils ne concernent 
que la forme générique des oppositions sémantiques et non pas ces oppositions 
en tant que telles: dans le cas du lexique, les différences sémantiques entre les ' 
paradigmes lexicaux et entre les lexèmes à l’intérieur de chaque paradigme, 
différences qui devraient constituer l’objet par excellence de la sémantique 
structurale. En effet, les signifiés d’une langue (lexicaux ou autres) ne sont pas 
délimités uniquement par la forme générique de leurs oppositions mais aussi, 
et en premier lieu, par la forme spécifique de celles-ci et par les oppositions 
particulières en tant que telles. Ainsi, dire que caillou et galet sont des hy- 
ponymes de pierre, ou que Mann et Frau sont des hyponymes de Mensch (et 
qu’entre eux ils sont complémentaires), nous dit que les bases de comparaison 
(les signifiés que ces lexèmes ont en commun) sont, respectivement, “pierre” 
et “Mensch”, mais ne nous dit pas en quoi consiste l’opposition entre caillou 
—galet et pierre, entre Mann—Frau et Mensch ni quelles sont les différences 
sémantiques entre ces lexèmes. Et dire que neu et fung sont des hyponymes d’un 
hypéronyme non réalisé, nous dit moins encore à cet égard. Certes, il est intéres­
sant de constater que long—court, grand—petit, haut—bas, schwer—leicht, 
^‘gé—jeune présentent le même type formel d’opposition (“antonymie”), mais
par là on ne sait pas quelles sont les différences entre ces couples de lexèmes et
à 1 intérieur de chacun d’eux. Il peut être légitime, dans le cadre d une certaine 
conception, de ne pas vouloir dire quel est le signifié de tel ou tel lexème .v; 
niais on devrait du moins pouvoir dire quelle est la différence entre le signifié 
de X et celui d’un lexème apparenté y, si l’on concède que la sémantique struc- 
hirale s’occupe précisément des “différences de signifié . En outie, les langues

mais on devrait du

Sont différentes les unes des autres, en ce qui concerne la structuration de
leur lexique, précisément au niveau des paradigmes lexicaux et des oppositions 
lexicales particulières; en principe, elles ne se distinguent pas au niveau des 
^ypes formels d’oppositions, qui sont à peu près les mêmes (du moins dans les 
langues que nous connaissons). Ainsi, .......

^eicht, on a en français les couples lourd—léger / ! difficile facile; en face 
fr. grand—petit, on a en anglais big—small // g'>eat little. En 
signifie “nu” ou “vide” (non pas “nu” + “vide , ni parfois “nu” et parfois 

'’*de”, mais une notion plus générale, sans différence entre “nu” et “vide”) et

en face du couple antonyme ail. srkwer

roumain
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s’oppose à acoperit ou îmbrâcat (“couvert”, “habillé”) et à plin (“plein”); entre
goZ, d’un côté, et acoperit ou tmbräcat et plin, de l’autre, il y a un rapport
formel de complémentarité exactement comme dans le cas des équivalents fran- j 
çais nu—couvert, habillé, et vide—plein, mais, évidemment, non pas dans le .! 
même sens. Et même s’il y a correspondance parfaite entre des couples de 
lexèmes, les oppositions peuvent être différentes entre les unités qui les con­
stituent; ainsi, entre esp. venir—ir et entre it. venire—andare on a le même 
rapport formel de “converseness”, mais, du point de vue du contenu, ce n’est 
pas la même “converseness”: esp. venir signifie un mouvement vers l’endroit de 
la P® personne et esp. ir, un mouvement vers l’endroit de la 2'’® ou de la 
3® personne, tandis qu’it. venire signifie un mouvement vers l’endroit de la pe 
et de la 2’’® personne, et it. andare, un mouvement vers l’endroit de la 3® 
personne uniquement. Il faut ajouter aussi que les structures paradigmatiques 
secondaires (“formation des mots”) et les structures syntagmatiques propres du 
lexique (“solidarités lexicales”) ne peuvent pas être étudiées de façon adéquate 
sans avoir recours à l’analyse structurale des paradigmes lexicaux primaires et 
des oppositions particulières, et que la sémantique structurale diachronique 
concerne en premier lieu les changements dans les paradigmes et dans les 
oppositions à l’intérieur de ceux-ci.

3.2.3. Tout cela signifie qu’on reste, pour ainsi dire, dans les limbes de 
la sémantique structurale en tant que discipline descriptive et historique si on 
en exclut l’analyse sémique. En même temps, on se résigne à être de très peu 
d’utilité dans le domaine de l’application des résultats de la recherche linguis­
tique (en particulier, pour la lexématique, dans l’enseignement et dans l’appren­
tissage des langues, dans la théorie et dans la pratique de la traduction et dans 
la confection des dictionnaires unilingues et plurilingues).

4.1. Quant à la seconde question, je voudrais surtout profiter de cette occa­
sion pour éliminer un fâcheux malentendu surgi à propos de ma conception 
de la sémantique structurale. On a cru notamment que (probablement?) je 
n’admets dans les champs lexicaux que des lexèmes primaires (non dérivés) et 
que j’en exclus tous les lexèmes secondaires (modifiés, développés, composés).^’^’ 
Je ne sais pas comment ce malentendu a pu surgir, mais, puisqu’il est là, je 
dois préciser que ce n’est pas ce que je pense, parce que, tout simplement, cela
ne correspond pas à ce qu’on constate dans les langues. En réalité, tout lexème 
de langue (non terminologique), un lexème dérivé non moins qu’un mot pri­
maire, fonctionne dans un champ ou dans plusieurs champs, et tout champ 
peut en principe être constitué par des lexèmes primaires et secondaires. Ma 
distinction entre structures primaires et structures secondaires est une distinc­
tion de types de rapport structurés et non pas une distinction de classes ex-
clusives de lexèmes. Il est vrai que j’emploie le terme de “primaire” aussi bieo

11) H. Geckeler, cit., pp. 63-64, et L. Lipka, “Methodology and Representation in

la ■-1;n

he

lItheо J £ Т • • -'v. pp. MV м*, ’-»■ х^*р1кл, ivictlllJUUlUgy aiiM iv.vpit.aciiL<lLlc»ii *** •
u у О „exical Fields” Perspektiven der lexikalischen Semantik, publ. par D. Kastovsky

Bonn 1980, pp. 93-113.



pour les champs que pour tout terme constituant la base d’une dérivation quel­
conque (et qui, du reste, peut être à son tour un dérivé: cf. par ex. it. passeg-
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^iare^passeggiata et ensuite passeggiata^passeggiatina). Mais un champ est 
“primaire” en tant que type de structure, tandis que la base d’une dérivation 
est “primaire” en tant que point de départ d’une structuration secondaire. Les 
seuls dérivés que j’exclus effectivement des champs lexicaux sont les dérivés 
des mots pronominaux (qui n’ont pas de signifié lexical) et les dérivés des noms 
propres (qui, en tant que tels, n’entrent pas dans des oppositions de champ).

4.2. La question, par conséquent, ce n’est pas de savoir si les lexèmes 
secondaires fonctionnent dans des champs lexicaux mais plutôt de savoir dans 
quels champs et de quelle façon ils peuvent fonctionner. Or, à cet égard on 
ne peut dire que très peu dans l’état actuel de la lexématique descriptive, sur­
tout en ce qui concerne la description exhaustive de différents champs. Nous 
devons nous limiter à quelques constatations provisoires d’ordre général.

Les modifications (par ex. les diminutifs ou les augmentatifs) fonctionnent 
normalement dans les mêmes champs que leurs bases, en tant que sous-divisions 
de celles-ci, et elles perdent, du point de vue sémantique, leur statut de modi­
fications si elles passent à d’autres champs (c’est le cas de beaucoup de diminu­
tifs en français actuel).

Les développements, s’ils ne sont que des conversions catégorielles (sub- 
stantif^adjectif, adjectif^adverbe, verbe->substantif etc.; par ex. fr. rouge 
—rougeur—rougir), fonctionnent en principe dans les mêmes champs que leurs 
bases, en constituant, pour ainsi dire, des “couches” catégorielles superposéeesi2> 
et en rapport les unes avec les autres. Mais par ex. les développements qui im-
pliquent un “cas” (comme all. auf [den] Tisch-^auftischen ou fr. en harque
-rembarquement) fonctionnent dans un champ de signification différent de
celui de leur base, tout en restant normalement dans le même “champ de 
désignation” (Sachbereich).

fr.
Les composés prolexématiques (par ex. les “noms d’agent”: ail. lesen—>Leser,
poynme-^pommier) fonctionnent dans des champ différents de leurs com­

posants lexématiques—champs, du reste, ouverts, instables et génériques au 
niveau du système de la langue—, mais ils peuvent constituer (ou appartenir 

des champs de désignation contigus à ceux de ces mêmes composants au 
niveau de la norme de la langue. Finalement, les composés lexématiques (tels 
Que ail. Fahrkarte, Apfelbaum) fonctionnent en principe dans le meme champ 
Que leur lexème déterminé, en ne constituant que des sous-divisions de celui-ci, 

ils perdent souvent leur statut de composés (on dit qu ils ne sont plus “sentis” 
'^onrme tels) s’ils se déplacent vers d’autres champs ou même vers d’autres 
Sections du même champ (cf. ail. Bahnhof, Hochzeit, Handschuh)', mais ils 
peuvent appartenir à des champs de désignation tout à fait différents, selon 

lexème déterminant.

principe dans le même champ

4.3.

en ne

Mais il faut remarquer que, quand on étudie les dérivés dans leur

12) Cf. PSE, pp. 13i>-140.
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fonctionnement dans les champs, on les étudie dans leurs rapports “statiques”
avec d’autres lexèmes des mêmes champs (primaires ou dérivés), non pas
point de vue des procédés dynamiques qui les produisent.

5. Je suis heureux d’avoir pu éclaircir ce dernier point parce que cela 
m’amène aussi à mieux préciser le sens global de la sémantique structurale que 
je me suis proposé de développer. Cette sémantique, dans sa partie théorique 
et “générale”, n’est pas, à proprement parler, un modèle^ dans le sens courant 
de ce terme, mais bien plutôt une heuristique: c’est l’identification et délimita­
tion des types de rapports sémantiques fonctionnant dans le lexique des lan­
gues.

La sémantique structurale, comme toute la linguistique fonctionnelle, est 
une discipline rationaliste et réaliste (ce qui, au fond, est la même chose): elle 
correspond—ou aspire à correspondre—à la réalité des faits linguistiques eux- 
mêmes et à l’intuition des sujets parlants (non pas à l’intuition qu’ils peuvent 
manifester de façon explicite, mais à l’intuition qu’ils manifestent implicite­
ment dans leur activité même de parler et de comprendre). De ce fait, il n’est 
pas surprenant que des amorces de description structurale du lexique se présen­
tent déjà dans la linguistique traditionnelle, par exemple dans les travaux 
sur les synonymes et les antonymes, et même dans la spéculation ancienne sur 
le langage: chaque fois qu’on a posé le problème d’une distinction lexicale, 
depuis Platon et Aristote, on a posé un problème de lexématique. Ce qui man­
que à la sémantique traditionnelle, ce n’est pas l’intuition des structures lexi­
cales: c’est la délimitation stricte du signifié lexical par rapport à d’autres types 
de contenu et de signifié et l’identification et distinction cohérente des types 
des rapports lexématiques.
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Integrating Semantics and Pragmatics

Roger Schank*, Lawrence Birnbaum*, and Jacob Mey**

Introduction
Whether a given level of linguistic description is autonomous from an ad­

jacent “higher” level is an issue of great concern in linguistics, regardless of 
the particular levels under discussion. The most visible example of this concern 
is the dispute within generative linguistics on the relationship between syntax 
and semantics. We have argued elsewhere that, from the viewpoint of artificial 
intelligence, these two levels must be integrated in language processing (Schank 
and Birnbaum, in press). Because language processing requires integrating 
knowledge of extremely diverse content, credence must be given to the pos­
sibility that, regardless of the descriptive utility of distinguishing between 
linguistic levels, no functional distinctions between them actually exist. Ac­
cordingly, in this paper we argue that semantics and pragmatics should be 

'■ integrated as well.
Artificial intelligence (henceforth, AI) is concerned with developing theories 

of cognitive processing, and experimenting with computer implementations of 
those theories. Its emphasis on processing gives AI a unique perspective on 
language, clearly distinct from other paradigms for linguistic research. From 
this viewpoint, understanding the relationship between semantics and prag­
matics (or any other aspects of language) involves understanding how, and 
when, each is utilized in the processes of language comprehension and produc­
tion. An important methodological attribute of AI research is that it must ad­
dress this issue, if it is to lead to process models capable of performing signif-
leant linguistic tasks, such
translation. In AI,

as text understanding, question answering, and 
one cannot arbitrarily draw boxes signifying modules that

not generally

I contain different kinds of knowledge, with arrows between them. Independent
F modules must actually work independently; if they do not, the distinctions 
I must be rethought. Other paradigms for linguistic theory do 

I^ce this methodological pressure.

Implications of an integjrated view
Our claim that semantics and pragmatics are i 

functionally integrated. To put this another way, lan- 
i not employ a distinguishable, independent level of seman- 

processing or of semantic knowledge. Semantic knowledge is employed in

^^le claim that they are 
Suage processing does 
tic 1

integrated is, more precisely.

*« '^ale University. Dept, of Computer Science, New Haven, Connecticut USA.
t^dense University, Dept, of Linguistics, Odense, DENMARK.
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language processingo no differently from pragmatic knowledge, using the sanie
inferential and memory capabilities as common-sense reasoning. Semantics is 
an inseparable part of pragmatics, i.e., of our general knowledge of the World 
and of how language is used.

What are the empirical consequences of this claim? The most profound 
psychological implication is that language processing does not involve the 
computation of a level of semantic representation independent from pragmatic 
knowledge, and serving as input to (or, in the case of production, output
from) a separate pragmatic reasoning component. Understanding is achieved 
by the unified application of semantic and pragmatic knowledge. The meanino- 
of a word or an utterance is represented as an integral part of memory, in the
same way that other knowledge is represented. The concept of memory em- 1
ployed here is crucial. Linguistic theories can survive without an adequate 
conception of memory, but human language processors cannot.

For linguistic semantics, this view has two main implications. The first BJ 
is that there is no “dictionary,” only an “encyclopedia.” That is, the lexicon 11 
is intimately connected with the rest of our knowledge and indistinguishable J 3 
from it. The second point is that the notion of “literal meaning” is a prob- i' 
lematic one. If the representation of the meanings of words and utterances 5 ,3 
involves structures that are inherently connected with the rest of our knowl- j ; 
edge, it may not in general be possible to isolate sub-parts of those structures ; 
than can be identified as the literal content of those words or utterances. This ■ 
view, then, calls into question the foundations of simple “bottom-up,” purely » ,• 
combinatorial theories of meaning, such as Katz-Fodor or truth-conditional J i 
semantics. :

Why should there be an independent semantics, and why have linguists -K J 
tried to construct theories based on such a notion? The answer seems to be 
that the idea was a by-product of other doctrines. For example, Hjelmslev 
(1953) was able to subordinate semantics to an autonomous system of mor-
phology and syntax by postulating a complete parallelism between structures 
of the “plane of expression” and those of the “plane of content.” This rather 
ingeniously appeared to include semantics, while actually keeping it effectively 
out—a typical example of “how to do semantics without really doing it.” The 
doctrine of autonomous syntax within generative linguistics has had a similiir 
effect. If one takes the position that syntax is independent of semantics, then 
it is only natural to assume that semantics is independent of pragmatics as well- 

The chief methodological implication of our view is that, since semantics 
is not independent of pragmatics, it should not be studied independentl)- 
Semantic theories must employ the kinds of large structures for the representa 
tion of common-sense knowledge that have been investigated in cognitive 
ence, such as frames (Minsky, 1975; Charniak, 1978), and scripts (Schank 
Abelson, 1977). Fillmore’s (1976) work provides 
of this approach:

itiy- j 
nta-
sci- 

and 
particularly clear exanip^®Ja
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I

There is in English ... a semantic domain connected with what we might 
call the commercial event. The frame for such an event has the form of a 
scenario containing roles that we can identify as the buyer, the seller, the 
goods, and the money; [and] containing subevents within which the buyer 
surrenders the money and takes the goods and the seller surrenders the goods 
and takes the money... [The] whole commercial event scenario is available
or “activated” in the mind i>f anybody who comes across and understands
any of the words “buy,” “sell,” “pay,” “cost,” “spend,” “charge,” etc., even
though each of these highlights or foregrounds only one small section of the 
frame. Each of these words.. . brings along with it simultaneously a ground 
and a figure, simultaneously a setting and the piece of that setting to which 
the word is pointing.

Historically, the standard objection to this conception of semantics appeals 
to the practical impossibility of actually specifying all of the knowledge that a 
human being has about the world. For example, Katz and Fodor (1963), in 
arguing against the utility of pragmatics in a semantic theory, claim that “a 
necessary condition that any variety of this kind of theory must satisfy is... 
that it is able to represent all the nonlinguistic information required by speak­
ers to understand sentences....” They then go on to argue that “a complete 
theory of this kind is not possible in principle because to satisfy the above 
necessary condition, it would be required that the theory represent all the 
knowledge speakers have about the world.” The flaw in this argument is that 
being able to represent all the relevant knowledge is not the same as actually 
representing it. In other words, in order to satisfy Katz and Fodor’s condition, 
an integrated theory of semantics and pragmatics need not actually represent
all of this knowledge, any more than a semantic theory of the sort they envisioned
Would actually need to represent the meanings of all the words in some 
language. Rather, what is required in either case is the potential to do so in 

practical matter it would be impossible to specify 
speaker’s world knowledge does not invalidate a theory of the sort we

principle. The fact that as a
all of a
are proposing (Raskin, 1981, makes a similar point). The goal of such a theory

to show how some body of knowledge about the w’orld is employed in
language processing, assuming that the speaker/hearer possesses it.

A similar confusion underlies the persistent (although, pi esum ably. not
the part of some linguists and<leliberate) misunderstanding of AI research on 

psychologists. In order to pursue a research project 
cerned with natural language, planning, or problem solving, some domain of 
ftnowledge must be chosen to provide examples and problems. Although the

in AI, whether it be con-

^lornain may be intrinsically interesting. more often than not it IS boring (for
^’tarnple, toy blocks, restaurants, childrens birthday patties, and water pump 

particular cleverness is needed to uncover^^senibly have all been used), and no f
‘hose facts about the domain which must be known tn order to perform the
‘’sfc- The point of the research in these cases is not such facts themselves, but
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rather the methods of representing, organizing, and applying them in order to J 
understand or generate language, or solve problems. To claim that AI research ] 
is concerned with “knowledge of the appropriate way to behave in restaurants” i 
(Marshall, 1980) is simply to miss the point. 1

Inference and conceptual representations i
How can large meaning structures of the sort we have alluded to, e.g., the 1 

commercial transaction scenario, be represented and used, and why are they * 
necessary for language processing? What we want to illustrate here is that the 1
consideration of processing issues

j

I

can contribute to the design of conceptual
representations. (We refer to semantics and pragmatics jointly as the conceptual ] 
level.) Although we will restrict our discussion to symbolic, or “propositional,” j 
representations, it shoidd not be taken for granted that this is optimal for all ] 
domains. ]

The key role of conceptual representations is to facilitate plausible inference 1 
and memory processing. This view differs from the conception, common within | 
linguistics, that the purpose of semantic representations is to explicate properties J 
such as synonymy, anomaly, and logical entailment. Ultimately, either view is J 
only justified to the extent that theories based on it are successful; but what 1 
counts as success is debatable. Once plausible inference and memory processing ■ 
are seen as the essential functions of semantic representations, they become 1 
central issues for semantic theory, which must accordingly be concerned with I 
processes that are not, in the conventional view, “semantic.” Any semantic theory I 
which fails to address these issues is not likely to shed light on how language is I 
used to communicate ideas, which is, arguably, the fundamental scientific problem | 
of language. 1

It can be useful to relate this issue to a common-sense appraisal of why and I 
how people use language to communicate. It is a common observation that the | 
utterances of a speaker do not explicitly communicate all that the hearer is t 
intended to understand, and that the implicit content must be inferred. Often, 1 
what the hearer must infer does not follow necessarily from what he is told. 
plausible inference is required. If follows then that conceptual representations ; 
must support this inferential processing. Just as obviously, the goal of communi­
cation is often defeated if the hearer does not remember what has been com-

1

municated. Thus, conceptual representations must play a key role in memoiy- 
The examination of how conceptual representations can be designed 

support memory and inferential processing forms the foundation of Conceptus 
Dependency theory (Schank, 1975a). Consideration of these processing issne^ 
immediately refutes the possibility that the words and sentences of a natura 
language are themselves an acceptable representation of meaning, because words 
and sentences n»*» _____ nrl.» _________ Tollfl
million dollars”

зге ambiguous and elliptic. The sentence “Mary gave John 
implies that John possesses a million dollars, but the sentence

Mary gave John a kiss” doesn’t imply that John possesses anything. It would
be difficult to Ptevent erroneous inferences of this sort from being made, ho"'-
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ever- if the relevant rules had to be posed purely in terms of the words
themselves.

Another serious problem with the use of natural language itself as a con- 
eeptual representation is that the same meaning, more or less, can be expressed 
in many ways that seem superficially quite different. A conceptual represen­
tation in which related meanings are represented to the greatest extent possible 
in related ways facilitates memory search, for example, in answering queries. 
Furthermore, to the extent that similarities in the meaning of two utterances
are reflected in their conceptual representations, the plausible inferences that 
they share can be performed by shared rules, thus enabling a reduction in the 
total number of inference rules required. For example, whether you tell 
someone that "Fred bought a car from Jerry,” or instead say that “Jerry sold 
a car to Fred,” you can expect that the hearer understands that the car now 
belongs to Fred, that Jerry received some money from Fred in return for the 
car, etc. If the representations of these utterances are sufficiently similar, then 
the same rules can be used to accomplish this in both cases. This would also 
allow conceptual information to be shared among different languages in a 
model with multi-lingual capabilities. The parsimony of such a scheme is not 
merely an aesthetic feature; it has real processing consequences. For example, 
if rules are shared, then fewer rules must be learned, and each rule that is 
learned is of wider applicability and hence greater power.

In order to satisfy the above conditions, the number of primitive symbols 
out of which conceptual representations are constructed must be restricted as 
much as possible. “Verbosity” or redundancy in the representation vocabulary 
immediately cascades, causing further redundancy and complexity in inference 
and memory processing. The necessity for a restricted representation vocabulary 
can be further justified by considering the question of how the meanings of 
conceptual representations are themselves specified. The most coherent answer, 
from an AI perspective, is that the meaning of a representation is specified by 
its functional role in mental processing. In particular, then, the meaning of
some symbol in a
tures

representation system depends on the representational struc-
the inference rules that mention it.

Therefori
in which it takes part, and on
— e, as Hayes (1979) has pointed out, each symbol must play a role in 

many structures and inference rules in order to have some significant content
or meaning. The way to accomplish that is to express as many facts and rules 

possible using as few symbols as possible. It will not do to simply take every 
English verb as a predicate of the underlying conceptual representation without
hirther analysis.

Another important way in which a conceptual representation can facilitate 
'^ferential processing is by delineating what inferences need to be made. What 

proposition being represented.

I inf, 
L is a 

«'»ncLT’already known about the utterance, concept, or proposition being represented, 
. t remains to be elaborated, should, as much as possible, be obvious by^nd what

f^ispection. In slogan form, representations should supply expectations. Case 
^tttes are one style of representation that do this, t e empty slots (unfilled 
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cases) indicate, at least in part, information that is missing and remains to be 
inferred.

Based on these considerations, a system for representing the meaning of 
natural language utterances was devised as part of Conceptual Dependency 
theory. The primitive vocabulary of the system allows for the representation 
of actions, objects, states and state changes, and causal relations. (Most of the 
design efforts v/ere directed towards the representation of actions and causal 
relations; states are rather crudely handled, and objects hardly at all, although 
that has been remedied to some extent by Lehnert, 1980.) Each item in the 
primitive vocabulary has a set of associated conceptual cases delimiting the roles 
or attributes that are most crucial. All actions, for example, have an actor and 
an object; some have a source and a goal; and an instrumental action may 
optionally be specified. The number of primitive actions in the original system 
varied between ten and fifteen. Over time, some have proven more useful than 
others, and new ones have been introduced as new domains have been in­
vestigated (see, e.g., Schank and Carbonell, 1979). Five of the most ubiquitous, 
and hence most useful, are described below:

PTRANS:
ATRANS:

to physically transfer an object from one location to another, 
to transfer an abstract relationship, such as possession or

control, of an object from a donor to a recipient.
MTRANS; 
ATTEND: 
PROPEL:

to transfer information, either within or between individuals, 
to focus a sense organ on a stimulus.

to apply a force to an object, in a given direction.

Associated with each primitive concept are plausible inference rules that may 
be useful in elaborating an instance of the concept or relating it to other 
concepts. To take a simple example, given an instance of an ATRANS one 
can infer something about the possessions of the actors involved. Rieger (1975) 
identified sixteen different classes of plausible inference, and developed methods 
for employing them in a computer program.

Inference and pragmatic knowledge
The representation of causal relations in Conceptual Dependency permits 

the assembly of individual conceptualizations into larger units called causal 
chains (Schank, 1975b). The importance of causal chains for language processing 
lies in the fact that the coherence (or lack of it) of the textual description of an 
episode depends primarily on whether or not a causal chain can be constructed 
to connect the events and states described. Consider the difference between the 
following two vignettes:

Mary gave John a million dollars. He bought a new car.
Mary gave John ' ‘ Ja million dollars. She visited her aunt in Milwaukee.
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The first clearly has a coherence that the second lacks, because a causal chain 
can be constructed to connect the events described in the first case but not the 
second. The construction of a causal chain representation in this case, as in 
most, requires that intermediate actions and states, left implicit in the descrip­
tion, be inferred. Here, one must infer the intermediate state that John 
possessed a million dollars, which was the result of Mary’s gift to him, and 
which enabled his subsequent purchase of the car.

These sort of pragmatic inferences are just as necessary for constructing the
conceptual representation of sentences as of texts. For example, consider the 
sentences formed by conjoining the two sentences in each of the above vignettes:

Mary gave John a million dollars and he bought a new car.
Mary gave John a million dollars and she visited her aunt in Milwaukee.

Once again, the first is coherent in a way that the second is not. This difference 
makes it clear that the presence or absence of a causal chain can be a crucial 
attribute of an individual sentence’s conceptual representation; and the con­
struction of such a causal chain depends upon pragmatic inference.

The use of inference in constructing causal chain representations of texts is 
another illustration of its central role in language understanding. This role, 
in turn, imposes new requirements on our model of the understander’s inferen­
tial capabilities. In many cases, the result and enablement inferences that can 
be derived “bottom-up’’ from the concepts explicit in a text are insufficient for 
constructing a causal chain even though the text is in fact causally coherent. 
For example, compare the following two stories (from Schank and Abelson, 
1977):

Fred went to a park. He asked the midget for a mouse. He picked up 
the box and left.

Fred went to a restaurant. He asked the waitress for coq au vin. He paid 
the check and left.

Superficially these two stories are quite similar, yet the second is coherent in a 
way that the first is not. We understand the relationship between the events 
mentioned in the second story because we can bring our knowledge of what
normally happens in restaurants to bear. This enables us to construct a causal 
chain representation, based on the plausible inference of many events which 
зге not explicitly mentioned in the story, for example, that Fred probably ate 
the coq au vin.

The ability to employ w’orld knowledge in understanding requires large 
be used, when deemed relevant, to supply the 

“top-down fashion. Practically
<^onceptual structures that can
riecessary contextual knowledge in a “top-down tashion. Practically the 
simplest structure of this type is a script (Schank and Abelson, 1977), which is 
'Jsed to represent information about stereotypical episodes. A well-developed
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script is really just a prepackaged causal chain representing a common sequence
of events. Using scripts, an understander can link together concepts that cannot 
be related by their superficial features, by relying on a memory structure io 
which they are already linked together.

The prototypical example of a script describes what happens in a restaurant 
It is broken up into scenes that describe entering, ordering, eating, and leaving 
in terms of Conceptual Dependency actions and states linked by causal and 
temporal relations. Scripts are employed roughly as follows; When a script is 
referenced, e.g., by the mention of the word “restaurant,” it is activated and the 
events described in the text are compared to those in the script. If there is a 
good enough match, then the script is instantiated, i.e., those events in the script 
which are not mentioned in the text are inferred, resulting a complete causal 
chain representation. Cullingford (1978) worked out the details of this process, 
and constructed a computer program (SAM) that used scripts to understand 
simple newspaper stories.

Reconstructive memory
In experimental research aimed at elucidating the psychological role of 

scripts. Bower, Black, and Turner (1979) discovered that, when presented with 
stories about related (but distinct) episodes, subjects exhibited recognition con­
fusions with respect to which story had actually mentioned a scene that both 
episodes could be expected to contain. For example, subjects would read a story
about a doctor’s appointment and another story about a dentist’s appointment.
If one of the stories contained a reference to the waiting room, then even 
though the other had not, subjects tended, mistakenly, to judge that it had on 
a recognition memory test.

The implication is that different aspects of a story (or a real experience).
once understood, are stored in different memory structures. For example, in 
the case of doctor’s and dentist’s appointments, it seems that the part of the 
experience involving waiting rooms is stored in a structure specific to waiting 
rooms, which is somehow shared by the conceptual structures concerning doctors 
and dentists. It follows that the retrieval of the experience must be reconstruc­
tive, pulling together memories from different structures, with the concomitant
possibility for the sorts of confusions that Bower et al. observed.

ofThis explanation suggests that the structures which store memories 
experiences must be the same structures that provided the knowledge needed to 
understand those experiences in the first place. In other words, a theory of the 
conceptual structures used in processing must also be a theory of memory. The 
view of memory that emerges from all of this is one in which different memory 
structures organize different kinds of information, and are responsible for sup' 
plying that information to enable the interpretation of the various aspects of 
an input. Thus scripts, for example, are not static data structures that aro 
stored whole in memory; rather, they are assembled as needed to understand 
an input. Conversely, different aspects of an input will be stored with theinput. Conversely, different aspects of À
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different structures that supply the information relevant to those aspects. That 
js memories of a given experience will be broken up and distributed among 
the structures used in understanding that experience.

The smallest conceptual structure that coherently organizes a set of expec­
tations is a scene. A scene is a memory structure which groups together actions 
and states relating to a shared purpose, and usually in a shared setting in time 
and space. Specific memories are stored in scenes, indexed by some identifying 
feature, that is, some way in which they differ from the general actions and 
states described by the scene. For example, WAITING-ROOM is a scene which 
is organized around a purpose (waiting for the professional service), and contains 
such information as what it looks like (chairs and coffee table with magazines) 
and what you have to do (check in with the receptionist and wait for your name 
to be called). The WAITING-ROOM scene is useful in understanding any 
situation involving a visit to a professional for some service in which the client 
must wait someplace to be served. That is, it is shared by the conceptual 
structures representing knowledge about different types of professional service.

The conceptual structures that group together the various scenes necessary 
to understand a given situation (or a text describing that situation) are memory 
organization packets, or MOPs (Schank, 1980). For example, the knowledge
needed to understand everything involved in a doctor’s appointment centers
around many different purposes, of several actors, at different times and loca­
tions—e.g., the waiting room; undergoing medical tests; making a new appoint­
ment; paying the bill. Some of these scenes are part of the doctor’s appointment 
MOP, for example, undergoing medical tests. Other MOPs also contribute 
scenes; for example, bill paying is part of the contractual arrangement which 
is implicitly entered upon when being treated by a doctor. So, MOPs can refer 
to other MOPs as well as scenes.

While the original motivation for developing a reconstructive theory of
memory came from the inability of scripts to account for recognition confusions, 
explaining these confusions is not really the point of the theory. By organizing 
knowledge in small, scene-sized chunks that can be shared by different MOPs,
we gain flexibility and efficiency (Charniak, 1978). But more importantly, by
sharing scenes, information learned in one situation, and stored in the appro-
Priate scene, is made available in other situations which employ the same scene, 
"^hus, the crucial function of reconstructive memory is that it facilitates learning 
(Schank, in press).

^lernory structures and meaning
__  the constructs introduced above be used to address our original 

Concern of representing the meaning of natural language utterances? The 
application is straightforward when some word in the utterance directly asserts 

instance of some large conceptual structure. Consider the ----
*dnapped Lindbergh’s baby boy.” The word kidnap points directly to a MOP 

call it M-KIDNAP) which presumably contains, or else makes reference

How can

Consider the sentence “Bruno
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to other MOPs which contain, the following scenes: The actor takes control 
of the victim; hides him; contacts the victim’s relatives and demands a ransom; 
negotiates a deal with the relatives; picks up the ransom; releases or kills the 
victim; and tries to elude capture. We maintain that the best representation of 
this utterance is an instantiation of this MOP (Schank, Lebowitz, and Birnbaum, 
1980), in which the slots for actor, victim, and relatives are filled by Bruno, 
the baby, and Lindbergh, respectively, and with the first scene marked as having 
been accomplished. The fact that the first scene is so marked explains the 
anomaly of a sentence like “Bruno kidnapped Lindbergh’s baby boy, but failed 
to grab him.” The fact that the other scenes are available to supply expectations 
explains why, in a sentence like “Bruno kidnapped Lindbergh’s baby boy and 
left a note,’’ we so easily understand that the note is a written document (as 
opposed to a musical note), that it is probably for Lindbergh, and that in fact 
it instantiates the second scene of M-KIDNAP (contacting the relatives and 
demanding a ransom).

More complicated cases arise when an utterance does not contain a word 
which directly asserts the conceptual structure that best embodies the speaker’s 
intended meaning. Consider the following two utterances:

Joe bought his new TV at Macy’s.
Joe got his new TV at Macy’s.

The first utterance, by use of the word “bought,” directly asserts an instance 
of what Fillmore called the commercial transaction scenario (which we will 
refer to simply as M-BUY). Hence it is best represented by instantiating M-BUY, 
with Joe as the buyer, Macy’s as the seller, and the TV as the object. If we 
continue to adhere to the position that conceptual representations should as 
much as possible reflect similarities in meaning, then since these two utterances 
are synonymous, or nearly so, their representations should be identical, or 
nearly so. Therefore, the second utterance should also be represented by an 
instance of M-BUY.

That could be accomplished easily if the word “got” pointed to M-BUY in 
the same way that “bought” does. However, since there are many ways to get 
something besides buying it, this approach would imply that “got” is an 
extremely ambiguous word, with innumerable subtly different senses. If “got 
were unique in this regard, this consequence would be tolerable; but it is not' 
Perusing any text yields words with the same characteristic, words like “take, 
use,” “go,” “have,” “hold,” “cut,” “send,” “carry,” and so on. In fact, this

technical problem of_____ an explosively large number of distinct word senses (whiclt 
Rieger and Small, 1979, among others, have embraced and attempted to solve) 
arises because the entire approach remains, at root, based on the old notion 
that the meaning of an utterance is a simple, additive function of the meaningsi 
of the words it contains. Using this approach, if one takes M-BUY as th^
tepresentation of “Joe got his new TV at Macy’s,” and then subtracts out the 

J
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cli.sainbiguated meanings of all the words in that utterance, nothing is left over. 
Every nuance of the utterance, every subtle distinction in the meaning of every 
51,'ord in the context of the utterance, must be reflected in one of the innumer­
able number of precomputed senses of the words themselves.

The alternative we propose is based on our intuition that the problem with 
a word such as “got” is not that it is enormously ambiguous, with many possible 
meanings of great specificity, but rather that its meaning is vague and general. 
Vhat “got” conveys is simply a crude description of what “got” might mean 
in a given context. In order to derive a more highly elaborated and specific 
representation for the utterance as a whole (e.g., M-BUY) this crude description
must be employed as a search key for indexing inside of MOPs activated by the
context (Schank and Birnbaum, in press; the importance of crude descriptions
as a starting point for understanding was discussed in general terms by Marr, 
1977). To see how this might work, let us assume that the meaning of “got” is 
represented simply as ATRANS (transfer of possession or control). Further, 
assuming that one knows that Macy’s is a department store, M-BUY would be 
potentially relevant, since department stores are a common setting for M-BUY. 
M-BUY contains several scenes, among them two which center around instances 
of .\TR.\NS: One represents the transfer of the goods from seller to buyer, 
and the other the transfer of money from buyer to seller. Now consider the 
following informal rule:

If an action occurs in a setting which is commonly associated with some 
MOP, then look inside that MOP and check whether the action could 
instantiate one of its scenes. If so, then instantiate the entire MOP, and 
mark the matching scene as already accomplished.

Since the transfer of the TV to Joe matches a central scene in M-BUY, by using 
a rule of this sort, the utterance “Joe got his new TV at Macy’s” can be under­
stood as an instance of M-BUY, without necessitating that “got” point to 
M-BUY as a possible sense. This approach does not limit the meaning of an
«Iterance to be simply an additive function of the meanings of the words that 
«take it up. If one subtracted away the meanings of all the words in this 
example, one would be left with an instance of M-BUY which, although 
■■«ggcsti’d by “Macy’s,” was not asserted by it or any other word in the utterance.

Utterances that seem to require the sort of processing exemplified above are 
ettiremely common; we will present one more example here:

Tohn mailed me a postcard from Mexico.
John sent me a postcard from Mexico.

'^^ove. these two utterances are synonymous, or nearly so. The 
... __ _ .... instantiation of the conceptual

fliat represents our knowledge of postal service (i.e., M-MAIL).
both should be represented by an

meanings
structure

In the first
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case, this is directly asserted by the word “mailed.” In the second case, the
word “sent” has been used instead. “Sent,” like “got,” has a vague and general
meaning; it points to a crude description of what it might mean in some context
Let us assume that this meaning can be represented simply as PTRANS (transfer
of location). It seems clear that the word “postcard” suggests that M-MAIL 
might be relevant. Since the main goal of M-MAIL is to accomplish the 
PTRANS of some object, and since the action asserted by “sent” is a PTRANs 
it is fairly straightforward to conclude that M-MAIL should be instantiated.

This approach presents interesting opportunities for linguistics, since it 
permits the solution of certain semantic problems by appeal to large conceptual 
structures. For example, consider the sentence “Joe got his new TV at Macy’s 
for 300 dollars.” In order to be properly interpreted, the phrase “for 300 
dollars” depends on both the presence of M-BUY and the recognition that Joe’s 
receipt of the TV instantiates the scene in which the seller transfers the goods 
to the buyer. Without activating M-BUY, we would not realize that we can 
expect a scene in which the buyer transfers money to the seller. We can assume 
that any phrase of the form “for <some amount of money>” suggests that 
M-BUY might be relevant, since, if a speaker doesn’t know that money is good 
for buying things, he simply doesn’t understand the concept of money. How­
ever, this alone cannot account for our ability to determine that Joe paid 
Macy’s the 300 dollars. That involves knowing who is the buyer, and who the 
seller, which in turn depends on recognizing that the scene in which the seller 
transfers the goods to the buyer has been accomplished by Joe’s receipt of the 
TV. In general, determining who is the buyer and who is the seller depends 
on knowing what counts as goods or services, and who can supply them. In 
this case, M-BUY specifies ATRANS as the service; but in general, the problem 
is quite difficult. In the utterance “I painted Fred’s house for 500 dollars,” it 
seems clear that the speaker received the 500 dollars, since painting a house is 
hard work and is therefore probably a service he supplied. If the sentence is 
changed to read “I painted my house for 500 dollars,” however, it means that 
the speaker paid 500 dollars to have his house painted. In order to understand 
this, M-BUY must contain the knowledge that buyer and seller are usually
different actors. The sentence “Fred flew to Los Angeles for 1,000 dollars,” does 
not make clear whether Fred was the buyer or seller of the service, and hence 
it cannot be determined whether he paid 1,000 dollars, or received it.

Conclusion
One of the more interesting, if speculative, implications of an integrated 

view is that it makes the process of understanding what is usually considered to 
e iteral language appear quite similar to the process of understanding meta- 

p rorica anguage. (Indeed, psychological evidence for the view that literal and 
non-hteral lanpuaor. —__,,„„,„„,1 _ n_  __ . ___language are understood using similar or identical processes is ac-
cumulating; see Gibbs, i
Joe threw out the garbage,” and “Judge Bean threw out the case.” The formed

in press.) For example, consider the pair of sentences
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yvould normally be deemed a literal use of the words “threw out,” while the
latter would be considered metaphorical. In contrast, a theory of understanding
based on the sort of processing described in the last section would operate in
jiiore or less the same way given either as input, starting from a crude descrip-
tion of the meaning of “threw out,” and using that in conjunction with the 
relevant MOPs to more precisely determine what was being conveyed. In a 
sense, an integrated theory of semantics and pragmatics leads us to the con­
clusion that all language is, to some extent, metaphorical.
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Potential Words, Actual Words, Productivity 
and Frequency

Mark Aronoff
SUNY, Stony Brook

0. Introduction
Linguistic theory must distinguish between the actual words of a language 

and the potential words of that language. The two notions are independent. 
The former class is defined by the lexicon, while the latter is defined by the 
phonology and morphology. In this paper, I will provide several examples of 
the utility of the distinction, and of notions derived from it.

It is usually assumed that the actual words of a language are a subset of the 
possible words, for how could something be actual but not possible? In fact, 
there are many words in a language which are actual but which go against the 
rules for potential words. In English, those words with initial [sf] clusters are 
actual but not potential words of the language (Greenberg and Jenkins 1964). 
That is why I prefer the term potential, for the difference between what is 
possible and what is potential is that the latter does not exist, though it might. 
Potential is irrealis. Since the classes of potential and actual words do not 
overlap by definition, impossible words are not a problem so long as we use 
the word potential.

Actual words have certain properties which potential words do not. Most

sensitive to the frequency of actual words (Taylor 1980;
importantly, speakers recognize them as actual. The best evidence for this is 
the fact that people are s i-- --------------- , -
Bradley 1980; Whaley 1978). Potential words by definition have no frequency.

I 
i,

Since they do not exist. What they have instead is proba
that though there are infinitely many potential we may rank
more likely to become actual words than others. being the most
the three words twid, thwid, and pwid in that order,
likely and the last being the least likely to be ^‘^^g^Xaning of a complex 

Actual words also have arbitrary meanings, while t f^med. Further-
potential word is motivated by the rule accord)ing to w
more, the meanings of potential words are mucn m

____  , J probability, because it is considered i) Most linguists nowadays do not like to tai a one. Instead, linguists use the
a probabilistic or statistical notion rather than a (Kean 1974) so linguists do
markedness, but markedness is a way of deriving p . ---- j

about probability, though they prefer to t-----
''^ord for probability is productivity. To say that a 
®hother is to say that there is a higher probability ot

to be
term

L
talk 
Wor 
atioi 
beir 
acce

talk think otherwise. In word formation, the code
given pattern is more productive than L

'eine — ““ “‘6“.* — - potential word in Uie first pattern
Ccp^. in the language than there is of a potential word in the second pattern being

’^'^Pted.

a
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words. In the most extreme cases, such as the zero-derived verbs discussed in 
Clark and Clark (1979), the range of potential meanings for a given potential 
word may be so vast as not to be determinable out of pragmatic context. Yet, 
even in this class, the meaning of a word will become fixed as the word becomes 
lexicalized.

Much recent work on word formation has ignored the actual/potential 
distinction and the related notions of productivity and frequency and has instead 
treated all words as equal, following the model of syntax and the sentence. 
This ignorance is convenient, for it permits the investigator to concentrate on 
purely formal problems without worrying about substantive matters. It is also 
unfortunate, depriving the theoretician of a good part of the empirical base 
upon which to anchor his claims. In the interest, therefore, of correcting this 
bias, I will present a few cases where the actual/potential distinction, frequency 
and probability shed some light on other matters.

1. Conversion
1 will discuss frequency and probability and the relation between them 

below, but I will begin with the primary distinction, that between actual and 
potential words, and show how it can be used in solving a theoretical problem 
about structure. The problem is the structure of zero derivation or conversion, 
a common process in many languages whereby a word or stem of one category 
can be used in another category without there being any necessary overt mark
of the category shift (e.g. English photographN, v! smile ; Biblical Hebrew
active participles and agentives; Latin past participles and verbal nouns). Given
that there are two coherent categories, how are they to be related formally?
If we assume that all morphological relationship is expressed by concatenation, 
the derived category being the one bearing the affix, then we must resort to 
zero morphemes. The base is then X and the derived class is X-f-0. However, 
there are general problems with zeroes of this sort (Nida 1948; Haas 1957; 
Lieber 1980) and it is difficult to find any empirical evidence for them. There 
is also some evidence against them. Even in frameworks which allow more than 
concatenation there are formal problems. For example, in the systems of 
morphology developed by Selkirk (forthcoming) and Lieber, where phrase 
structure is expressed in terms of binary branching trees, the relationship be­
tween the basic and derived categories is similarly inexpressible without resorting 
to unmotivated zeroes, since there is otherwise nothing for one branch of the 
tree to dominate.

The formal difficulty engendered by zero-derivation seems to arise from the 
necessarily directional nature of the usual means by which derivational relation' 
ships in morphology are expressed—the Word Formation Rule (WFR). ? 
t ere ore legitimate to ask whether the relationship between zero-related cate­
gories is indeed directional, for if it is not, then a nondirectional solution (such 
as that suggested by Lieber) which easily dispenses with zero morphemes
be correct. What evidence do we have for the necessity of a directional rule.

It is I

(such JU 
may 
rule,
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similar to a normal WFR except for having no visible affix, in cases of zero­
derivation?

It is difficult to find good formal evidence, since homophony can always be 
accidental or the two can always be equal instances of the same form. For 
example, Lieber claims that the fact that the Latin verbal noun is always 
identical to the past participle shows that it is derived from it. But this is false, 
for the two could just as well be derived from a third unlabeled element. 
There is sometimes semantic evidence. The Latin verbal noun generally denotes
an instance of the action denoted by the verb. Thus, perczissus is a noun
meaning ‘knock’ or ‘beating’ and the corresponding verb is percutió ‘to
strike’: the noun raptus means ‘abduction’ and the verb rapto means ‘to abduct’, 
and so on. The same is true in English: corresponding to a verb we find a 
noun denoting an instance of the action of the verb: hit^, hitn', nm^, run^; 
claim,f, claim^-, needy, need,,; and so on. For both these cases it would seem 
reasonable to claim that the verb is semantically basic and that the semantics 
should be a criterion for the directionality of the relationship. Semantic 
evidence of this sort can be found in most cases of zero-derivation, and it is 
usually the semantic evidence that guides the particular solution provided (cf. 
the many cases discussed in Marchand 1969). But semantic evidence is rarely

I

conclusive and is regarded with some suspicion by most well-brought-up
linguists. Nor is it always clear. For example, is the noun claim really derived 
from the verb? Couldn’t it just as easily be the other way around? After all, 
we have ample evidence for a rule in English which zero-derives verbs from 
nouns (Clark and Clark 1979).

Enter the actual/potential distinction. Within the framework of Aronoff 
(1976), a WFR is a directional device which forms potential words from actual 
Words.Therefore, for any rule of zero-derivation, if it is a WFR, the base of 
that rule should consist of actual words and the derived category should contain 
potential words.’’ The actual words should have frequency and lexicalized
meanings, while the potential words should have potential meanings. As far 
3S 1 know, these criteria solve every existing case of zero-derivation. They always 
tell us which category must be basic and which derived. We must, therefore.
assume that there is a WFR at work in all cases of zero-derivation. We must

nondirectional rule of conversion is impossible, for itconclude that any ____________
always implies that the two related categories are equal, which they are not. 
^or example, Lieber is forced by her nondirectional position to claim that for 
every German noun in -el (e.g. Deckel ‘cover’) there should be a corresponding 
'Verbal form (in this case deckeln ‘cover’). This is false, for while there is an 
’CHial noun in every case, the verb in most is only potential, and there is no

IS false, for while there

■) There are rare exceptions, instances of new words being foimed from potential words, 
t these are not significant or svstematic. Note also that by nt” mean stem or Zexeme

t'^ronoff 1978), and that there may be cases of word formation from roots (Drapeau 1980).
The output will not consist entirely of potential words, since some members of the output 

^Sory have been lexicalized.

V 2) 
but that by word I mean Stem or lexeme
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pressure to form new verbs, which is just what the directional theory predicts
This leaves us with the formal problem of relating the two sets without 

resorting to excess zeroes. But there are several formal systems which dispense 
with zero while still retaining the necessary directionality. Williams (1981) foj. 
example, permits non-branching phrase structure rules of the type X—«-Y fop 
zero-derivation. Furthermore, he shows that such a structure without zeroes 
provides a nice explanation for some of the morphological peculiarities of 
certain zero-derived categories. Thus it is clear that zero-derivation is different
from other formal types of WFRs, but the difference is merely the lack of
affix; there is no need to posit a new device to account for zero-derived 
gories.

an
cate-

2. Productivity and Foregrounding
Having established the distinction between actual and potential words, I 

would like to turn to the related matter of productivity. As in the last section, 
I will deal with interaction, but instead of a formal question, I will treat a 
functional question, that of foregrounding (Mukarovsky 1970).

It is well-known that the productivity of a WFR varies with the morphologi­
cal composition of the base. Williams calls this potentiation. In English at 
least, a given affix is usually potentiated by the last morpheme of its base. 
So, for example, the nominal affix -ation is potentiated by the verbal affix -ize. 
Potentiation gives us complex morphological patterns of the general form 
X-affix-affix in English. I will call these patterns, which are actually sub­
categories of the output of a WFR, Word Formation Patterns (WEPs'). Produc­
tivity is, therefore, a property of WFPs rather than of WFRs. For example, the
WFP Xization is more productive than the WFP Xizement.

In a recent series of studies (Aronoff and Schvaneveldt, 1978; Anshen and 
Aronoff 1981; Cutler 1980) it has been demonstrated that differences in produc­
tivity among WFPs are correlated with adult native speakers’ willingness to 
accept potential words formed according to these WFPs as words of their 
language. For example, given the two WFPs Xiveness and Xivity, with potentn 
words such as obsessiveness and obsessivity, speakers prefer Xiveness over Xivit)- 
This is true regardless of which of the following three questions speakers ate 

■ thisasked: is this a word in your vocabulary? is this an English word? is a

meaningful word? On the basis of this phenomenon we may conclude
not aknowledge of productivity is part of speakers’ competence and that it is 

purely historical artifact as it has been traditionally treated.
■ at the phenomenon in the light of the actual/potential distinctio 
we may say that the more productive a pattern is, the less hk

If ^ve look 
macle above, ■
a speaker is to be able to distinguish potential words formed in that pati 
from actual ones. Speakers tend to judge potential words formed in productj'rt 
patterns as actual words, though they are not. The actual/potential distinct*® 
is, therefore, not very important for highly productive WFPs. This is a faniil*’ 
truism, though I clon’t think that it has been demonstrated experiments^

from actual

J
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before.
The inverse of this statement is that speakers are more aware of the actual/ 

otential distinction for less productive WFPs. With these, they know a new 
^ord when they hear it. Resourceful speakers exploit this awareness and the 
actual/potential distinction is thus rendered useful. For example, given the 
word reductive (a technical term used by potters to designate whether a clay 
□r glaze is fit for reduction firing, in which the oxygen in the firing atmosphere 
js reduced) I may use the words reductiveness or reduclivity to refer to the 
property itself. The former will go unnoticed by my hearer (and probably by 
myself), but the latter will not. Indeed, I would only use such a word if I meant 
it to be noticed. I will, therefore, most likely use the latter term to mean 
something special, arbitrary to a degree, lexicalizable. In fact, the technical 
term for the property in question will most likely be reduclivity rather than 
reductiveness; so we use productivity, sensitivity, relativity, objectivity, etc. as 
special terms, rather than their more productive counterparts.

From a general linguistic point of view, this use of a less productive WFP 
is an instance of foregrounding. Foregrounding is a poetic technique which was 
first discussed by Mukarovsky. It consists of the use of rare or deviant forms or 
a disproportionately frequent use of a form, compared to its use in “normal” 
language.

The use of less productive WFPs for purposes of foregrounding is pervasive. 
Technical terms, jargon, highfalutin language, advertising, academese, all use 
less productive WFPs simply because they are more remarkable. It is also of 
some interest that young children apparently do not know what is remarkable. 
Instead (Clark 1978; Berman 1980) they coin words at will, regardless of the 
productivity of the pattern. Children, in other words, are pure formalists.

The difference between children and adults can be traced to the fact that 
children’s command of their language grows independently of their awareness 
bf it (Sinclair, Jarvella, and Levelt 1978). Awareness comes late, perhaps only 
after the formal system has developed fully. Since foregrounding depends on 
awareness, children are incapable of it, as they are incapable of most metalin­
guistic activities.

Foregrounding is a metalinguistic ability par excellence, dependent as is any 
poetic device on the use of language for its own sake. Yet, as Jakobson (1960) 
^bphasizes, metalanguage plays an important role in our everyday language.important role in- -------- , ---- *---------- I P O' "O'

be foregrounding of a WFP is nice proof of this essential role ot awareness in
our
fir 
of

everyday speech, and it is further proof of Jakobson’s claim that the poetic
betion has an intrinsic place in language of every sort. Finally, the 
®bch foregrounding underscores the importance of productivity for all

speakers.

success 
mature

3, Frequency
I noted above that only actual words have frequency. Nonetheless, frequency 
be a useful tool in the study of productivity, and it can also shed light
noted above that only actual

on
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more basic questions of linguistic theory.
1 first became interested in frequency when 1 was doing the experimental 

work mentioned above. In work of this kind it is very important to control for 
frequency, because of its effect on speakers’ responses. It occurred to me at 
the time that frequency might be a simple explanation for productivity; the
more frequent WFP is more productive. Practical considerations prevented me
from investigating this possibility, there being no available frequency counts of 
affixes, but I was still intrigued by frequency, so I decided to perform another 
type of frequency count, which was possible given the materials at hand. I 
calculated mean frequencies for rival WFPs such as Xiveness and Xivhy and 
for the bases of such WFPs. For example, for the above two patterns, I cal­
culated the mean frequency of all the words in each pattern listed in Walker 
(1936) for which the frequency of the base was 1 per million or more, according
to Kucera and Francis (1967). The results of this calculation are given in
Table 1:

T.4BLE 1
Xivity vs. Xiveness

Xivity
Xiveness

ME.4X FREQUENCY 
OF B.4SE WORDS

27. 261
13. 117 
Z-score=2. 23 
signihcant 
(one-tail test)

SD

29. 218
20. 445

.02

ME.4N FREQUEXCY 
OF DERIVED WORDS

9. 565
0. 641
Z-score = l. 79 
significant 
(one-tail test)

•SD

23. 891
3.214

.04

X

23
103

The statistical analysis reveals that individual words of the form Xivity are 
significantly more frequent than individual words of the form Xiveness. This 
result can be explained in terms of the analysis given to the last section. 
I claimed there that the less productive WFP is more remarkable and that its 
members are therefore more likely to be lexicalized and assigned special 
meanings. We now see that this lexicalization is reflected in frequency, for
semantic complexity and frequency go hand in hand.^> 

Expecting the pattern to repeat itself, I performed the 
another set of WFPs, Xibility and Xibleness. In this case.

same calculation for
-ness is less produc­

tive, both in terms of sheer number of words and in terms of native speakers
judgements about potential words, as detailed in Anshen and Aronoff (1981)- 
\et we find the pattern reversed. In fact, no ibleness word has a frequency 
as high as 1,

4) The well-known connection between semantic complexity and frequency may also expl®**' If* PTpaipr *1 / / . _ Jthe greater mean frequency of the base of the less productive WFP. More frequent words tendlow rd ' Л'’-sivjr mv UOJV WA AAAV AVOO J^lk/klUCllVC »»ri'. IVIOIC llCtjUVlIL -

g ter polysemy. Since these more frequent words are more likely to develop spccia
senses, the need to
less productive WFp
to make the semantic distinctions

‘listinguish particular senses is more likely to arise for these words. The 
more frequent bases, servingwill, therefore, be more useful with just such

concrete.

L
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TABLE 2
Xibility vs. Xibleness

Xibility
Xibleness

MEAN FREQUENCY 
OF BASE WORDS

8.6
12. 737
Z-scorc=. 888
insignificant

SD

15. 297 
17.985

MEAN FREQUENCY 
OF DERIVED W’ORDS

3.32
0

Z-score = l. 42
insignificant

SD
16.588 

0

N
50
19

The only explanation for this data is that Xibleness is not merely less productive 
than Xibility, it is dead, not a viable WFP of the language. There may be
enough Xibleness words around for a linguist to posit a pattern, but the
pattern is not real. This explanation appears to be correct, for it is corroborated 
by speakers’ judgements of the two pairs Xibility/Xibleness and Xuieness¡Xivily.

TABLE 3
PROPORTION OF ACCEPTANCE BY SPEAKERS

WFP
Xiveness
Xivity 
Xibleness 
Xibility

ACTUAL WORDS
.88
.90
.61
.96

POTENTIAL WORDS
.44
.38
.37
.73

NON-WORDS
. 16
. 16
. 19
.38

With the Xive pair, though speakers consistently prefer Xiveness ovtr Xivi^ 
for potential words (this is true even when the results are bro en own y 
individual words and individual speakers) the preference is not great an 
does not have any effect on speakers’ judgements of either actúa wor 
nonwords. They must recognize the two WFPs as being operative or e 
words and must know that one is more productive than t e ot er. i 
Xible pair, on the other hand, we find a very different pattern o xible- 
oi all, the difference between acceptance of potential Xt i t y 
ness yyorás is much greater than with the first pair. J-“re, the^effect 
carries over to the actual words and the nonwords, w ic i reeard-
the first case. Speakers are simply rejecting Xibleness wor s 
less of their status on the actual/potential dimension. souares with the
demise of the pattern as a viable WFP of the language foreprnnnded 6)
frequency data^«) It is also true that Xibleness vtords are ne oregrounded.

Productivity and frequency together attest to the death of Xibleness. A 
P^ly formal study would never have given the slightest suggestion that this
'“7— -------  J ..«iiallv more acceptable if the base word is5) Cutler has shown that potential words ar f general fact is further evidence 
transparent. The fact that Xibleness words run count
tttr rnv rlol««•tty claim.

answer may lie inthe Exactly why Xibleness should be dead is not clear to ^he rr.;'..'.,. L»,
historical fact that foreground becomes background. * i i y is historically later than

•enesj and may have smothered it.
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could be the case, for there are no formal grounds for doubting the viability
of this particular WFP. Nor should there be formal reasons for its demise
Nonetheless, speakers know that the pattern is not viable, just as they know the
frequency of words. Both are part of their linguistic competence.

Plenary 4: Morpholo.'g?

4. Conclusion
In this paper I have shown that linguistic theory must recognize the distiniIC-

tion between actual and potential words and the related notions of productivity 
and frequency as part of grammatical competence. I have also shown how these
notions can be used in theoretical argumentation. I hope that I have 
confused the two.

not
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On Word Formation in Natural Morphology

Wolfgang U. Dressier 
University of Vienna (Austria)

§ 1 Natural Morphology,^’ although heavily influenced by Natural Pho­
nology (as founded by Stampe 1969), has so far been a predominantly European 
endeavour.2’ Research in Natural Morphology (henceforth NM), as I under­
stand it, can be characterized by the following short check list: It investigates 
overt and covert universals (cf. Seiler 1975, 1978), which are based on extra- 
linguistic entities (e.g. on perception: Mayerthaler 1981; Wurzel 1977, or on 
semiotic principles: Mayerthaler 1980; Dressier 1980c), and which are the bases 
of naturalness scales (most-more-less-least natural). NM is functional (Dressier 
1977a, 1980a,c; cf. Dik 1980; Seiler 1976; Stachowiak 1978). One function is 
served by several techniques (although to different degrees of excellence, cf. the 
naturalness scales) and one technique can serve more than one function, e.g. in 
the case of labelling concepts (cf. Stachowiak 1978). Language types (in the 
sense of Skaliika 1979) are established by the choice and application of basic 
techniques. The typology of domains such as diachrony (Dressier 1980a,c),
language acquisiton (cf. e.g. Panagl 1977; Chmura-Klekotowa 1972; Stephany 
1980), aphasia (Stachowiak 1978; Dressier 1979) must explain domain-specific 
phenomena with the help of domain-specific intervening variables (cf. Dressier 
1980a). In short, language(s) is (are) seen as a system(s) of problem solving
(Seiler 1975; introduction to Seiler 1978), i.e. of solving the problems of the 
functions of human language (esp. cognition and communication). As a con­
sequence there are more adequacies or standards for such research than those 
proclaimed by N. Chomsky (cf. Dik 1980).

§ 2 Since many linguists think of word formation as something very differ­
ent from inflectional morphology, I must enumerate a few arguments why I 
consider both components to be much more similar to each other than to any 
other component of language, so that what I am going to say about word 

Jnon-Europeans.

1*70

• I would like to thank John Rennison (Vienna) for englishing my first version of this con 
tribution.

1) See especially Dressler-Mayerthaler-Panagl-Wurzel, in preparation; Mayerthaler 1980, 1981- 
Panagl 1977; Wurzel 1977, 1980; Dressier 1977a, 1979, 1980a,b to appear a,b. For related ap' 
proaches cf. Seiler 1975, 1978; Stachowiak 1978; Stephany 1980; Plank 1981. See more articled 
on WF in volume XVI (1982) ot Folia Lingüistica.

2) Since the three main reporters are American and working in the sphere ot Generative 
Grammar, I will focus on non-American and non-generative research; nevertheless, lack of space 

MS not allow me to strive toward effectively diminishing what the New Zealander Baue*” 
( 80. 73) has called the general “ignorance of the vast amount of European work on 
formation” among
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formation (WF) may go for all of morphology. Singh & Ford (1980) have 
mentioned that 1) only inflectional and derivational affixes (and rulesl) can be 
intermingled, 2) that both can change word-classes, 3) that both can use supple- 
tion, 4) that inflectional morphemes (and rules!) can become derivational ones 
and vice versa (whereas there is an undirectional change from syntactic and 
phonological rules to morphological rules, cf. Dressier 1976). One may add 
similarities in 5) analogy and 6) reanalysis in acquisition and diachrony (cf. 
Plank 1981: 67ff), etc. I.e., although the functions of inflectional morphology 
and WF diverge quite considerably, the techniques used are similar, and differ 
only in degree (cf. Plank 1981).

§3.1 . One typical research strategy of Generative Grammar is to posit an 
arbitrary (highly constrained) hypothesis (cf. Plank 1981: 206f) as a formal 
universal, e.g. that all word formation rules (WFRs) are word-based (Aronoff 
1976: 21—cf. §4. below); then universal restrictions on possible WFRs are 
derived and (thoroughly) checked on a limited number of languages to see 
whether they generate all and only the correct newly formed complex words 
(or even all complex words). Undoubtedly this approach has greatly stimulated 
research on WFRs.

§ 3.2. Another approach, often used in NM (cf. § 1), is to establish (natural­
ness) scales for linguistic techniques (e.g. conceivable bases for WFRs- :f. §4
below), to link them with the functions they are supposed to serve and with 
general principles (e.g. semiotic principles) governing their application, to grade 
these techniques according to how well they match functions and principles, 
to try to find typological reasons why languages of a given type use relatively 
“bad” techniques at all, and to evaluate how bad a conceivable technique must 
be for no natural language to utilize it. Cf. a similar approach in Seiler’s
UNITYP theory (Seiler 1975, 1978; Stachowiak 1978; Biermann 1980; Stephany 
1980) and the parameters of markedness in Mayerthaler (1981).

§4.1. Let us illustrate this difference with the word-based hypothesis. Bauer 
(1980), Botha (1980) and Carroll (1979) have already given abundant evidence 

on multilexical words, phrases(from English and Afrikaans) of WFRs based
(cf. Guilbert 1975: 155) and sentences, to which one may add Russian examples
(cf. Kalnijazov 1978: 10) such as ¿ert-mne-ne-brat-stvo ‘foolhardiness’, from 
Jfv. . , •. ... . . . - «.tl___ ........ 1__________________________________ .1. _‘devil’, mne ‘to me’, ne ‘not’, ftrai ‘brother’ (i.e. ‘the devil is not my brother’)
^nd the verb-nominalizing suffix -stvo, or German examples such as eine Friss-
^ogel-oder-stirb-artige Attitüde ‘a take or leave it attitude (from friss ‘eat!’, 
^'ogel ‘bird’, oder ‘or’, stirb ‘die!’, and the adjectivizing suffix -artig-, i.e. the base 
is an imnerativp sentenced Hnwpver. a multi-sentential base seems to be ex- an imperative sentence). However, 
eluded in natural languages, i.e. several connected sentences (in the text- 
^Inguistic sense of surface sentence formats, cf. Beaugrande & Dressier 1981)

text-

cannot be bases for WFRs.®>
3) Although complex words may be derived by WFRs from (the intermediate Step of) NPs 

co-refer aHaphoritally to semantic macrostructures, cf. c-g- ®^augrande & Dressier 1981; 
§lv. 16; Wildgen 1980.I
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§ 4.2 What reason may be evoked to explain why phrases (and, even more 
so, sentences) are much more rarely used bases for WFRs? If we take one of the 
(universally accepted) functions of WFRs, i.e. that of enlarging the lexicon 
(enrichissement verbal, e.g. Guilbert 1975) by the labelling of concepts, then 
clearly there is less pragmatic need to label concepts of such complexity that 
phrasal or even sentential bases must be used. This may justify their rarity of 
use, but not the fact that certain languages (e.g. Latin, Ancient Greek) exclude 
multi-lexical verbinflected, modally qualified sentences as bases for WFRs.

§ 4.3. Here the semiotic principle of the optimal size of a sign^> may be 
invoked: Too big a sign(ans) is difficult to perceive for the hearer and to store
for the speaker and hearer. Notice that, typically, sentential bases of WFRs are
idomatic sentences which are stored in verbal memory anyway as in the agent 
noun do-it-yourselfer (US News & World Report, 30.8.1982 p. 45) (cf. §4.1). The 
perception of the base is necessary if a second universally accepted main func­
tion of WFRs is to be served: the motivation of complex words, i.e. the 
better the bases can be perceived, the better the function of motivation is served 
(cf. Cutler 1980: 49f).

§ 4.4 The exact nature of this typological scale and of its correlation with 
the aforementioned psychological explanatory factors remains to be specified. 
However, one typological phenomenon must be mentioned: 1) Polysynthetic, 
incorporating languages (cf. Sadock 1980; Biermann 1980) allow larger and more 
complex bases for WFRs, and in a freer and more regular way, than typologically 
different languages.
2) WF serves the function of predication much more in polysynthetic languages 
than in inflectional or other language types—contrast Latin a) ablative absolute 
constructions such as te con-ses-sor-e ‘if you are sitting together with (me)’, 
literally ‘you (ablative case), with-sit(t)-er (agent suffix -torf-sor)—ablative suffix’; 
b) compounds as in vale, denti-frangibul-e ‘farewell (you) tooth-break-er’, with 
Cahuilla (Seiler 1975: 5) tiik-va-s-nek-is ‘blue’, lit.: ‘having accomplished (absolu- 
tive suffix (i)s) the process of becoming (nek) like the thing where (va) something 
curved is fastened (tiik, absolutive suffix 5)’.
3) If a technique serves more functions (purposes, i.e. solves more problems), 
then it is used more widely.

ive§ 4.5. As to bases smaller than words, these often occur in non-productiv

I

I

I
I
I

word-formations of long standing (Plank 1981: 204ff, cf. Malkiel’s (1970: 7) 
acephalous word-families), for which the word-based hypothesis is not meant 
to apply. But, Bauer (1980: 75ff) notes, learned compounds in language® 
for special purposes and words from foreign bases can regularly be derived from 
morphemes (or even pseudo-morphemes), cf. the ease with which new neo­
classical compounds are formed from morphemes such as helio-, hydro-,-, 
in technical languages throughout the world; the number of stems involve^ 
relatively small, less than 1% of the number of concepts needed (Wüster 197^

1 .

J
4) More precisely; signans, cf. Dressier 1980c: 55, of which G. Zipf had a prcsentimeiH*

L
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yg\ And this leads to the explanation of the phenomenon: Words are primary
sians, morphemes only secondary signs, i.e. signs on signs (words); therefore
•ords are better perceivable than morphemes for motivating derived words

languages for special purposes, terminological mor-

'i

/cf. However, in
hemes such as helio- are as familiar and recoverable to specialists as words,

•ind therefore adequate bases for WFRs.®’ Moreover, due to their small number.
stems must be used frequently in productive terminological word formation.

§ 4.6. Since the early medieval Arabic grammarians, Semitic philology has 
had the tradition of analyzing simple and derived words of Semitic languages 
as consisting of a consonantal root (usually 3 “radicals”, sometimes 2 or 4, etc.) 
and a vocalic “scheme” (and possible prefixes and suffixes), e.g. /ktb/ in Arabic 
kataba ‘he wrote’, kitdb ‘book’, etc. The analysis is at variance with the word­
based hypothesis. Hebrew word formation provides two argument,s for the root­
based analysis:«’

§4.6.1. New consonantal roots can be extracted from foreign words and
names in Modern Hebrew, e.g. /pstr/ from Pasteur (Werner 1981: 64 n. 38), as 
in pister ‘he pasteurized’, inf. le-jaster, past participle me-fuster (with morpho- 
nological spirantization), nominalization pistur ‘pasteurization’. Also, Ben 
Yehuda extracted the root /brS/ from Yiddish barh= Ger. Bürste = Eng. brush 
(Werner 1981: 47) and introduced hi-vris ‘he brushed’, mi-vres-et ‘brush’ into 
Modern Hebrew.

§ 4.6.2. Even abbreviations have been adapted to radicals and schemes (F. 
Werner, personal communication): Post-Biblical ’akkum ‘idolator’ with the root 
/’km/ acronymically extracted from ’oved ‘servant’, kokhavim ‘stars’, mazzalot 
‘signs of the zodiac’; Modern Hebrew makkam ‘radar’ from megalle ‘discoverer’, 
kiwwiin ‘direction’, maqom ‘place’; sakkum ‘cutlery’ from sakkin ‘knife’, kaf 
‘spoon’, viazleg ‘fork’; duah ‘report’ from din ‘judgement’ and hesbon ‘bill’, 
■"'ith its derivation diiuweah ‘he reported’.'''>

§4.6.3. These examples show that consonantal radicals are at least as
psychologically real for learned Israelis as neo-classical roots are for scientists
all over the world (cf. § 4.5). The difference in the technique used follows from
the difference in language type: the word formation of international terminol-

introflective (with vowel “schemes”is agglutinative, Semitic morphology is
infixes” or “transfixes” in the root-based analysis, as modifications or ablaut

iti the word-based analysis), thus motivation (cf. § 4.3) is based on roots.

§5.1. The goal of perceiving bases easily (for motivation) is also responsible 
the following gradient naturalness-scale, of ^VF techniques. The base of aadient naturalness-scale, of 'WF techniques. The base of

argument holds for poetic ‘disverbation’, see Dressier 1977a: 22, to appear a:

Thanks are due to Fritz Werner (University ot \ icnna) foi help and advice in this matter.
Although the technique is identical, the semantic stnicture diverges among these examples. 

■ „f another argument for distinguishing semantic derivation and morphological techniques 
L "FR-s. see pcam 1981: Dressier 1977a: 23f.

. ^6is is
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derived .word is better perceivable the more morphotactically transparent it
in the derived form;
I) The best technique is total transparence (pure agglutination), e.g, Eiu^ 
sing vs. sing-er. (For conversion, see §6.1.C below)
II) The second best is the intervention of morphonological rules (MPRs)«) 
which do not destroy morpheme boundaries (—such MPRs are relatively 
frequent in agglutinative languages), e.g. Eng. long ([lor)]) vs. long-ish ([loggiS]). 
A special (and phonologically fairly or totally unnatural) sub-type are Ila) 
modifications such as ablaut (to sing—a song) and umlaut.
Ill) Worse is the intervention of MPRs which fuse (e.g. contract) morphemes 
(typical for fusional/inflecting languages), e.g. Ancient Greek anak-s ‘lord’, and 
with /-suffixes anassa ‘lady, queen’, anass-6 ‘I am lord’ (with the MPR
IV) Still worse is infixation, because it destroys the continuity of the base (cf. 
Plank 1981; 27, 193). (For subtractive WFRs see §6.1.D below).
V) Worst is suppletion (very marginal in word formation) as in the French 
place name Le Puy vs. Anicien = Ponot ‘inhabitant of Le Puy’.

§ 5.2. This scale predicts among other phenomena; 1) cross-linguistic 
implications such as; If a language has only one technique, it is technique I; 
if it has technique III, then it must also have technique I and II; etc., 2) the 
relative frequency of techniques within a language. However, Semitic languages
use more modification (Ila) or infixation (IV) than suffixation/prefixation
(I, II), cf. the figures for Hebrew adjectives in Werner (1981; 215fE). This devia­
tion from universal naturalness is again due to typological adequacy (one form 
of system-appropriateness as discussed in Wurzel 1980; 10911), i.e. in introflective 
languages consonants are favored as radicals (parts of roots) expressing lexical 
meaning, and vowels (=;“schemes”) as expressions of morphological meanings.
a

a

universal tendency brought to it.s extreme in Semitic languages.
§ 5.3. The “disadvantages” of the introflective language type (as seen from 

universalist point of view and as exemplified by relatively “unnatural” choices
of techniques on universal naturalness scales, cf. § 4.6, 5.2) can be understood 
metaphorically—as sacrifices in order to obtain advantages on other naturalness 
scales;

1 
t

I

§5.3.1. Symbolic use of vowels and consonants (§5.2).
Relative good size of words; Hebrew and Arabic words and word 

forms are usually bisyllabic or trisyllabic, i.e. they are longer than the (generally) 
monosyllabic words of isolating languages and shorter than the (often) longer 
words of agglutinating and polysynthetic languages.

§5.3.2.

used much
Great motivation of the lexicon, since the same verbal roots aje
more as bases of WFRs than in inflecting or even agglutinative 

I as Greenlandic Eskimo)-languages (but similar to polysynthetic languages such
Notice the contrast between English and Arabic in the following 1.3 Arabic

8) The less phonologically natural a MPR is. the more moi photactic transparency is blurred’
cf. Dressier 1980, to appear b. J
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vvoriis (in English translation), which all belong to the same root /ktb/: 1) to 
write. 2) writer, 3) writing-school, 4) to correspond, 5) to dictate, 6) inscription, 
7) title, document, 8) book, 9) book-seller, 10) book-shop, 11) library, 12) letter, 
13) office. And as experiments done by Ghanem (1982) have shown, the produc­
tivity of certain Arabic WFRs is very high, in the sense that the number of 
potential words exceeds (many times!) the number of actual words (derived via 
the same AVER).

§ 5.3. 4. Even textual semantic coherence can be signalled by means of roots 
better than in other language types (.A.phek-Tobin 1981).

§6.1. The aforementioned (§5) scale of techniques overlaps with another 
scale predicted by the principle of constructional iconicity.®) A semantic deriva­
tion (cf. fn. 7) adds intensional meaning to the meaning of the base by which 
the derived form is motivated, e.g. a deverbal agent noun represents the inten­
sional meaning of the motivating base and adds the agentive meaning. There­
fore a diagrammatic relation between meaning and form A) is best achieved 
if a form element is added to the form of the base, i.e. if there is affixation, e.g. 
sing-er derived from to sing (cf. § 5.1 techniques I and 11, III, IV). B) Much 
less diagrammaticity is achieved in the case of modification (Ila), e.g. sing-^song 
(and to a certain degree in II and III). C) There is no diagrammaticity in the 
case of conversion such as in Eng. to ciit^a cut (cf. Pennanen 1980). D) The 
extremely rare technique of subtractive WFRs is even anti-diagrammatic, be­
cause “less form contradicts more meaning”, e.g. Czech zeleny ‘green’-^zeleii 
‘greenness’, lovit ‘to hunt’—>lov ‘a hunt’ (Dokulil 1968), Russian logika ‘logics’ 
—♦ logik ‘logician’.^®)

§ 6.2. For lack of space and of other facilities I must leave it to the imagi­
nation of the reader to construct a three-dimensional hologram where each 
dimension represents one of the three scales (cf. §4, §5.1, §6.1); where each 
cubic cell represents the combination of one variable from each dimension, and 
is labelled ‘very frequent’, ‘frequent’, ‘rare’, ‘non-existent’ (in the languages of 
the world). If my scales are of any value, then the combination of the best 
variables should be most frequent, i.e. word-based, totally transparent affixation 
as in Eng. sing-er, and the combination of the worst/worse variables should not 
exist in any language, e.g. sentence-based (or morpheme-based) subtractive 
^FRs. Moreover, clusters of medium-natural combinations should be type- 
^pecific.

§ 6-3. But we can be more specific about the predictions of my model of 
^tural XIorpIiology. Three claims of different strength can be made;

§6.3.1. The strongest claim is that due to diagrammaticity (constructional

®) Or diagramniaticity, cf. for inflectional morphology Zwicky 1978; 137IÎ; Mayerthaler 1980,
*^81: 43ff.

Tihonov 1975; oi‘ via truncation and haplology f’orn /l^gt'_a4-ik/r got even then, 
g haplology result in subtraction. Of course both the Czech and the Russian

®’riples could be considered as cases of conversion of the lOOts ze en-, lov., logik-. 
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iconicity, §6.1) all WFRs should be affixing, and there should be neither con­
version nor subtraction (a claim made by Lieber 1981 about conversion—she 
forgot about subtraction). Such a claim—typical for Generative Grammar, but 
not for Natural Morphology (or Natural Phonology, cf. §3.1-2)—is obviously 
too strong.

§ 6.3.2. The weakest claims are that worse techniques such as conversion 
and especially subtraction should be a) less frequent than affixation. This claim 
is clearly borne out (§ 6.2). b) They should be learned later by children—this 
has been proven for the scale of transparence (§ 5) in studies on language acqui­
sition of Russian (Sorokin & Tarasov & Sahnarovic 1979: 196), Dutch (Snow 
et al. 1980), English (as to WFRs of the Latinate component) etc. c) They 
should be less productive in poetic neologisms, at least in less audacious poetic 
license (Dressier to appear a), etc.

§ 6.3.3. However, Natural Morphology becomes still more predictive, if in 
addition to § 6.3.2 a third, stronger claim can be supported: The worst tech­
niques on a scale of naturalness are used only in very special conditions where 
other factors can be made responsible as intervening variables. And this is 
possible in all cases of subtractive WFRs I know of (see § 6.4, 6.5).

§6.4. Why does Russian allow the subtractive WFR logika ‘logics’—►Zogift 
‘logician’, fizika ‘physics’fizik ‘physicist’ (§6.1)?

§ 6.4.1. Russian is an inflecting language, where subtractive MRs may occur
(though rarely)—this is a typological restriction (typological adequacy).

§ 6.4.2. Russian has similar WF endings in -ik denoting human agents as
in the agentive suffixes -nik,-cik, -scik, -Iscik (for -ik see §6.4.3.). Thus endings 
in -ik are system-adequate (language specific system adequacy).

§ 6.4.3. As to its historical genesis,-ik originated—according to the 
etymological and historic dictionaries—in learned words loaned from Latin via
Polish or German or directly. Here Latin -ic-us was loaned as the suffix -ik as 
in akademik ‘academician’, himik ‘chemist’ related (then synchronically derived 

are Pol- from) akademija ‘academy’, himija ‘chemistry’. The historic models
akademia, akademik, from Lat. academia, academicus and early Modern German 
Chymie, Chymiker from contemporary Latin chymia, chymicus. There was no 
way in Polish and Russian to render the Latin inflectional (nominative) suffix 
-us other than by zero, i.e. the nominal class of Polish and Russian zero nomina­
tive consonant stems corresponds both genetically and contrastively (including 

i 
i

1 
!

patterns of loaning) to Latin o-stems (nominative in -ms).
Now when Renaissance Latin and German physica ‘physics’ and physic^^ 

physicist, physician’ were loaned into Polish (fizyka-^-fizyk') and Russian (fi-zik^^ 
—> fizik), there was simolv no alternative than to continue takinff over Latin was simply no alternative than to continue taking over
-icus as Polish [ik] and Russian [ik], and this well-established routine, founded
in the system-adequate properties of Russian declensional classes, resulted 
the awkward synchronic derivation of fizik ‘physicist’ from fizika ‘physics’, an 
It is now a productive WFR also in cases without any foreign lexical model aS

11) Here I would like to thank I. Mel'cuk (Montréal) for his help.

3 Jfe. 

J
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in organik ‘specialist in organic chemistry’, derived from organika ‘organic
chemistry’.

§ 6.4.4. Thus this subtractive device of Russian (and Polish) is a historical 
iccident which can be explained from the diachronic (§ 6.4.3), the synchronic ai

(§6.4.2) and the typological points of view. (§6.4.1).
§ 6.5. A still better instance are subtractive rules of creating hypocoristic 

names.
§6.5.1. Whereas Liz, Bet, Mike, Bob are derived from Elizabeth, Michael, 

Robert etc. rather by analogy than by a productive and fully predictive WFR, 
there is a similar WFR in Afrikaans. According to Combrink (1982) Afrikaans 
has a productive and fully predictive WFR of forming hypocoristics such as 
IFynze, Swanie, Teunie from proper names such as Wynand, Swanepoel, 
Theunissen. The subtraction consists in shortening the first part of the name 
to a consonantal onset, a vocalic nucleus and a consonantal offset.

§6.5.2. But notice that afterwards the diminutive suffix -ie is added. There­
fore this WFR combines subtraction and affixation and thus is no pure case of 
subtraction.

§ 6.5.3. According to Combrink (1982) the resulting names are emotive. 
This goes well with the (actual or potential) emotive meaning of diminutives. 
And in diminutives diminution of content can be iconically (diagrammatically) 
reflected by diminution in form, based on the metaphoric (=iconic!) nature of 
diminutives which evoke small pets, babies or objects (all with actual or 
potential emotional connotation), cf. Mayerthaler (1981: 99ff, 151, 181).

§6.5.4. According to Combrink (1982) these emotive names are mostly used 
as vocatives, and there are good universal reasons (in terms of Natural Mor­
phology, see Mayerthaler 1981: 31ff, 97f, cf. Winter 1966) why vocatives are 
very frequently short or shortened (subtraction).

§ 6.5.5. Thus the subtractive part of Afrikaans hypocoristic formation is 
amply justified: it is only partially subtractive (§6.5.2); there are conflicts of 
diagrammaticity (§ 6.5.3) and between Natural Word Formation and Inflection 
(§ 6.5.4). Both § 6.4 and § 6.5 exemplify the claim (§ 6.3.3) that the worst tech­
nique of a naturalness scale (in our case: subtraction on the scale of dia­
grammatic marking) may occur only under very special conditions.

§ 7 Of course, many more principles and phenomena are dealt with in the 
J’terature on NM. I can only finish with an ultrabrief note on the much-debated 
’«sue of productivity of WRFs. Elsewhere (Dressier 1977a: 15; 1977b) I have 
shown 1) that productive WFRs cannot exist in languages which lack the fune-

ultrabrief note on the much-debated

showi
^*on of lexical enrichment (e.g. jargon stages of pidgins (cf. Miihlhausler 1979) 
^1d decaying/dying languages), 2) that productivity of WFRs ------

die semiotic principle of biuniqueness (one-meaning-one-form, but not in
’^tioflective languages, ¡3___ ,, ----- , . _ -
^leaning is typically expressed by more than one form (Skalicka 1979: 45If) have 

к fully productive WFRs (on a par with, say Ger. -bar (=Eng. -able), agentive

i, see

IS a consequence

§ 5.3.3); thus fusional/inflecting languages where one
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smaller,
-er)-, agglutinative WFRs (where the principle of biuniqueness is better served) 
are more productive (cf. Szabó 1970). 3) If the number of bases is smaller, WFRj 
should be more frequently applied in order to serve lexical enrichment (cf 
§4.5).—This has been suggested for Nahuatl by Whorf (1947: 392). Modern 
Hebrew has followed this technique instead of Ben Yehuda’s suggestion of 
artificially increasing the number of consonantal roots used. In Chinese, the 
set of possible mono-morphemic words is severely restricted (only monosyl­
lables, only /CV/ and /CVq/. Therefore compounding is extremely productive 
in Chinese (cf. Skalicka 1979: 181ff; derivational morphology is only just 
emerging, according to current analyses).

§ 8. Descriptive work done in terms of NM can use different technical 
formats (cf. fn. 1) and can be combined with various structural and generative 
approaches. Here I have stressed properties of NM which are less characteristic 
of other approaches to WF.
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0. The complex nominal is not a grammatical category with which the lin­
guistic world is fully familiar. Yet explorations of the grammar of complex 
nomináis have already raised a multitude of valuable research questions for 
contemporary linguistics in the areas of morphology, syntax, semantics, prag­
matics, and linguistic universals. In this paper I shall describe my own research
on complex nomináis, and attempt to sketch the richness of theoretical issues
that this research has uncovered. In the first part of the paper, I will summarize 
the major claims of the theory of complex nomináis presented in much fuller 
detail in Levi 1978 {The Syntax and Semantics of Complex Nomináis, henceforth, 
SSCN). In the second part, I will attempt to clear up several areas of common 
misunderstanding pertaining to complex nomináis (henceforth, CNs); in the 
third and last part, I will outline some significant research problems posed by 
CNs for work in the 198O’s and beyond.

1. Major Claims of my Theory of Complex Nomináis

LI. Complex Nomináis: A New Unity
Although the term “complex nominal” is, I believe, a new one in gram­

matical literature, in fact we linguists have spent many years in scrutinizing at 
least some members of the category of complex nomináis, namely, the so-called 
“compound noun” and, to a lesser extent, nominalizations of various forms and 
functions. It is my claim, however, that we can reach a deeper and more 
adequate understanding of both these constructions by recognizing that they 
belong to a larger set of grammatical forms that I have named “complex 

I
1

nomináis” (SSCN, pp. 38-9). Let us first see what the data in question look like, 
and then review briefly some of the discoveries that support my claim that all 
these data exemplify a single grammatical construction whose superficial variety 
only thinly disguises a broad range of linguistic commonalities.

The term “complex nominal” encompasses the three partially overlapping 
of data shown in (l)-(3) below; (1) represents “compound nouns” or 

nominal compounds,” (2) illustrates nominalizations of different kinds, while 
shows nouns modified by what have been variously called nonpredicating 

^hjectives,” “pseudo-adjectives,” “denominal adjectives,” and “attributive-only

№ norm
' K L (3) sh<

. ^'iiecti^^jectives.’
apple cake, atom bomb, daisy chain, student power, autumn rains, color 
television, surface tension, language problem, girlfriend
parental refusal, American attack, musical criticism, constitutional

I___ 183
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amendment, film producer, dream analysis, quantifier lowering
3. electric clock, electric shock, electric gauge, electrical outlet; musical 

clock, musical criticism, musical interlude, musical talent
Although the data in these three groups tend to be cited as if they were limited 
in occurrence to one- or two-word expressions (e.g., girlfriend, student friend) 
in fact the recursive nature of CN formation permits us to form longer and 
more complex examples, of which the data in (4) provide only a suggestion;

4. a. apple cake ingredient list revision requests
b. industrial engineering night school course curriculum planning
c. senatorial national export advisory panel investigation coverup 

scandal reports
d. musical criticism journal editorial board monetary compensation j 

review panel appointee announcement delays J
In most contexts, of course, stylistic and psychological processing constraints 
prevent us from selecting such lengthy and complex forms for normal com- 1 
munication (although bureaucratic and technical publications provide two | 
familiar exceptions to such standards). Nevertheless, there can be no doubt 5 
that the grammar of CNs cannot be arbitrarily restrained in such a way as to 3 
produce, say, only three- or four- or five-word constructions of this type. a

1.2. Syntax and Word Formation of CNs
Binary structure. One of the striking morphosyntactic features of this super- , 

ficially heterogeneous category is the fact that all CNs may be shown to share ; 
a common internal structure, characterized by binary adjunctions of single j 
nouns and, in English, the possibility of adjectivalizing (where both lexical < 
resources and stylistic preferences permit) any noun that terminates a left-branch 
of such adjunctions. A few of the possible surface structures of CNs are shown 
in (5), with circled nouns representing those that may be adjectivalized in
English; actual CN forms that correspond to each of these structures 
provided in (6), with hyphens added to emphasize binary adjunctions.

are

5. a. N

N

d. N

N
6. a. music box (also: musical clock)

b. bird-sanctuary fund (also: avian-sanctuary fund)
c. recreation-department finance-manager (also: recreational-department

d.
financial-manager)
autumn industry water-pollution (also: autumnal industrial aquatic- 
pollution)

Syntactic derivations. One major claim of my research is 
lexicalized CNs

that all noil'
can be transformationally derived by just two syntactic processes;

L
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ij-edicate deletion and predicate nominalization. In all cases, the source struc-
P'ture for a surface CN consists of an underlying NP structure containing a head

I

noun and a full S in either a relative clause or NP complement construction; 
in the course of deriving the CN, the head noun and the major constituents of 
the associated S are transformed and restructured in such a way as to emerge 
on the surface in the classic CN configuration described just above and illustrated 
in (5a). (For full details of the rules and processes which produce CNs, see 
Chapters 4 and 5 of SSCN.) CNs may be derived solely by predicate deletion, 
solely by predicate nominalization, or by a combination of the two processes.
depending on the nature of the embedded S. In addition, the derivation may

I
involve just one instance of predicate deletion, just one of predicate nominali­
zation, or more than one of each or both, depending on the complexity of the 
input structures. The recursive and combinatory possibilities are literally 
endless, and it is only stylistic or processing-associated constraints that prevent 
us from more fully exploiting the unlimited productivity that characterizes the 
grammatical potential of CN formation.

Examples of two-element CNs derived solely by predicate deletion are shown 
in (7); examples of two-element CNs derived solely by predicate nominalization 
follow in (8). (Lengthier and more complex examples, involving repeated 
applications of the rules in question and/or combinations of the two types 
illustrated, are left to the reader’s imagination. See also SSCN, Section 5.4.)

7. Deletion of CAUSE: 
Deletion of HAVE:

Deletion of MAKE:

Deletion of USE:

Deletion of BE:
Deletion of IN:
Deletion of FOR:

flu virus, tear gas; future shock, snow blindness 
picture book, fruit tree; student power, lemon 

peel
music box, honey bee; daisy chain, bronze 

statue
steam iron, water wheel, faith cure, affixal 

negation
textbook, student friends, lion cub, head noun 
desert rat, summer months, family tension
nose drops, plant food, bull ring, 

season
football

8.

Deletion of FROM:
Deletion of ABOUT:

grain alcohol, plum wine, store clothes
tax law, history conference, love song,

scandal
a.

b.

sex

c.

d.

ACT Nominalizations
Modifier from subject NP: cell division, papal vow, parental veto
Modifier from object NP: dream analysis, birth control, car repair
PRODUCT Nominalizations
Modifier from subject NP: clerical errors, faculty decisions
Modifier from object NP: oil imports, book requests, food supplies
AGENT Nominalizations (modifier from object NP);

city planner, blood donor, mail sorter, financial analyst
PATIENT Nominalizations (modifier from subject NP):
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student inventions, factory rejects, college employees
Another claim of my theory is that a small and specifiable set of Recoverablv 

Deletable Predicates can be identified such that only members of that highly 
restricted and very unusual set (or, in the actual derivations of SSCN, lexicali 
zations of those members) may be deleted in order to form the more compact 
CN construction. In Levi 1978 I claim that this special set comprises just these 
predicates: CAUSE, HAVE, MAKE, USE, BE, IN, FOR, FROM, and ABOUT. 
What is remarkable about this set is not simply the fact that just these nine
predicates appear to account for all the systematic patterns of meaning that can
be associated with nonlexicalized, nonidiomatic CN forms, but also the fact that 
these predicates play a very special role in the grammar of the world’s languages 
in areas having nothing to do with CN formation per se. Specifically, it appears 
that most of these predicates are syntactically distinctive with respect to two 
features I have called “grammaticizability” and “surface invisibility.” “Gram­
maticizability” refers to the ability of a limited set of semantically very basic 
predicates to appear as bound morphemes in many languages; for example, the 
predicate CAUSE is frequently expressed as a bound morpheme within a 
causative verb (as in Japanese -(s)ase) or by a distinctive conjugational pattern 
(as in Arabic and Hebrew), while the predicates BE, USE, IN, FOR, FROM, 
and HAVE may surface as Nominative, Instrumental, Locative, Benefactive, 
Ablative (Source), and Possessive Genitive case markers, respectively. The num­
ber of predicates that may be thus reduced, or “grammaticized,” is very small 
indeed, and it is unlikely to be pure coincidence that the set of grammaticizable 
predicates overlaps so extensively with the set of Recoverably Deletable Predi­
cates involved in CN formation.

In addition, the term “surface invisibility” refers to that quality of a predi­
cate which “permits” it to remain unexpressed in surface lexemes yet be clearly 
and unambiguously recoverable from the surface structure; the term is intended 
to apply to predicates which may be analyzed as having been either syntactically 
deleted or lexically incorporated (in the sense of Gruber 1965). In normal

deletable, whileEnglish sentences, the predicates BE, IN, and HAVE are
CAUSE is incorporable into many verbs; in addition, the predicates FOR and 
ABOUT are deletable in restricted contextual domains (FOR in signs, and 
ABOUT in titles of various objects). (See SSCN, pp. 161-4.) Once again, we find 
a remarkable degree of overlap between the predicates involved in CN forma­
tion and a set of predicates that are grammatically distinctive on wholly lO' 
dependent grounds.

The chart shown in (9) (from SSCN, p. 165) summarizes the interrelation­
ships of these three predicate sets; “RDP” here and below refers to the Recover- 

1
ably Deletable Predicates present in the underlying structures of many CNs.
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RDP
Invisible in SS
Grammaticizable

CAUSE

s' 
s!

HAVE MAKE USE BE

V
V

V
s'

s' s!

IN

V 
'J 
s!

FOR FROM

V
V

Evidence for RDP Deletion.

ABOUT

V

Although RDP Deletion introduces more
of ambiguity into CN forms than we are accustomed to seeing in syn­

tactic deletion rules outside the area of word formation, support for my analysis 
of RDP Deletion as one of the two fundamental processes involved in CN 
formation (the other being nominalization) is extensive and heterogeneous, 
involving semantic, syntactic, and morphological evidence. To begin with, the 
detailed analysis of CN formation in SSCN makes a large number of accurate 
semantic predictions concerning the potential meanings that can be regularly 
associated with a given CN form, as well as a large number of accurate syntactic 
predictions about parallel derivations involving predicates which do not delete. 
The analysis of RDP Deletion is also supported by the fact that it can account 
for all the similarities in syntactic and semantic behavior of CNs whose pre- 
nominal modifier is a nominal adjective (e.g., electrical engineer, industrial 
pollution, thermal stress) and CNs whose elements are morphologically only 
nouns (e.g., mining engineer, factory pollution, divorce stress).

Other sources of support include the fact that my analysis not only predicts 
but also explains the differences in (1) predicabllity and (2) nominalizabllity 
that can be observed between normal adjectives appearing as prenominal 
modifiers (cf. her nervous father, her father who is nervous, and the nervousness 
of her father) and the nominal adjectives that substitute for those nouns emerg­
ing as prenominal modifiers after RDP Deletion has operated to create a new 
CN (cf. her nervous disorder, *'{her disorder which is nervous, *the nervousness 
of her disorder). Finally, external motivation for the theory of CNs proposed 
in SSCN comes from the fact that the analysis of RDP Deletion, originally based
solely on English data, appears to provide at least a productive starting point 
(and, in some cases, a very close to adequate hypothesis) for related research on
CNs and functionally-equivalent structures in a variety of other languages.

R^ew analysis of nominalizations. While RDP Deletion is required to gen-
^rate one major category of CNs (“RDP CNs,” illustrated in (1) above), a
different syntactic process underlies the second major category of CNS
(illustrated in (2) above): this process is that of nominalization. It operates to 
transform the predicate of an underlying S into the head noun of a surface CN, 
"'hile the subject and/or the object may surface as prenominal modifiers of 
**'at head noun. In Chapter 5 of SSCN, I propose - """
’'"'»inali/ations in English, applicable both to nominalizations that underlie 
. ^’s and to those that don’t. Four semantic types of nominalizations are 
’^entified (ACT, PRODUCT, AGENT, and PATIENT, as shown in (8) above), 

two related but distinct syntactic source structures are proposed for these 
fonp toianrr tho r,f a relative clause construction, and the other that of

.mderlying S into the head noun of a surface CN,

a major new analysis of

(one taking the form of a
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a NP complement construction). This analysis, together with the very detailed 
derivational path proposed for all CNs derived by predicate nominalization 
can account for a wide range of syntactic and semantic facts associated both 
with nominalizations in general, and with CNs derived by nominalization 
(“NOM CNs”) in particular. These facts concern such phenomena as cooccur­
rence of NOM CNs with adverbs of different types, nonoccurring forms that 
might otherwise be expected (e.g., *bank robbers by women), constituent struc­
ture of the many stylistic variants of NOM CNs, word order for preposed 
modifiers within NOM CNs, assignment and distribution of case markers for 
subject and object NPs, and the derivation of related forms involving nomi- 
nalized head nouns with non-CN modifiers (cf. the CN student evaluations and 
the non-CN students’ evaluations or evaluations by ¡of students).

1.3. Semantics and Pragmatics of CNs
Multiple ambiguity as norm. My analysis of CNs rests on the premise that 

CN forms are “inherently and regularly ambiguous over a predictable and 
relatively limited set of possible readings” (SSCN, p. 50). This multiple am­
biguity stems from the fact that the CN form might have been derived by the 
deletion of any one of nine RDPs, or by the preposing of either a subject NP 
or object NP by one of the rules associated with the formation of NOM CNs.
Nevertheless, multiple ambiguity over a predictable and specifiable set of se-
mantic readings (or, in the generative semantic framework of SSCN, semantic 
source structures) is a far different claim than that put forth by such linguists 
as Jespersen (1942) and Chomsky (1970) to the effect that CNs were so per­
vasively idiosyncratic as to defy formal linguistic analysis.

Two of the most telling arguments against characterizing CNs as typically
idiosyncratic are based on (1) the universally acknowledged recursiveness of
the CN formation process, which would entail an infinite lexicon were we 
to treat every CN as a clump of idiosyncrasies that must be memorized like other 
unpredictable lexical information, and (2) the readily observable fact that 
novel CNs are frequently coined by speakers and understood by hearers with 
great ease precisely because of the predictable aspects of CN grammar. Of 
course,

it cannot be denied that there are idiosyncratic aspects to the grammar of 
complex nomináis; these involve such factors as lexicalization, individual

certainvariation .,., historical remnants in contemporary English, and a 
analytic indeterminacy related to the fact that knowing an appropriate 
referent for a CN is not the same as determining its grammatical derivation- 
But to conclude from these less tractable aspects of the subject that idi® 
syncrasy ... is virtually a defining property of complex nomináis is to make 

emonstrably untenable claims about the grammar of English and to ignore 
extensive evidence which in fact attests quite to the contrary

(SSCN, pp. 52-3).
Disambiguation strategies. If our theoretical anaivsis indicates thatstrategies. If our theoretical analysis indicates that J

I
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inherently ambiguousare over more than a dozen potential readings, yet our
daily experience demonstrates that we can both create and interpret novel CN 
forms with little or no practical difficulty, we must then seek an answer to the 
obvious question: how do we manage? The answer seems to be that we have 
mastered a whole complex of disambiguation strategies, both semantic and 
nragniatic, which are based upon judicious exploitation of the following kinds 
of potentially pertinent knowledge:

“strictly grammatical” knowledge of the regularities of CN formationa)

b)

c)

d)

e)

(e.g., of rules and derivations like those proposed in Chapters 4 and 
5 of SSCN);
knowledge of the most common reading and/or the most common 
referent in the speech community for a particular CN form;
knowledge of lexicalized meanings, such as those for familiar CN meta­
phors (e.g., iron curtain, hairpin turn) or even more idiosyncratic CNs 
(e.g., duck soup, horsejeather)',
knowledge of naming patterns based on semantic class of head and 
modifier nouns, such as naming artifacts by their purpose (e.g., culinary 
tools, study lamp), living things by their habitat (e.g., desert rat, water 
lily), and human activities by time and place (e.g., morning lectures, 
campus riots) or by agent and patient (e.g., royal orders, papal appeal 
vs. peasant conscription, child abuse);
knowledge of pragmatic principles governing the most effective and 
“cooperative” way of using CN forms to achieve successful reference 
(including the convention of endocentricity, the use of distinctive and 
permanent features as preferred sources of modifiers, and the avoidance 
of negative or predictable relationships on which to base the surface 
form).

Illustrations of the way we exploit these different kinds of knowledge in specific 
contexts may be found in SSCN, Sections 4.4 and 6.3. Rather than repeat these 
examples here, I will conclude this section with the following characterization 
of the semantic and pragmatic principles that make CN disambiguation pos­
sible:

The basic function of these principles, when used in conjunction with the
syntactic and semantic constraints on CN formation, seems to be one of
helping the listener to select from the grammatically possible semantic

do

structures the one reading that is contextually most plausible, and then 
(or, more probably, simultaneously) to figure out what real world object 
could be appropriately named by such a form ... Although these principles 
—J not preclude the possibility of misunderstandings and misinterpretations 
of CNs in discourse, they nonetheless reduce it sufficiently so that the ex­
pressive concision and stylistic flexibility that the unique CN construction 
has to offer can be systematically and creatively exploited in natural Ian- 

L
I

:euage (SSCN, pp. 238, 244).
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2. Some Common Misunderstandings About CNs

2.1. Meaning zjt Referent, Form Function
It should be clear from the preceding discussion that a theory of the grani-

mar of CNs must necessarily encompass a wide range of linguistic facts, i m-
eluding morphological, syntactic, semantic, and even phonological data. On 
the other hand, there are also many phenomena that, I believe, fail outside the 
set of facts that any theory of CN grammar (as opposed to a theory of the
creation, use, and interpretation of CN tokens in specific communicative con-
texts) can be expected to account for. For example, no theory of CN grammar 
can predict such phenomena as (1) lexicalized meanings that come to be asso­
ciated with CN forms, (2) which CN forms are “actually occurring” as opposed 
to CNs that are “potential but nonexistent” in the language (see 2.2 below), 
or (3) the fact that one reading, out of the entire set of predictable readings 
associated with a given form, has become the most common or institutionalized 
reading for that form at a particular time and place (e.g., the fact that the 
most common readings for music box, tool box, and metal box in my com­
munity correspond to ‘music-making box,’ ‘box for tools,’ and ‘box made of 
metal,’ respectively), even though alternate, less common readings remain part of 
the native speaker’s competence, and indeed form the basis for puns and other 
linguistic jokes.

The development of an institutionalized or customary reading for a par­
ticular CN form usually reflects the prominence in a particular speech com­
munity of a particular referent or referent set which is regularly referred to 
by that CN form. However, it is essential that linguists not confuse the real- 
world properties of that customary referent, or of some prototypical member 
of that referent set, with the components of meaning that can be predictably
associated by the grammar with that CN form. Instead, we must remember 
that what a grammar of CNs must account for is all the possible matchings 
of CN forms and predictable readings that the competence of the native speaker 
permits, regardless of which pairings happen to be in use in a particular speech 
community during a particular period.

Of course, it may also happen that a given CN form is never used by speak­
ers in a community to name an object at all; this would be likely in such 
situations as these:

1) No appropriate referent for that CN seems to exist at the time (e.g.,

2)

1

1

3)

electricity-generating egg that could be called an electrical egg, using 
the same reading as that which underlies the more familiar CN electii'^ 
cel, used to name a creature we see mostly in aquariums).
Speakers believe no appropriate referent for that CN could ever exist 
(e.g., eggs produced by paramecia, to be called paramecium eggs)- 
peakers happen not to be familiar with an appropriate referent i*^ 

plentiful existence elsewhere (e.g., the egg-shaped plastic containers seen
American supermarkets whose contentsin are Jinpairs of stockings mat'
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keted under the punning brand name of L’eggs, and which could ap­
propriately be referred to using a CN such as hosiery eggs).

However, if we wish to discuss the grammatical status of CNs such as electrical 
ege,’ paramecium egg, and hosiery egg, we must not base our conclusions about 
their grammaticality or about the possible meanings that a grammar might 
associate with these forms on the accidental, unpredictable, and basically non- 
linguistic facts concerning the presence or absence of appropriate referents for 
these forms in some particular speech community.

One case where just such an error appears is in the otherwise insightful 
study by Downing (1977) of the pragmatics of complex nomináis. Downing
appears to have misinterpreted the responses of her experimental subjects in a 

> see the importance ofnumber of instances that suggest that she has failed to
the distinctions drawn in the preceding paragraphs.

In her study, Downing reports on several psycholinguistic experiments she 
conducted to determine some of the pragmatic factors that influence the choice 
by speakers and interpretation by hearers of (mostly) novel CNs. One of these 
experiments was a “context-free interpretation task,” in which CN forms vary­
ing in familiarity from lipstick and bullet hole to pea princess, bird door, night 
Democrat, and cow tree were given to ten subjects, who were then “to provide 
one or more interpretations for any compounds they judged to be existing or
possible” (Downing 1977: 818). In a second experiment, “subjects were asked
to rate as likely, possible, or impossible a number of proposed interpretations 
for 18 compounds of varying degrees of lexicalization,” such as cow-pony, 
cousin-chair, egg-bird, fork-spoon, and pumpkin bus [ibid].

In her discussion of the subjects’ responses. Downing at times appears to 
be confusing (a) the semantic relationship that characterizes a possible source 
structure for a given CN form, and (b) the real-world relationships that may 
or may not characterize a possible referent for that form. For example. Down­
ing first reports that although some subjects rejected as “unacceptable” CN 
forms such as hog-pork, time-hour, and head-hat on the grounds that the
ttiodifier
form

noun provided redundant information, others recognized that the
would be not only meaningful but also non-redundant in certain con-

texts, as suggested by these explanations (taken from subjects comments):
(21) ... hog-pork: AVhen soy pork is a common dish, hog-pork will de-

scribe the genuine article.
(22) hog-pork: pork from a hog, as opposed to 

1977: 833).
a sow or piglet (Downing

owever. Downing concludes this section by saying:
ft is thus apparent that the appropriateness of a given underlying com­
pounding relationship cannot be evaluated absolutely, in the absence of 
contextual considerations. A relationship which carries useful informa-

one situation may be semantically empty in another (Downing 1977: 
emphasis added).

f believe Downing is confusing linguistic and extralinguistic facts in this

tion in
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quotation. That which we call a “semantic relationship” can never be “seman­
tically empty,” or it would be a non-relationship. In the data of (21)—(22)
the CN hog-pork has been interpreted by both speakers as a realization of an
underlying form comparable to pork jrom (a) hog, that is, as a CN based on
the semantic relationship of Source (encoded as FROM in SSCN). In fact, all

Plenary 4 : Morpholo,’Sy

implicitly matched the form hog-pork to this reading 
which is one of the readings predictably associated with that form by the
the subjects reported on

grammar of CNs. Note, however, that the matching of this form to at least 
one such reading is in fact a prerequisite step to any subsequent judgment 
about whether using that CN form on that reading would be useful in com­
munication or not. The only difference among the subjects is that only two 
of them recognized that the form hog-pork might be used to draw an effective 
contrast between its plausible referent and other related food types. Neverthe­
less, their comments, like those of the other subjects discussed, are not com­
ments about the underlying semantic relationship of Source, which is certainly 
not an “empty” one, but rather about the appropriateness of choosing that 
CN within one context or another. (Similarly, when Downing’s subjects pro­
duce a judgment that CNs like bird-door, night-Democrat, or cow-pony are 
“unacceptable” CNs because, in essence, “no such things exist,” they are not 
judging the grammaticality of the forms but rather the likelihood of their 
needing such forms to describe things in their own world. Here too, they 
could not have made their judgments about the existence of any appropriate 
referent had they not already correctly identified one of the grammatically 
predictable readings that English grammar regularly associates with the CN 
in question.)

Downing might thus better have concluded that section by saying what 
she appears to recognize tacitly in other parts of her article, namely, “A CN 
form interpeted on the basis of one semantic relationship might be useful 
for achieving successful reference in one situation, but may be redundant, 
misleading, or otherwise uninformative in another.” In other words, the choice 
of when to use certain CN forms, like the choice of when to use certain non­
compound words or even certain sentences, is a pragmatic choice which must 
not be confused with the question of what relationships that form (or word,

I

or sentence) can in general express.
I have discussed the examples from Downing 1977 not in order to criticize 

the overall value of Downing’s work, which I consider to be extremely help- 
I ful, but rather to emphasize the importance of preserving a distinction. in
every discussion of CNs, between CN forms and CN functions. My own work 

as focused on the syntax and semantics of the former, while the work of 
Downing and others (e.g., Zimmer 1972), has emphasized the latter. While I 

e leve each of the two aonroaches is necessarv and mmnipmpntarv to the
other, it is two approaches is necessary and complementary to

nevertheless important that the objectives and findings of the one
not be mistaken for those of the other. J
I
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2 2 One Consequence of Unbounded Productivity
The process of forming complex nomináis in English is universally acknowl­

edged to be a recursive one: the output of one derivation can be the input to 
another, with the result that there are no grammatical limits on the length
or complexity of possible CN forms, as hinted at earlier by the data in (4).

I

I

Moreover, as Downing points out (1977: 836-7):
Because the compounding process is extremely productive, and because 
compounds are considerably more transparent than novel monomorphemes, 
compounds are ideally suited to serve as ad-hoc names.

As a result, the already large number of CN forms in common use is con­
tinually augmented by the creation and interpretation of novel CNs in every­
day discourse.

One important consequence of this unbounded productivity is that any 
analysis that seeks to categorize a given CN form as “attested” or “existent” 
as opposed to “possible but nonexistent” (as in Roeper and Siegel 1978) or 
as “[not] actually occurring” (as in Jackendoff 1975) or, worse yet, as “un­
acceptable” or “impossible” (as suggested in Downing 1977) is inherently a mis­
guided one. The reality of the open-endedness of CN formation is such that 
we must recognize the fact that:

... any attempt even to specify which CNs are attested at a given point 
in the history of a language is doomed to failure since (a) there is no way to 
prove that the absence of a form is due to anything but the finite size of 
one’s corpus of examples; and (b) the set of CNs in the repertoire of any 
individual speaker (or linguist) is limited to a high degree by extralinguistic 
factors such as education, social class, ethnic background, occupation, geo-
graphical location, and even hobbies, so that a CN which strikes one speaker
as meaningless (and hence “unacceptable” or “impossible) may be fully com-
prehensible, transparent, and in frequent use for the next (SSCN, p. 56).
Thus, it is hard to imagine what linguistic criteria could provide mo­

tivation for the asterisks assigned to such CN forms as ant man, garbage gingcr- 
i^fead, and garbage tree in Jackendoff 1975 (p. 655), or f— —---------- -----
tion that:

for the author’s asser-

We would say that someone did not know English if he (seriously) used 
garbage man to mean ‘a man made out of garbage, by analogy with snowman

in

pizza

(i5id.).
^ctually, it would be more accurate to say that “someone did not know Eng- 

if he did not recognize that all four CNs just cited are perfectly possible 
orms in English; the productive semantic source for garbage man is provided 

th ■f‘‘t:kendoff himself, while the productivity of the patterns for the other 
is attested to by three remarkably parallel CNs that really are “actually 

^^Orring” forms in contemporary American usage, namely, spider man (name 
® character with spider-like qualities in American chi ren s comics), garbage 

pizza with a large number of added ingredients), and(name used for a
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junk sculpture (term used to refer to sculpture whose basic components 
literally junk, i.e. discarded items).

I

>8У

arg

Jackendoff’s error, which we might call the Omniscient Linguist Fallacy 
is only compounded when he moves from the particular cases just cited to thé 
statement of his general theoretical position, namely, that “in the lexicalist 
theory ... we simply give each actually occurring compound a fully specified 
lexical entry” (Jackendoff 1975: 655). The error committed here is much the 
same as that referred to by Zimmer in another but related morphological con­
text (Zimmer 1964: 32):

A listing of semantically transparent attested forms (which in any case is 
in practice bound to be incomplete) is hardly less futile than an attempt to 
count the drops in a pool during a rainstorm.
Any Scrabble player knows that there are thousands of “actually occurring” 

words in the language that he or she has never personally encountered, but 
whose “existence” cannot be denied. What I have tried to emphasize in this 
section is that, a fortiori, any linguist ought to realize that the open-endedness 
of CN formation makes the set of “actually occurring” CNs in the language 
not just more difficult for any one person to identify in practice, but rather, 
impossible in principle.

3. Research Problems for the 198O’s and Beyond

In this concluding section, I would like simply to sketch out some of the
theoretical questions raised by the study of complex nominals that constitute 
important research areas for linguists to explore in the years ahead. These 
questions primarily concern (1) the relationship of word formation to syntax, 
(2) the roles and interactions of semantics and pragmatics in regard to CNs, 
and (3) linguistic universals involving CNs.

3.1. Word Formation and Syntax
The study of CNs raises a number of difficult questions in the more general 

area of the relationship of word formation to syntax. Two of these are the 
superficially simple but rarely well-answered questions, “What is a word?” and 
What is the domain of word formation?” In regard to the first question, si' 

though linguists generally recognize that defining characteristics of words must 
vary from language to language, very few have examined the problem of ho'V 
CNs might or might not fit into the category of “words” as ¿-.''...--1 
specific l^.nguage.

The related

defined for

question of “What is the domain of word formation?” is even
more problematic. One traditional approach to word formation is to view it
а domainf f consisting of two subparts: (1) “morphology” (the study of words 
ormec rom single stems or roots by means of affixation, internal change®’

zero morphemes, and other such adjustments to that single stem or root), and 
(Z) compounding” (the study of words formed by adjunctions of free forin«

L
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only)- Under this view, CN formation would fit squarely in the domain of
5vord formation and consequently CNs would be classified as words. And yet.
a consideration of the full range of possible CN forms (such as those shown in 
(4) above) suggests that we may not really wish to treat all CN forms as repre­
senting single words, if only because the recursive processes that produce CNs, 
and the remarkably complex forms that can thus be created, are qualitatively 
different in significant ways from the morphological processes and outputs 
typical of a language like English. One solution might be to recognize that 
the word stock of a language like English must draw on two distinct categories 
of words, namely, “basic words” and “compound words.” Such a distinction 
might permit us more easily to recognize the syntactic and functional proper­
ties that CNs and other compounds share with non-compounded words, as 
well as the ways in which the former differ systematically from the latter. (This 
distinction corresponds, of course, to the traditional divisions of word forma­
tion just cited, but the consequences of this distinction have seldom been ex­
plored in at least contemporary American linguistics, and thus present im­
portant challenges to recent linguistic theories.) The question then arise as 
to whether this distinction is as valuable, or as clear-cut, for languages other 
than English, and whether other languages present additional complications in 
regard to where either division of word formation should be “located” in the 
grammar.

These and other questions raised by CN research will certainly not be 
answered in this paper, but it is equally certain that they will not be answered 
until linguists have carefully re-examined the traditional distinctions between 
morphology and syntax or, more broadly, between word formation and syntax.
Sadock 1980, for example, uses data from Greenlandic Eskimo, a polysynthetic 
ianguage, to show how that language “falsifies pronouncements concerning the 
independence of syntax and word formation based on data from languages 
that are typologically very different from Greenlandic” (Sadock 1980: 300). I 
suspect that crosslinguistic data on CNs may be equally important in achieving 
a more sophisticated view than our current one(s) concerning the domain of
"ord formation in the world’s languages.

3.2. Semantics, Pragmatics, and Complex Nominals
The discussion in Section 2 concerning the difference between the mean- 

’M-s) of CN forms and the properties of CN referents should amply illustrate 
difficulties in maintaining a clear separation between a semantic analysis 

®f CN form types and a pragmatic (or psycholinguistic) analysis of the use of 
Particular CN tokens in specific communicative contexts. The problems in 
this 

_____ _  specific
area are of course compounded by rampant disagreement among linguists

L
as I 
tha 
fef,

’’ to the nature of, and relationship between, semantics and pragmatics. Rather 
an prodding this particular hornet’s nest further in this paper, I shall instead 

t^fer the reader to some pertinent discussion elsewhere (SSCN, Sections 3.3 
’*'*1 6.3) and conclude briefly with the suggestion that the data on CNs appear
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to provide.an unusually rich source of material for studying the interaction 
morphological, syntactic, semantic, and pragmatic principles.

3.3. Complex Nominals and Linguistic Universals
My research on CNs has uncovered a number of facts suggesting that:

Of

the process of CN formation in any natural language is governed in part by 
a network of syntactic, semantic, and pragmatic universals and in part by 
a system of language-specific modifications and preferences (SSCN, p. 254) 

Although I can make only the most preliminary of proposals in this area, j 
would like to present here a small number of the more promising hypotheses 
In the area of syntax, I would propose the following two possible universals: 
(1) that all CNs are formed by the adjunction of two nouns at a time, thereby 
producing the binary branching structure illustrated earlier in (5); and (2) 
that all CNs for which we can justify a syntactic derivation can be generated 
by the two processes of predicate deletion and predicate nominalization. In 
the area of semantics, I would propose the following as good candidates for 
universals: (1) that there exists a universal set of Recoverably Deletable Pre­
dicates that underlie CN formation in all languages that have CNs; (2) that 
many of the naming patterns based on semantic class of head noun and modifier 
noun, described earlier as one component of our disambiguation strategies, will 
be found universally; and (3) that certain of the semantic relationships expressed 
by the nine RDPs will be found universally to be considerably more produc­
tive than others (e.g., the relationships expressed by HAVE, FOR, and IN 
seem far more productive than those expressed by CAUSE or MAKE). Finally,
in the area of pragmatics, I would propose that the “principles of cooperative 
naming” alluded to earlier would remain the same across languages, such that 
we would expect to find everywhere a pragmatically-motivated preference for 
CNs that are endocentric, and whose modifiers reflect a distinctive, positively- 
expressed, and habitual relationship between the referents of the two 
ponent nouns. (For further discussion, see SSCN Section 4.5 and 6.4)

coin-
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An Expanded View of Morphology in the 
Syntax-Phonology Interface*

'k
Arnold M. Zwicky 

The Ohio State University

Introduction
The view that morphology constitutes a separate level of linguistic structure 

hence a separate component in linguistic description, has a long tradition, and 
a great many proposals have been advanced, in an assortment of theoretical 
frameworks, as to the details of a morphological component. Here I will be 
adding to this literature, in an attempt to work out some of the consequences 
of four very general assumptions about the character of linguistic descriptions, 
within the framework of generative-transformational grammar (broadly con­
ceived).

The first two of these assumptions, taken together, constitute what Hale, 
Jeanne, and Platero (1977) have referred to as the Autonomous Systems view 
of language structure: ‘According to this view, language consists of a number 
of distinct systems, each possessing inherent principles of organization that are 
essentially independent of factors relating to any other linguistic system or to 
extralinguistic considerations’ (379). The first assumption here is of high modu-
larity. language consists of distinct systems, and a linguistic description 
sists of correspondingly distinct modules, or components. These systems

con- 
are

distinct in the sense that the principles governing linguistic structure in one 
system may be of quite a different character from those governing structure in 
any other system, so that one component in a description will have its own 
formal constraints and internal logic, potentially quite different from those of
any other component.' Moreover, according to this first assumption there are
a number of such systems. I will in fact pursue; a strategy of splitting rather 
than lumping: that is, I will tend to assume additional modules in linguistic 
description whenever there is evidence to support this move.

As a result, I will assume (without argument, given the space available to 
me) that the traditional domain of morphology encompasses several distinct 

Many of the ideas
Geoffrey Pullum

will’

Pullum has not

and analyses reported on here were developed in collaboration 
during W'ork on our forthcoming book, The Syntax-Phonology Interftt^^'on our

seen this paper, however, and it presents some proposals not (yet) in oiif
Tnaniisrr* t- , uuu 11 piesviH» duiuc piupuaai» not t»
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component of word fortnation rules'^^ (which ought to be termedaprodules.
morphosyntax, but the word has already been taken) specifying what morphemes 
can be combined with one another and what the sequence and structure of the 

a component of allomorphy rules-'i specifying the morphophonemic result is;
shapes associated with morphemes and their combinations; and a component 
of morphophonemic rules^> specifying the phonemic shapes so associated. Mor-
phophonemics is in turn distinct from a phonological component proper, and 
the word formation rules distinct both from a component comprising the rules 
classed as cyclic syntactic operations by some writers and as lexical operations 
by others, and also from a component of (postcyclic) syntactic rules. There 
are no generally accepted names for these last two components; in what follows 
I shall refer to them as the relational and the syntactic component, respectively.
Finally, I assume a lexical component, where lexical items are assembled and 
implicational relationships among their various properties (‘lexical redundancy 
rules’) are expressed.

The second assumption in the quotation from Hale et al. is of autonomy: 
linguistic structure as a whole is independent of extralinguistic factors. That 
is, the operation of rules in any module of a linguistic description will not 
depend upon whether an associated piece of discourse is bizarre in meaning, 
pointless, lacking in grace, hard to comprehend, rude, hard to pronounce, 
metrically regular, devious in intent, previously encountered, novel in form.
or open to multiple interpretations, to mention just a 

I

few factors assignable to
accounts of the purposive use of language, speech perception, speech produc­
tion, the social ‘meanings’ of linguistic forms, stylistics, and poetics, rather than 
to an account of the structure of language.

A third assumption, one that Hale et al. would undoubtedly subscribe to, 
concerns the way in which modules can interact with one another. There would

1) The term is from Aronoff 1976, though I do not necessarily subscribe to all the details 
of Aronoff’s proposals. I take no position here on several important questions—in particular, 
whether derivational and inflectional morphology should be distinguished as separate com­
ponents, as has often been suggested; and whether compound formation and/or incorporation 
should be treated as word formation rules, as syntactic rules, or as a separate component. 
(Sadock 1980 provides arguments that the first of these positions is undesirable for noun in­
corporation in Greenlandic).

-) The term is taken from Aronoff 1976, where it has a somewhat narrower sense ('allo-
^orphy rules’ and ‘truncation rules’ together constituting a component of adjustment rules’).
The proposal to distinguish operations ’ith the combined effect of ‘spelling out’ abstractly WJ
^'^prcscnlcd morphemes from morphophonemic rules has been made by several scholars, using 

^’ffcrent criteria and terminology; in addition to Aronoff, 1 should also cite Matthews’addition to Aronoff, 1 should also cite Matthews’
I sec.

i’ressle:■ r’s

to-gcthei

5.2 et passim) distinction between morpholexics and morphophonemics’ and 
(to appear) distinction between ‘morphology’ and moiphonology (see also the earlier

Presentation in Dressier 1977).
'■-'tt Orthodox generative phonology lumps morphophonemic and allophonic operations
pl —■ phonology’, but I will subscribe here to some version ot the traditional morpho-
Qj.*°/'cniics/phoncmics distinction, Stampe’s rule/proccss distinction (Donegan and Stampe 1979), 
is 1 (to appear) morphonology/phonology distinction- The liteiature

■r a.s

'y now too vast for brief summary or citation.
on the question
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be little point in distinguishing components if in general the application of
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a
only
as a

rule in one component could be contingent upon representations available 
in another component.^’ Instead, it is customary to see each component 
device for relating two (or possibly more) types of linguistic representations and 
to require that these levels of representation serve as the only available inter­
faces’” between components. For instance, the morphophonemic component 
relates morphophonemic representations and phonemic representations, so that 
according to the assumption of limited interfacing only these two types of 
representations may link the morphophonemic component to any other; for the 
purposes of other components, the morphophonemic component is a black box 
the internal workings of which are not determinable, which supplies pairings of 
morphophonemic and phonemic representations.

Finally, I will make an assumption of directionality with respect to the way 
in which any particular component operates to relate its two types of represen­
tations. I assume that one level of representation is logically prior to the other, 
so that the component can be seen as taking one level of representation as 
input and as mapping it into the other as output. The interface between two 
components will then be a level of linguistic representation serving as the output 
of one component and the input to another, and an asymmetrical relationship 
of applicational precedence will hold between the two components: operations 
in the first component can feed or bleed operations in the second, but not vice 
versa. In the case of the morphophonemic component, morphophonemic repre­
sentations serve as input and phonemic representations as output; for the 
phonological component, phonemic representations are input and phonetic 
representations output; the level of phonemic representation is the interface 
between the two components; and we predict that morphophonemic rules can 
feed or bleed phonological rules but cannot be fed or bled by them. Similarly, 
the level of shallow structure is the interface between the relational and syntactic 
components I mentioned earlier; and we predict that rules in the relational 
component can feed or bleed syntactic rules but that the reverse is impossible.®’

All this is by way of preface to my central question in this paper: What 
lies in the interface between syntax and phonology? Clearly, all of traditional

4) The position rejected here is that components interpenetrate, a position explicitly cham­
pioned by Hetzron 1972, Awbery 1975, and Tegey 1975 (among others) for syntax v;:; 
phonology, and by R. Lakoff (1974: XVIII-40) for components in general:

Very simply, there is no separation of levels: a single, highly abstract, underlying stiucti"^ 
underlies the semantics, the syntax, and the phonology, and further, syntactic information 
may be used in the statement of phonological or semantic rules, and conversely.

5) This use of the term iitterface is due to Awbery 1975, who refers to the assumption 
imited interfacing as the Interface Model.

6) Lapointe 1980: 67 similarly proposes that syntax and word formation rules arc autonomous 
and have a limited interface:

the syntax and

vis-à-vis

of

the morphology are distinct parts of the grammar, each with its o»’”
" ^5 y ** • »& C11 1 M Ail AA ir AA A f AA A.AA TfAAAA

sys em o categories and PS rules governed by restrictions unique to each component; 1 
two parts interact only at the point in a syntactic derivation where lexical insertion tak^ 
place... ÂL
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morphology: word formation rules, allomorphy rules, and morphophonemic 
rules work together to convert syntactic representations into strings of phonemes, 
gut can the output of the syntactic component be identified with the input to 
the word formation rule component? Does this (already rather large) list of 
components exhaust the set of components intervening between syntax and
ihonology? I will suggest that the answer to both questions is no, that in fact 
number of components, in addition to the three of traditional morphology.P 

a
are located between syntax and phonology—at least those containing surface 
filters, readjustment/cliticization rules, sentence prosody rules, and free deletion 
j.y]gs—and most of these components appear to be located between syntax and 
the components of traditional morphology, while one (surface filters) appears 
to be located among the components of traditional morphology. As a result, I 
conclude that the appropriate sense of ‘morphology’ in linguistic description 
is much wider than is customarily thought^) and includes a number of principles 
usually classified as ‘syntactic’.®’

In what follows I will depend mainly on observations about the applicational 
precedence of various types of rules. Such observations are relevant by virtue of 
the assumptions of high modularity, limited interfacing, and directionality 
described above (the assumption of autonomy serving primarily to restrict the 
domain of inquiry to what is presumably a coherent set of phenomena). My 
suggestions will necessarily be somewhat tentative and incomplete, given the 
many possible interactions between components and the difficulty of assigning 
particular phenomena confidently to one component or another.

Surface filters
Along with the first extended arguments (in Ross’ 1967 dissertation and 

Perlmutter’s 1968 dissertation, published as Perlmutter 1971) that the syntactic 
component should be supplemented with a set of filters (‘surface structure 
constraints’) applying after the operation of all syntactic rules came the obser- 

/) Similar ideas were advanced by early investigators of morphology in generative grammar, 
*n particular Kiefer 1973 (drawing on such works as Bierwisch 1967 and Wurzel 1970), as well 
as in Zwicky 1969: 453 and later in Rivero and Walker 1976.

8) This proposal resembles in certain respects a version of ‘core grammar’ as set out bv
^boiusky in a number of recent publications, for instance Chomsky 1980: 3

base rules
transformational rules

deletion rules construal rules
filters interpretive rules
phonology and stylistic rules conditions on

is the left, or nonsemantic, side of this diagram that interests us here). In what follows 
.£ 3S*ee with the ordering of transformational rules (my ‘syntax) before deletion rules (the 
co^^ ‘deletions’ discussed below) and of these in turn before filters. But I interpose further 

*hponents between syntax and Chomsky’s ‘phonology’ (= morphology plus phonology), locate 
j^’ets after some parts of ‘phonology’, and deny the existence of a component of stylistic rules, 

'•ch less such a component ordered as part of, or after, phonology . rules in any component

I

after some

*^37 be optional/variable/restricted to certain styles or registeis.
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vation that some of these filters are sensitive to certain phonological properties
of the morphemes involved. Stress level, number of syllables, and the pijQ
nological identity of morphologically distinct elements all appear to play some
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role in surface filters; and the filters are ‘blind’ to morphemes with
phonological realization (Perlmutter’s chapter 3 gives 
to phonological properties and of filter blindness).

exa:
a null 

mples of reference

It follows that surface filters do not apply at least until some aspects of
phonological formt are associated with morphemes. Given my assumptions 
surface filters should apply after all allomorphy rules, or after some component
fed by allomorphy rules. Schachter 1974 provides evidence from Tagalog that 
surface filters do indeed follow certain rules of allomorphy. Tagalog clitic 
combinations obey a constraint that requires monosyllabic pronoun clitics to 
precede clitic particles, and these in turn to precede disyllabic pronoun clitics. 
Moreover, the combination of the two monosyllabic pronoun clitics ko and ka 
is realized neither as ko ka nor as ka ko, but rather by the suppletive portmanteau 
kita, a disyllabic form. It turns out that kita behaves like one disyllabic pronoun
for the purposes of the ordering filter, and not like a sequence of two monosyl-
labic pronouns; the suppletion feeds the filter. Szamosi’s (1976) discussion of a 
filter on inflectional forms in Hungarian leads to a similar conclusion.

There is some evidence from English suggesting that filters are located 
between the allomorphy and the morphophonemic components. The facts in 
question have for some time been seen, correctly in my opinion, as problematical 
for the view that surface filters apply to the output of the syntactic component 
(Schmerling 1973, Rivero and Walker 1976). English is among the languages 
exhibiting a Subject Requirement Constraint: Any sentence other than an 
imperative in which there is an S that does not contain a subject in surface 
structure is ungrammatical (adapted from Perlmutter 1971: ch. 4). Despite the 
general applicability of this filter in English (*/i a doctor), in informal styles 
pronoun subjects are sometimes deletable: Have to go now ‘I have to go now’, 
Like the weather? ‘Do you like the weather’. Schmerling suggested that the 
Subject Requirement Constraint is a shallow structure filter (and I would
accept the possibility of a component of shallow structure filters as well as
surface filters).’* However, there is reason to think that the deletion of pronoun 
subjects and auxiliary verbs in informal styles is achieved by morphophoneniic
rules. There is not space to develop this argument in detail, but it is based on 
observations in Akmajian, Demers, and Harnish 1971: ch. 9 and depends on the 
claim that the deletions affect only unstressed proclitics and on 
that one of the deletions (of auxiliaries) not only affects a proper part of 

/ an undoubted morphophonemic rule (progressive voicing 
assimilation, so that ’S really cold in here, with deleted it, begins with /srili/»
word but also is fed by

9) G. Lakoff 197] ; 250 and and McCawlcy 1976 provide
against double

the observation

, evidence that the English coiistraih*
tiegatives in one clause (•/ didn’t see nothing) applies at the level of shallv'*

s ructure, an Rivero and Walker 1976: 112f. extend these arguments to the torrespontlinM
constraint in Spanish.
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while ’S really no hope, with deleted there, begins with /zrili/).
The placement of filters between morphophonemics and phonology predicts 

that no syntactic, or even morphological, rules can apply after filters do. I 
believe this prediction is well supported. Clitic metathesis rules ordered after 
surface filters have occasionally been proposed (for instance, by Emonds 1978 
for French), but I do not believe they survive scrutiny (in the French case, I 
would argue that there are separate filters for proclitics and enclitics, and no 
metathesis is called for to convert one into the other).

Sentence prosody
Here I refer to principles assigning intonational contours, stress patterns, 

and rhythms (timing and pause patterns) to sentences. I know of no firm 
evidence that these principles are ever sensitive to phonological properties of
particular morphemes or to the morphological structure of individual words.

f

while there are numerous cases in which the phonological realization of 
morphemes depends on sentence stress, at least—consider, in particular, the 
many morphemes with ‘weak’ and ‘strong’ forms. There are numerous cases 
as well in which syntactic movement rules feed these principles; note, for 
example, Bing’s (1979: ch. 7) arguments that the intonation contours of the 
constructions in Mary plans for John to marry her, and marry her he will and 
Here comes John are assigned after the movement rules they illustrate. I con­
clude that any sentence prosody component follows syntax and precedes word 
formation rules and allomorphy rules.

Free deletion
By free deletion I mean any deletion rule not subject to a condition that

the deleted element be identical to some specified element; the rule might have
conditions of other sorts on it, of course. The paradigm example of a free
deletion rule is one deleting subject pronouns (in the many languages, like 
Finnish and Spanish, not exhibiting a Subject Requirement Constraint). So 
—’ as I know, such rules always delete specified morphemes or words, and not 
larger constituents.
far

The component I intend to distinguish here is ‘syntactic, in the sense that 
the rules involved must be stated so as to delete whole words. Many free dele-
tions are ‘morphological’, however. The deletion of certain verbal prefixes in 
Sarcee (as discussed by Cook 1971b), for instance, is clearly not syntactic: proper 

__ ____J are deleted; the deletions are subject to a r
Cook 1971a) one of these deletions

subparts of words
to number of syllables; and (according to 
toust follow word-level tone rules. Presumably these lules

condition referring

are morphophonemic.
are the English informal style deletions I mentioned above, and also several

^Waliili prefix deletions (Brandon 1975). The rules of subject pronoun deletion
initial particle deletion in Welsh (Awbery 1975) also appear not to be ... » viilcic Tar 1 1 ...Syntactic. These deletions are fed by the mutation rules of Welsh, which

allomorphy rules. They involve specified words but words which
are

are also
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clitics, hence in one sense proper subparts of words.
To take up a case of syntactic free deletion: in analyses of the English 

auxiliary do that assume it appears in underlying structure, a free deletion rule 
must be posited to account for the nonappearance of its forms in sentences like 
He likes raccoons (as opposed to He does like raccoons. Does he like raccoons? 
and so on). It seems that this rule applies only to do when it lacks sentence 
stress (*He does like raccoons), a fact that suggests that free deletions follow the 
sentence prosody component.

As for the interaction of other components with (syntactic) free deletions 
I know of no clearly syntactic rules that free deletions feed or bleed (which 
suggests that syntax precedes free deletion), nor do I know of any clearly 
morphological rules that feed or bleed free deletion (which suggests that free 
deletion precedes allomorphy and morphophonemics). The only ‘phonological’ 
condition on rules of free deletion that I know of involves reference to sentence 
stress, and in fact most free deletions seem to be free even of this condition 
(this seems to be so for the ride deleting the English pronoun one{s), as in You 
take the blue pencils, and I’ll take the red (ones)). Finally, free deletion clearly 
precedes surface filters, since the latter are blind to deleted material. The 
(tentative) conclusion to be drawn from all these observations is that free 
deletion is located between sentence prosody and the components of traditional 
morpholog}'.

Readjustment and Cliticlzation
It has often been observed that the structures assigned by syntax are not 

precisely those required for the purposes of prosody, morphology and phonology. 
To begin with, syntax provides more structure than ever seems to be relevant 
for prosody rules (Bierwisch 1968)—this despite the fact that rules in later 
components can be sensitive to quite complex properties of syntactic structure 
(as in the well known case of French liaison, or for the Italian raddoppiamento 
syntattico; see Napoli and Nespor 1979). In addition, syntax sometimes provides 
the wrong structure, as in the familiar example of English embedded relative 
clauses (Chomsky 1965:13): the syntactic structure of This is the cat that caught
t/ie rat that ate the cheese simply does not locate major constituent breaks at 
the places required by principles governing timing and pausing in English- 
Rather than viewing the structures relevant for syntax and those relevant for, ----- bx V.«, X V>XV> T CXXA V XvX J (A XXV«. XXX WkJV* XVXV’»---
prosody as two entirely different organizations of the same morphemic material,

area-

I will assume, with most other writers on the subject (e.g., Langendoen 1976 
on the English relative clause case and Grosjean, Grosjean, and Lane 1979 on 
English pause phenomena in general), that the structures relevant for prosody 
are those supplied by syntax as amended by certain principles of readjustment- 
I will also make the simplifying assumption (implicit in most work in this 

a—e.g.. Cooper and Paccia-Cooper 1980) that these readjusted structures 
serve equally for j,jj aspects of sentence prosody (rhythm, intonation, ai- 
stress), as well as for all aspects of morphology and phonology. The assump' 

iodJ
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f
tions could turn out to be false, but I am opting here for the simplest scheme 
consistent with the facts I am aware of.

I have now posited a separate readjustment component, located (essentially 
by definition) after syntax and before sentence prosody. The examples men­
tioned so far all involve phenomena with a phrase domain, but the readjustment 
component would also be the natural home for certain operations creating 
(phonological) words: the English contractible auxiliaries are syntactically 
phrased tvith following material—{The girl in pink) {is asking to leave)—but 
in their contracted forms are attached to the preceding word, as in The girl in 
pink’s asking to leave; and German definite articles are syntactically phrased 
with a following noun—(zu) (dem Bahnhoj) but in some cases can attach to a 
preceding preposition to create a portmanteau preposition, as in zum Bahnhof. 
Formally, these reattachments for phonological purposes can be expressed as 
readjustment rules Chomsky-adjoining material to a lexical (rather than 
phrasal) category, that is, as especially simple cliticization rules.

Next, I observe that it is not uncommon for clitics to have alternative loci 
of attachment, either to a lexical or to a phrasal category (a small sampling of 
cases is given in Zwicky 1977; Pullum 1981 develops a fairly detailed analysis 
of one instance in Luiseno). The existence of such phenomena suggests that 
cliticization processes in general should be incorporated within the readjustment 
component. Such processes create clitic elements as copies of, or replacements 
for, specified constituents, position the clitics within syntactic structures^®’— 
locating them, for instance, next to the verb, as in French, or after the first 
word of the sentence, as in Tagalog—and attach them to the word (or phrase) 
they form a phonological unit with.

Though this is not the place to develop an account of cliticization rules (for
some important preliminary observations, and a survey of the literature, see 
Klavans 1980), a few remarks about cliticization in relation to other components 
are obviously in order. I know of no clear cases in which cliticization rules feed 
or bleed syntactic rules^^’ (though the reverse is commonplace). And, somewhat 
surprisingly, I know of no good cases of phonological properties conditioning 
cliticization (though the relevance of cliticization for allomorphy and mor­
phophonemic rules is widespread, clitic elements often being subject to 
idiosyncratic rules of these types). Cliticization obviously precedes surface filters, 
since many such filters deal specifically with the combinability and sequencing 
of clitics. The relation of cliticization to sentence prosody is a vexed question.

If) formally, these processes probably resemble rules of government and agreement.
Ilj There are several celebrated putative cases; in particular, English negative cliticization 
treated by Zwicky 1969: 440-51 and by Selkirk 1972: 96-109 (where cliticization of n’t feeds 

’t'hject-auxiliary inversion) and English verb-complementizer contraction as treated by Bresnan 
(where the cliticization of to to a preceding go, got, hove, etc. is assumed to be cyclic, 

’®t is, located within the relational component). I believe that both analyses are demonstrably
("here the cliticization of to to

and tliat better ones can be devised, though there is not sufficient space to develop these
*^cas here; see Pullum and Wilson 1977 and Postal and Pullum 1978 for some presentation 

tile alternatives.

a
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since lack of sentence stress is often supposed to be a condition on cliticization
However, the approach of Selkirk 1972 assumes the opposite—that cliticization
leads to destressingi2>—^^d there is much to recommend this idea within the
framework I have been developing here, since readjustment rules also precede
the sentence prosody component. I will conclude, tentatively, that a
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readjust-
men t/cliticization component follows syntax and precedes sentence prosody and 
all of traditional morphology.

Summary
The framework of description sketched here is one with at least ten modules 

strictly ordered: relational rules, syntax, readjustment/cliticization, sentence 
prosody, free deletion, word formation, allomorphy, morphophonemics, surface 
filters, and phonology. Further modules might need to be added to this list 
(a shallow structure filter component, between the relational rules and syntax 
proper, is a prime candidate). In any case, at least seven lie in the syntax­
phonology interface, in my view.

Various aspects of this proposal are problematic. For instance: With so 
many components available in the general theory, it is not easy to assign a 
particular rule to one component or another, and the way is open to saving 
the framework by stipulating that such-and-such a rule belongs to such-and-such 
a component. Abuses of this sort could be avoided if we had substantive pro­
posals about the form and internal logic of each component.

In addition, certain components seem clearly not to stand in a purely linear 
relationship to the others. Word formation rules, for instance, must be sensitive 
in some cases to the phonological properties of constituent morphemes; e.g. the 
English -en inchoative/causative suffix (blacken, brighten, madden, loosen) may 
attach only to a monosyllabic base ending in a single obstruent (*afraiden.
*

I

I
I

highen, *laxen)^^'> This despite the fact that word formation rules must 
obviously feed allomorphy and morphophonemic rules. It could be, of course, 
that the surface filters component covers morphological as well as syntactic well- 
formedness. It could also be that the word formation component has access to 
several other components (including of course semantics). The sentence prosody 
component is in a similar state, since it sometimes appears to need access to the 
input of deletion rules (English VP Deletion and Gapping, for instance; see 
Bing’s discussion), or—in a somewhat different theoretical framework—to the 
output of semantic rules interpreting null anaphors. I see these problems as 
real, but not necessarily fatal for the approach I have sketched: the relation­
ships among components might be more complex than I have assumed, but 
still be consistent with autonomy and limited interfacing; and certain relation­
ships might involve more than limited interfacing (though here I would hop^ 
that which relationships are exceptional and the way in 
tional could be

12) Ceteris paribus: see Wanner ms. 1978 for some complicating factors.
13) See Jespersen 1942: 351-9 for a discussion of the constraints. 1

which they are excep'
specified universally and are not a matter of language-particulai
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option).
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Phonetics and Phonology in the Eighties; 
Prospects and Problems

Eugénie J.-A. Henderson 
The University of London

It is ten years since the Congress of Linguists devoted a Plenary Session to 
Phonology. At the Eleventh Congress in Florence in 1972 Morris Halle addressed 
a Plenary Session on Generative Phonology on the subject of “Morphology in 
a Generative Grammar”. At the last Congress, in Vienna in 1977, there was 
no Plenary Session devoted to phonology, let alone phonetics. That the present 
Congress should convene a Plenary Session on Phonetics and Phonology is no 
doubt to some degree a reflection of the long-established and abiding interest of 
Japanese scholars in phonetics and of their leading role in some of the advanced 
technological research and experimentation currently taking place in the speech 
sciences. To some degree also, however, the choice of topic reflects the concern 
felt by linguistic phoneticians at the widening gap—not yet a gulf—between 
the fruits of such research and the traditional assumptions upon which pho­
nologists rely so heavily.

The omission of phonology from the plenary sessions selected for Vienna 
cannot be ascribed to a lack of interest in the subject by linguists in general, 
since there was a great proliferation of publications on phonology throughout 
the 7O’s. A great deal, some might say an excessive amount, of attention was 
paid, particularly in the first half of the decade, to what one might term “rules
about rules”,—to the many different types of rules,^ their status, t eir p 
tion, their ordering, re-ordering, “local ordering , an m ee étions 
ordering. The positive result of all this has been that p ono og precision 
have been presented with (in Stephen Andersonis wor (Anderson
quite unprecedented in discussions of phono g , . precise and
1979a: p. 3). On the negative side it is to be ¿escribed in tradi-
elegant formalization has almost always been satisfaLory description, it
tional terms, and that while it may before; still fess does

anything new to decade wore on, criticisms
It offer an explanation of what is described. _ , i- > —

to what was known before; still less does

of alleged inadequacies or gaps in the Sound Pattern oj English (SPE) model,
^hich had, it should be remembered, been put forward modestly as “an interim
’^^Port on work in progress” (Chomsky and Halle 1968. p. vii), gave rise to a 
number of more or less radically revised models, so that we have seen the birth‘‘uinber of more or

natural phonology, natural generative phonology, atomic phonology, auto- 
more

'«'idM. Some ot these ne» approaches continue to be largely concerned »,th
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the type and application of rules: others are more concerned with the
nature of the items upon and with which rules are supposed to operate,
it is these latter which seem to foreshadow what are likely to be the i 
preoccupations of the linguistic phoneticians and phonologists in the 80’;

Very 
and

major 
's.

Common themes discernible in these pointers to the 8O’s include the perennial 
one of the relationship between phonetics and phonology, and speculation about 
the nature and range of phonological entities, with the concepts of “segments”
and “features” coming under special scrutiny. These are manifestly not new
topics as such but they acquire a new perspective in the light of the work of 
the immediately post-SPE period. Many linguists have perhaps been inclined 
to the comfortable belief that the old problem of the relations of phonetics and 
phonology, so often a source of debate in the past, had been more or less satis­
factorily resolved. The “unique contribution” of the standard theory of genera­
tive phonology (SGP) as set out in SPE, which has without any doubt been the 
dominant influence of the last ten years, has recently been described as its 
“concentration on making explicit the principles governing the association of 
phonological with phonetic representation, conceived as a system of rules or 
algorithm for converting one into the other in a series of steps” (Anderson 
1979a: p. 3). SPE transmuted the original strictly limited set of purely pho­
nological features of Jakobson and his collaborators into a putative universal 
set of phonetic features with both a classificatory and a phonetic function. The 
fact that the universal phonetic features are also nominally at least the same as 
the features used for classificatory purposes, appears to offer a welcome and easy 
bridge between phonetics and phonology. However, the result has sometimes 
been to blur rather than to clarify the relations between the two. Despite SPE’s 
critical comment upon some linguists’ “failure to differentiate sharply between 
abstract phonological features and concrete phonetic scales” (p. 297, fn. 5), very 
few phonological studies in the SGP framework have ever attempted to follow 
an investigation through from the classificatory to the scalar stage: rules are 
presented in the form A—>B/X—Y, in which both A and B are features or 

1
since it leaves so

matrices of features with plus or minus values, and that is usually as close to 
the phonetics as we are allowed to get. The impression given is that the linguists 
concerned feel that that is as close to the phonetics as we need to get: such 
a view-point, if this is indeed what underlies such presentations, must give rise 
to uneasiness among those of us who regard ourselves as linguistic phoneticians, 

much of the phonetic substance unaccounted for. To take a 
simple example, a satisfactory system of conversion from phonological 
phonetic representation in English and French should be able to indicate that 
French [i] is consistently higher than English [i]. SGP theory provides for this 
by the concept of “phonetic scale”, but it is noteworthy that no one has fouo 
it worthwhile to pursue the conversion process thus far despite Postal’s 
that phonetic representations “must be interpreted as the instruction

way the physical system of articulation is to perform” (Postal 196»} 
Speaking of the structural linguists, Chomsky and Halle say in i „

wliicl' 1 '•Jindicate the
SPE (p. 293^

1
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1

fn. 1): illustration of this lack of interest [by structural linguists] in
phonetics we may cite the numerous articles on phonological subjects that have 
appeared in the last thirty years... in which information concerning the 
phonetic properties of the phonemes of a language is often restricted to a simple 
listing of alphabetic symbols.” In many articles of the past fifteen years this 
state of affairs has only changed to the extent that the restriction has been to
a simple listing of plus or minus values for features from Chapter Seven in

1
SPE.i)

While we may agree that linguists are “primarily concerned with the struc­
ture of language rather than the acoustics and physiology of speech” (SPE 
p. 293), features specified in terms of the articulatory processes assumed to be 
involved in their production cannot escape being evaluated in the light of 
advancing knowledge about speech mechanisms in general. The Proceedings of 
the Ninth Phonetics Congress in Copenhagen in 1979 in some respects make 
daunting reading for linguists who are not participants in the technological 
revolution at present taking place in the field of speech science. The battery 
of new laboratory techniques will probably generate a fair amount of informa­
tion which the linguist may feel is not directly pertinent to his own sphere of 
interest, but the increased understanding of the processing of speech that they 
are providing is bound to affect the credibility of phonological concepts that 
are at present framed in concrete or quasi-concrete terms of one sort or another. 
On the positive side, the new knowledge should also advance the search for 
explanations of the sound patterns of languages. This explanatory aspect of the 
phenologist’s task has hitherto lagged behind the progress made in the formali­
zation of phonological statements. The task of finding phonetic explanations 
of phonological patterns and processes, both synchronic and diachronic, is at 
last attracting the attention it deserves (see, for example, Ohala 1974, 1975).'
It may turn out that this line of research will ultimately dispose satisfactorily 
of the problems that gave rise to the notion of markedness as expounded in 
SEE—a notion which, as has been pointed out (Anderson 1979, p. 136), has not 
played the fundamental role in subsequent analyses of phonological phenomena 
that might have been expected in view of the initial enthusiasm with which it
Was greeted.

to be said for

Inextricably linked with the issue of the phonetics/phonology relationship 
IS that of the nature of the units and processes with which we should be dealing, 

the overriding aim is elegance and economy of presentation, there is much 
single invariant abstract “underlying form” from which both 

„„J morphological variants can be derived by a series of 
neatly ordered linear rules. Many phonologists, however, have not been satisfied 

a
phonetic realisations and

'^tth what amounts to a kind of notational adequacy, no matter how elegant.

are brighter in this respect.
1) The wide interest displayed at this Congress in phonetic research and its implications for 

HOiogy- suggests that prospects for the next few yeais 
See also Dinnsen (1980).
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but hâve been concerned that their concepts and constructs should also hav
claim to “psychological reality” (whatever meaning they may attach to

>8y

some e

this term) or to some fairly direct relationship with the mechanisms of speech 
production and reception. The two aims are, however, almost certainly J- 
compatible. There seems no reason whatever to suppose that our psychological 
and physiological processes operate in a way that closely matches the tidy 
economical formalizations that we set to paper. What evidence there is seems

way that closely matches the

in­

to point the other way: speech of its very nature, and to good purpose, abounds 
in “redundancies”, notwithstanding our eagerness to avoid them in our notation 
and to exclude them from serious theoretical consideration.

At the present time there appears to be a swing away from the highly 
abstract constructs proposed in earlier studies towards phonological forms which
are felt to be closer to the phonetic surface forms. Two movements which 
immediately spring to mind here are those of Natural Phonology (NP) and 
Natural Generative Phonology (NGP). Whilst the latter of these two is 
avowedly a modification of the SGP approach, NP reaches back to such tradi­
tional phoneticians and linguists as Sweet, Sievers, Passy and Sapir for its 
forerunners. Both NGP and NP share the basic thesis that “phonological sys­
tems are phonetically motivated” (cp. Donegan and Stampe 1979: p. 169). 
Where NGP operates in terms of rules, Stampe’s NP is principally concerned 
with natural phonetic processes. NP’s starting point is the universal system of 
processes that reflect the phonetic limitations of the infant (Donegan and Stampe 
1979: p. 126). It is claimed that as infants we gradually learn to constrain
those natural processes that do not apply to the adult language around us.
The devoicing of final obstruents, for example, is held to be a universal natural
process rather than a language-specific one; we do not have to learn to devoice 
final obstruents, but depending upon our native language we may have to learn 
not to do so in some instances. A distinction is drawn between processes, which 
apply involuntarily and unconsciously, and rules, which have to be learnt. 
Hooper (1979: p. 106) declares that “the major claim of natural generative
phonology is that speakers construct only generalisations that are surface-true 
and transparent.” “Phonological forms of underlying representations are closely 
related to surface phonetic forms” (Hooper 1976: p. Ill), and should be based 
on the most careful style of naturally occurring spoken forms. This recalls the 
" ' distinct“phonetic plans” discussed by Linell (1979, 1980). NGP posits two 
types of rules: P-rules, whose statement contains only phonetic information, 
and which are automatic, i.e. there are no exceptions; and MP-rules whose
statement

Ci. L* L Ulil CL X • « LIILI V IXv/ LX L^XX □ f CXXXW x t A a.
requires some reference to morphological, syntactic, and lexica^

features. The fronted [k] of key is the result of a P-rule, whereas the [k^j
alternation in electric, electricity, is the result of an MP-rule. MP-rules
quently have exceptions. An interesting further distinction between the two

__ ____ , ___ _ “phonetic continuum ’
whereas variation produced by an MP-rule is not a continuum, e.g. in Hooper s
types IS that the variation produced by a P-rule is a

pronunciation of a word like NATO, a P-rule may produce “a whole range
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,renunciations from a full [t”] to a weak flap.’’^) There is no such phonetic
continuum between the variant forms monologuist (with [g]) or monologist
(with [dj]) that might arise from the application of an MP-rule. The “con­
tinuum” as opposed to the quantal approach to the output of phonological 
rules could confer greater phonetic credibility on some of the standard treat- 
jnents of assimilation such as that in ten pence, in which the quantal approach 
forces us to posit n—>m, ignoring all the intervening possible degrees of coarti­
culation and overlapping that may occur.

Despite their overt concern with the phonetic foundations of phonology 
and with the search for phonetic explanations of phonological processes, both 
NP and NGP appear content on the whole to operate with segments, and to a 
lesser extent with features, as commonly conceived. NGP, however, departs 
from orthodox SGP practice by firmly taking the syllable as “the basic pho­
nological unit” and devotes a great deal of attention to strength hierarchies. 
This revival of interest in strength hierarchies is shared by other phonologists 
such as Foley (1977) and Drachmann (1976).

Are there more radical changes that a closer link with phonetics might bring 
about in our conception of the most appropriate phonological units? What 
have the experimentalists to offer here? Experts in the speech sciences admit 
that they are still relatively uninformed about some aspects of the basic speech 
mechanisms. Current research in speech production as reported by MacNeilage 
suggests that instead of thinking in terms of (some) invariant context-independ­
ent motor commands for particular sounds we need to be thinking in terms of 
interacting context-dependent spatial and auditory targets. Speakers required 
to produce vowels with bite-blocks up to 25 mm. in size inserted between their 
teeth managed to achieve the correct formant frequencies virtually immediately. 
X-rays showed that despite the presence of the bite-block a close approximation
to normal vocal tract shapes was achieved, thus suggesting some invariant
spatial target. (MacNeilage 1979: pp. 18-19, reporting on Lindblom and Sund­
berg 1971, Lindblom, Lubker and Gay 1978). However, in other experiments 
which involved interfering with the raising of the lower jaw lor the closure of
bilabial stops, speakers compensated for this by lowering the upper lip, thus
suggesting in this case a target in terms not of absolute space but perhaps one 
in terms of such factors as “articulatory contact, or intraoral pressuie (Folkins 
3nd .Abbs (1975), reported by MacNeilage). Convincing evidence has also been 
produced in other instances for auditory targets. These ate, after all, the source 
of the child’s acquisiton of the spoken language of his community. It has been 
shown that there may be—and often are—different spatial ways of achieving 
‘he “same” auditory target. It has been reported for example that different
motor-control gestures of vocaal fold abduction and adduction may be used in

5) Note that there arc problems here with Britisli EngHsb. in which tlic intervocalic stop 
barely, if ever, reaches the flap stage. Indeed, in many varieties of Biitish English a glottal stop 
h used medially in such forms, which runs counter to description in terms of an articulatory
'^“■itinuum.
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English for a single intervocalic [p] and for the [p] in English
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respectively. This has been interpreted as showing that in this case it ¡s ,1, 
auditory goal that remains invariant “at the expense of invariance in spatiaj 
configuration” (MacNeilage 1979: p. 19). A similar conclusion was reached ' 
experiments which showed that if rounding of the lips is mechanically prg 
vented, the auditory effect of “rounded” vowels can be produced by lowerin 
the larynx to achieve the required lengthening of the vocal tract. (Riordan 
1977.) The relationship is thus not one-to-one but many-to-one.

a
Where does this leave the phonologist? First, it should be said that, to adapt 

remark of Ladefoged’s (Ladefoged, 1977: p. 409), it does not mean that we
must assume that the units and concepts used by speech scientists are neces­
sarily those most appropriate for use by linguists. What it does seem to mean
is that whatever relationships are to be found between phonetic and phonological 
entities should be expected to be many-to-one rather than one-to-one. It is
expressly stated in SPE that phonological representations are not necessarily
submatrices of phonetic representations. “We do not, in other words, impose 
the conditions of linearity and invariance on the relation between phonological 
and phonetic representation. The indirectness of this relationship must be 
purchased at the cost of adding rules to the grammar.” (SPE, p. 297). Linguists 
in eager pursuit of simplicity and economy have perhaps sometimes lost sight 
of this. Part of the “cost” may in the present decade turn out to be the need 
for a thorough re-thinking of the whole feature framework. Even allowing for 
the fuller exploitation of the possibility of multi-valued features, the present 
framework cannot for example, as Ladefoged has pointed out, distinguish be­
tween the velar ejectives in Hausa and Navajo, or the glottalized plosives in 
Kalahari and Hausa respectively, although the difference between the sounds 
in the two languages is clearly audible in both instances. Of these and other 
similar cases, Ladefoged says: “There is no doubt that speakers can make, and 
listeners can hear, at least some of these differences with complete reliability. 
Therefore this degree of phonetic detail must be included in linguistic phonetic
descriptions of languages.” (Ladefoged 1980: p. 501).

Various attempts have been made over the years to revise or augment the 
set of features proposed in SPE, but patching up is no longer good enough- 
The time has come for a thorough overhaul, and perhaps for a completely new 
approach. There is no doubt in some minds that useful insights were lost when 
the Jakobson Distinctive Features, with their two-fold articulatory and acoustic 
specifications, w’ere replaced in SPE by features specified in articulatory teiins
only. Basbpll has recently approved suggestions that a hybrid solution may
needed,f ' ' “ “ “ ..... — z-Z"since the phonetic correlates of some features (e.g. “grave”) are acous 

lITlOlP Hilt »-» i z->» 1 1 •"» 4- Z-L»*« 1 XT Xirlxilzi Q C *‘Hbinl”tically simple but articulatorily complex, while others such as “labial 
“nasal”, are the reverse, (Basbpll 1979: p. 122). He claims that this appro»' 
is in harmony with the original Jakobson position that “the features are abo'^ 
all perceptual’’, jj. jq 5^ remarked that in Jakobson’s recent statement o 
his own position he maintains his earlier view of the primacy of jiercept'Oir

ich
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Jakobson and Waugh 1979). Ladefoged, who has striven as hard or harder 
over the years than anyone else to reconcile an SPE-type feature inventory with 
phonetic “reality”, saw early the need to distinguish clearly between phonetic 
and phonological features without expecting a one-to-one relationship between 
the two. He suggested at one stage (Ladefoged and Vennemann 1973) that there 
were “prime features” which were definable in terms of the physiological and 
acoustic properties of sounds, and “phonological features”, some of which would 
be “cover features”, involving certain values of the prime features. “Con­
sonantal” was cited as an example of a cover feature, since there is no single 
measurable property which would distinguish all consonantal segments from 
non-consonantal ones; “Consonantal” has to be defined in terms of particular 
combinations of values of prime features. Similarly, [-P labial] would be a cover 
feature, defined in terms of the prime features [-P bilabial] or [-P labiodental] 
or [+ round]. (Ladefoged and Vennemann 1973; Ladefoged 1972). Hooper has 
also proposed a cover feature “Strength” in her handling of Strength hierarchies 
(Hooper 1976: p. 205-7).

Ladefoged has recently moved in the direction of even sharper division 
between phonetic and phonological features (Ladefoged 1980). He now claims 
that adequate descriptions of the phonetic aspects of languages require about 
17 articulatory parameters and about the same number of acoustic parameters. 
These 2 sets of parameters which are interconvertible, “are not things like fea­
tures, but rather things like formant frequencies of parameterized vocal-tract 
shapes.” In addition to these phonetic parameters we still require a set of 
phonological features to describe the sound patterns of languages. We must 
be able to map these features onto the basic phonetic parameters but we should 
not expect there to be a one-to-one relationship between the two sets; “the 
majority of phonological features are in a many-to-one relationship with the 
minimal set of acoustic parameters, just as they are with the minimal set of 
articulatory parameters” (Ladefoged 1980: p. 494).

Feature phonology of whatever kind is on the wholebased upon traditional 
notions of linear letter-sized segments with static properties—upon what one 
may call the “ABC syndrome”—but the one-tier uni-linear string imposed upon 
the phonological component of transformational generative grammar is also 
under challenge from several quarters. Acoustic phoneticians and those working 
in speech perception have continued to take syllables for granted as essential 
elements in their own field, and Studdert-Kennedy in his report on Speech

‘^eption is evidently the
Perception to the Phonetics Congress declares that “the primary unit of per- 

______ J unsegmented syllable” (Studdert-Kennedy 1979: p. 72). 
Hierarchies of higher level constructs such as syllables, tone groups, phonologi- 
^*11 phrases etc. have never been excluded from phonological paradigms outside 
the GP tradition, and are now beginning to be revived within it in order to 
^tandle prosodic and rhythmic phenomena which resist convincing treatment in 
purely segmental terms. (See, in particular, Lehiste s account of important 
decent work in this field in her contribution to this Session.)

which resist convincing treatment in
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Autosegmental Phonology (AP) which is regarded by its proponents as

•gy

a
revised version of SGP rather than as a completely new departure, does not 
seek to set up higher levels above segments but rather to propose parallel 
strings of segments arranged in two or more tiers. Goldsmith rejects the term 
“suprasegmental” as a misleading label from his point of view, since pitch, for 
example, itself forms a sequence of tonal segments. He thus prefers the picture 
of parallel strings of segments, none of which “depend” or “ride upon” the 
others, each being independent in its own right (Goldsmith 1976; p. 21) 
Features especially suited to autosegmental treatment include tone, intonation 
vowel harmony and, in special cases, nasality. AP appears to have been trig­
gered off by difficulties encountered in the SGP framework in dealing with tone 
especially with contour tones on short vowel syllables, and with such phenomena 
as tone-spreading. Contour tones are regarded as sequences of tone features 
labelled High and Low, and since a single vowel segment cannot, in Goldsmith’s 
view, be marked both +High and +Low, a problem arises as to the appropriate 
treatment. The autosegmental solution is to assign the tones to a separate tier, 
having an association, not necessarily one-to-one, with the tier of consonant 
and vowel segments. Thus CVCV implies a disyllable with the tonal pattern

I I
H L

[" _], while the addition of an association line, viz. CVCV, implies one with 

the pattern
I. 1

H L
The theory allows for the possibility that some segments may not be “marked 
for tone” in the lexicon, but may in utterance “borrow” a tone from neigh­
bouring syllables. This technique has been applied to a wide range of tonal 
phenomena from African languages, to the pitch of Japanese, and to English 
intonation. There is also a persuasive application of AP to vowel harmony in 
Clements (1980). The AP approach to tone appears to work quite well for the 
African languages dealt with so far, but one would like to see attention extended 
to some of the more complex tone languages of East and South East Asia (not 
confined simply to such well-worked samples as Standard Thai, Mandarin and 
Cantonese), in which there may be up to five different level tones and several 
different kinds of rises or falls. If the output of phonological rules is to be 
capable of presenting something approaching the consistent and regular pronun­

far proposed are quiteelation of native speakers, the static tone features so I 
inadequate to the task. It will not have escaped notice that the features that 
lend themselves to autosegmental treatment are also those found particulail)
suitable for treatment in terms of Firthian prosodic phonology. There is ho'** 
ever a crucial difference between the two: despite its innovations, AP is still 
as its name proclaims, firmly segmental, and equally firmly “static” in outlook' 
The problem with contour tones arises directly out of the assumption that these 
must be viewed as a sequence of static features. High and Low. It is not at all 
clear why we should not have dynamic features, Falling and Rising. (For • 
discussion of the areuments for and against, see Anderson 1978.) The sai«^arguments for and against.
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It 
i,

stops in Guarani, in which the prenasalisation is handled as a sequence of the 
(static) features Nasal and Oral (= — Nasal) in their own autosegmental tier, 
viz, C V.

.1I-
N O

A further symptom of the ABC syndome is that strings must be read from left 
to right, which means that, counterintuitively, the rule formulated above has 
to be labelled “Postoralisation Rule”. This brings us to another issue which 
has been exercising both phoneticians and some phonologists recently, namely 
the role of the temporal aspects of spoken language which have hitherto, despite 
lip-service to the “continuum” of speech, been largely neglected in phonological 
theory.

Fowler (1980) complains about “extrinsic timing theories of speech produc­
tion” which assume that the time dimension is excluded from the specification 
of phonological segments in the articulatory plan for utterance, and calls for an 
intrinsic timing theory. This is supported by MacNeilage’s suggestion that in 
the production of diphthongs there must be some “specification of dynamic 
properties” underlying their production as contrasted with the static spatial or 
auditory targets aimed at in other cases. (MacNeilage 1979: p. 17-18.) It may
be argued that the time dimension in the production of aspirated and un-
aspirated stops has been recognized in the concept of Voice Onset Time. A 
similar approach to other phenomena might prove interesting. Why, for 
example, should prenasalisation, and indeed vowel nasalisation also, not be 
regarded in terms of Velic Raising Time, or some such concept? Contour tones 
are also candidates for treatment in temporal terms, if the right formulation 
can be found. Coates has however warned against “the tendency towards 
equivocation on the nature and status of time in phonological representations”.
Features such as [± long], [± delayed release], [± continuant] etc. are “temporal 
in reference without the implications of this assumption being developed 
further”. He makes the point that time in the sense of inherent segment time 
pi’operties is ignored in current phonological theory, despite the invocation of 
tempo” and of temporal sounding feature labels. (Coates 1980)

accom-
In conclusion, brief mention may be made of Griffen s highly idiosynciatic 

but interesting Dynamic Non-segmental Phonology, which attempts to 
piodate within a single model several of the issues raised above. The model

as mere convenient
is claimed to be dynamic, following recent proposals, notably those of Mermel- 
stein, in physiological phonetics; segments are rejected 
fictions devised by people shackled by historical chance to an alphabetic rvriting

ideas of Firth to their logical conclusion,Claiming to pursue the
proposes a

system. ___ —“o — r—__
f^riffen proposes a three-fold hierarchy with vocalic features forming the syllabic 

“realised in parallel dynamically” with laryngeal features and with 
consonantal features which are constraints upon the base. Itobstruction” or

claimed that since “alleged variants ... can be shown to be simply coarticulated 
features in the syllabic environment”, the concept of allophony is eliminated.
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and the "structural distinction between phonology and phonetics which ha'
been at the very core of all phonological models of all linguistic theories, sud
denly disappears’’ (Griffen, forthcoming). Strong words indeed, which will
arouse equally strong assent or dissent among other linguists!

We can certainly look forward to continuing vigorous debate in the 80’s on 
old as well as new problems. This is to be welcomed since, as Goldsmith has 
remarked; “Problems are the stuff of which advances are made’’.

;s
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The Role of Prosody in the Internal Structuring
of a Sentence

I

Ilse Lehiste
The Ohio State University

A spoken sentence contains a linguistic message in phonetically encoded 
form. Normally the sentence consists of more than one word. Words constitute 
strings of segmental sounds (vowels and consonants), tied together according to
the rules of word-level phonology; their lexical meaning can ordinarily be
extracted from the phonetic realization of a sentence on the basis of their 
spectral structure. Prosody certainly plays a part in word-level phonology; but 
what I want to discuss in this paper is the role of prosody in the internal 
structuring of a sentence. Thus I am concerned with the ways in which words 
enter into higher-level units, and with the characteristics of such units. These 
units may be defined in various ways. A syntactic analysis of the sentence 
establishes its syntactic structure. There is a hierarchical relationship between 
syntactic units, but when the sentence is spoken, the syntactic units are produced 
in linear sequence. The relationship between the units must nevertheless be 
recoverable from the phonetic properties of the spoken string of words; this 
is a necessary prerequisite for understanding the meaning of the sentence.

The spoken sentence also has a number of characteristics that may be
described without reference to its syntactic structure or to the segmental identity
of the sounds that make up the words of which it consists. We may observe
a succession of peaks of prominence and the rhythmic structure imposed
the sentence by their alternation. We can

on
describe the fundamental frequency

at which the sentence is spoken and the resultant intonation contour. The
changes in pitch and relative prominence take place in time; the sentence
thus has an overall temporal structure. All these prosodic characteristics may 
interact with each other in various ways, and they may also be involved in 
manifesting the syntactic structure of the sentence. It is the purpose of
present paper to review and discuss some of the recent research concerning the 

onrelationship between subparts of a sentence that are defined syntactically 
the one hand, and phonetically/phonologically on the other hand.

I have pursued this line of research in a series of experimental studies carrie
the other hand.

andon over a number of years; my results are summarized in Lehiste (1977) 
Lehiste (1980). These articles also contain references to many other publications 
which for lack of space cannot be discussed in the current paper. Briefly, nay 
position is as follows:

In English, the syntactic structure of a sentence is expressed phonetically 
primarily through the controlled timing of articulatory gestures that speaker^J220
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when they produce spoken utterances. Speech is a rhythmic activity, as
most motor activities performed by human beings. In English, the controlled

use 
are
timing of articulatory gestures takes the rhythmic structure of speech into 
account. Stressed syllables carry the greatest amount of information; therefore, 
attention has to be focused on the stressed syllables, and this is facilitated by
setting lip an expectation as to when the next stressed syllable is likely to
occur. Producing sentences in such a way that stressed syllables occur at regular, 
isochronous intervals contributes to optimal perception by the listeners whose 
attention is cyclically directed to the points in time at which the stressed 
syllables can be expected to be found. (Martin 1972; Cutler and Darwin 1981). 
Furthermore, a disruption of the expected pattern—lengthening of an interstress 
interval—can be used to convey crucial information about syntactic structure, 
namely the placement of a syntactic boundary. The syntactic structure of an 
English sentence is thus primarily manifested in the timing pattern of that 
sentence when produced orally by a native speaker of the language.

The rhythmic structure with which I operate is basically the Abercrombian 
metric foot. According to Abercrombie (1964), spoken utterances are structured 
into isochronous metric feet consisting of a stressed syllable and successive 
unstressed syllables (if any), up to the next stressed syllable. The stressed
syllables follow each other at isochronous intervals. In my 1977 article I
reviewed most of the evidence for and against the existence of isochrony in 
English that was available to me up to that time; in the present paper, I shall 
consider some of the more recent studies devoted to this topic, which apparently 
continues to attract the interest of a number of scholars.

Scott (1980, 1982) focused her study on the perception of phrase boundaries. 
It is well known that phrase boundaries are often accompanied by phrase-final 
lengthening. I had claimed in 1977 that listeners judge a boundary to be present 
on the basis of the lengthening of the interstress interval in which the boundary 
occurs; this lengthening can be brought about by phrase-final lengthening, or 
pause, or a combination of the two. Scott labels this the Foot Hypothesis. A 
simpler hypothesis, labeled the Phrase-Final Lengthening Hypothesis, suggests
that listeners use the duration of the lengthened phrase-final stressed syllable
directly (together with any subsequent pause), perhaps 
It with some ideal duration that would be expected if

on the basis of comparing 
no phrase boundary were

present. Scott associates this position primarily with Klatt (1975). She notes.
circularity about the use of timing

t'ithin the phrase and the word, presence

however, that Klatt himself has pointed out a 
information both in establishing the identity of the vowel and in determining 
"liether phrase-final lengthening has taken place. The peiceived duration of a 
'owel depends on several factors, such as the number of preceding syllables 

absence of stress, the tempo of
•^he utterance in which it is produced, and its inherent duration. Listeners have

or

take all these variables into account when they decide whether the duration
the vowel is “normal” or not. All these factors affect the identification of 

die vowels, but it is only after the vowel has been identified that one can refer
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to its expected duration in judging whether it has been lengthened or
>8y

not.
Scott ran a series of experiments testing the two hypotheses. She used 

syntactically ambiguous sentences of the type Joe or Patricia and Steve -will
go(modeled on my sentence Steve or Sam and Bob will come). The sentences were 

read by a male speaker of Southern British English, who was provided with 
structural bracketings of the sentences and asked to convey the expected 
meaning by whatever means he deemed appropriate. The tape-recorded 
sentences were analyzed in terms of pitch, rms intensity, and twelve Linear 
Predictive Coding parameters representing the spectral characteristics of speech 
A resynthesis program reproduced the waveform, unchanged in other respects 
except for pitch, which was set to a constant fundamental frequency value of
133.5 Hz. Measurements were made of the duration of each foot, each syllable 
within the feet, and of any pauses within them. The sentences were then
temporally manipulated by adding pauses, sections of closure intervals, or
pitch periods (of 7.5 msec each) to specified areas of the waveform. Listening 
tests employed various manipulations of the test sentences as well as distractor 
sentences, presented in random order. The results were submitted to statistical 
analysis.

The results of Scott’s study (which cannot be reported here in detail) showed 
that listeners do indeed base their judgments of the position of the phrase 
boundary on the rhythm of the stress beats of the sentence and not on phrase­
final lengthening per se. Listeners were shown to perceive a phrase boundary 
in a lengthened foot even when lengthening was distributed throughout the 
foot rather than confined to possible phrase-final stressed syllables or pauses. 
In responding to versions of test sentences that contained the same amount of 
phrase-final lengthening but different foot ratios, listeners interpreted the 
sentences differently; according to the Phrase-Final Lengthening Hypothesis,
such sentences should reveive the same interpretation. The Phrase-Final
Lengthening Hypothesis was therefore rejected in favor of the Foot Hypothesis 
as an account of how listeners use temporal information to decide on the location
of a phrase boundary in a sentence.

ofScott’s results thus support both the idea that the phonetic structuring 
a spoken sentence into subunits is basically temporal, and the hypothesis that
syntactic boundaries are manifested with reference to this temporal structuie. 
Scott used sentences whose intonation contours had been transformed to 
monotone. Since sentences normaly carry intonation, her results do not spea 
to the potential role of fundamental frequency in the internal structuring of a 
spoken sentence.

The relative importance of phrase-final lengthening and intonational cues 
in the location of syntactic boundaries in Dutch was one of the topics treate 
in a recent study by de Rooij (1979). De Rooij used a technique that employ^ 

imitations of meaningful utterances with specified syntactic structure- 
The imitations consisted of strings of /da:/ syllables, spoken by an experience*^ 
reader who marked the syntactic boundaries with a continuation rise or a noO

nonsense

ted

experience*
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final fall, pitch movements that are expected, according to several previous
studies, to signal prosodic boundaries in Dutch. The stimuli were edited by
Jeleting and reassembling parts of the waveform; an intonator (essentially a
channel vocoder) was used to provide the nonsense sequences with pitch
contours.

The stimuli represented five categories. The baseline was provided by a 
sequence with no internal boundaries. This sequence consisted of seven syllables 
in which the first and last syllable carried greater length and a pitch contour 
designed to make these syllables to be perceived as stressed. The intervening 
unstressed syllables were all 90 msec long and were produced on a slowly and 
uniformly declining pitch. The presence of a phrase boundary marked by a 
continuation rise was simulated by a temporal marker (lengthening of the 
phrase-final syllable to 180 msec) and a pitch rise of four semitones on the 
lengthened syllable. The non-final fall consisted of a five-semitone fall following 
a syllable lengthened to 150 msec. The four stimulus categories prepared in 
addition to the first category (which contained no prosodic phrase-boundary 
markers) consisted of the following: temporal and pitch markers combined, 
temporal markers alone, pitch markers alone, and conflicting temporal and 
pitch markers. The task of the listeners was to assign each stimulus to one of 
nine Dutch sentences that had been typed out on cards. Six of these sentences 
contained one major syntactic boundary, each in a different position.

The results showed that a temporal marker was a far more powerful cue 
for signalling a prosodic boundary than a pitch marker. The perception of a 
prosodic boundary can be inferred from the syntactic boundary in the selected 
response sentence. Judging correctness of response in these terms, temporal 
markers combined with pitch markers produced an average of 88% correct 
responses; temporal markers alone, 85%; pitch markers alone, 33%; temporal 
markers conflicting with pitch markers, 85%; and pitch markers conflicting 
with temporal markers, 29.5%.

These results appear rather surprising in view of the fact that quite a few
scholars (Dutch scholars among them) consider intonation to be the major 

spoken sentence. Elisabeth Selkirkdeterminant of the internal structuring of a
(IQSiy for example, postulates a hierarchy of prosodic categories of which the
highest unit below the utterance is the intonational phrase, defined as the unit
with 'which the "primitive intonational contours are associated. Selkirk’s 
theorv is essentially a revision of the theory presented in Liberman (1975) and 
I-iberman and Prince (1977). Selkirk’s main contribution is the addition of the 
notion of prosodic categories. Selkirk’s prosodic hierarchy is based on segmen- 
fally defined strong and weak syllables, which in turn become constituents of 
Prosodic feet, prosodic words, phonological phrases, and intonational phrases. 
(Note that the prosodic foot used by Liberman and Selkirk is not identical • 
the Abercrombian metric foot.) Selkirk argues furt er that there is 
isomorphism between prosodic structure and syntactic structure, and a mapping 
must be defined between the two. (This view is veiy similar to mine.)

with
> no



224 Plenary 5: Phonetics and Phonolo,•8У

Selkirk assumes that the intonational contour of a whole utterance may 
segmented- into intonational phrases, which constitute the domain over Whicp, 
an intonational contour is manifested. The minimal intonational phrase i-aik X »-W VZ Viiui pilldse IS

single phonological phrase; the maximal intonational phrase is one that includes 
all the phonological phrases of a sentence. Any intermediate groupings are also 
possible. The intonational phrases are partly determined by syntactic factors- 
preposed adverbials, non-restrictive relative clauses, and parenthetical expies 
sions must each correspond to an intonational phrase. But an intonational 
phrase does not necessarily correspond to a constituent of syntactic structure 
and the boundaries of intonational phrases do not have to coincide
syntactic boundaries.

In Selkirk’s presentation, the phonetic properties of intonational phrases

With

are
not very clearly defined. She quotes Breckenridge (1977) to substantiate het- 
claim that intonational phrases constitute the domain of the declination effect: 
at the start of a new intonational phrase, the range is reset, the declination 
effect is observed across the phrase, and at the beginning of the next intonational 
phrase pitch is reset again. “Boundary tones’’ (Liberman 1975) are associated 
with the limits of the intonational phrase. Potential pauses are found between 
intonational phrases (and only between them), and pre-pausal lengthening is 
found at the end of intonational phrases. Selkirk quotes Klatt (1976) for the 
observation that pre-pausal lengthening is correlated with the location of pos­
sible pauses.

To support her claim that the intonational phrase is a rhythmic entity, 
Selkirk cites her observations concerning the flapping of /t/ in such sentences
a Go to the store, go today, give the money to Mary. The flapping of /t/ in
such contexts is evidence of “refooting”: the weak syllable to has been associated 
from a following prosodic word or phonological phrase to the foot of the 
preceding prosodic word. If /t/ were initial, it would be aspirated. The result 
of “refooting” the weak syllable containing /t/ is that the /t/ may become pait 
of the preceding syllable and thus be in the proper position for the flapping 
rule to apply.

Selkirk also hypothesizes that the units of prosodic structure postulated by
her are the appropriate units in production and perception models.

Selkirk did not offer any direct phonetic evidence for her theory, but theie
exists at least one study which appears to support her claim that intonation*
phrases constitute rhythmic units (Darwin and Donovan, 1979, to appear)- In

this study, Darwin and Donovan investigated the relationship between isochiony 
and intonation. In the first of three experiments, the authors had listeiieis 
adjust the two intervals between three noise bursts until they matched the 
intervals between the /k/s in each of the following utterances: The crew clai>>^ 
careo. The rnv/rn o n z-1 Il z» z'A-zj-y.» z-i IM zT r/lTiTi).catgo. The crewmen will claim cargo, and The crew claiming the cargo. 
subjects were encouraged to pronounce the sentences to themselves 
listening to the noise bursts; these productions by the subjects were likew**^

while

1 ecorded. The matched durations turned out to be significantly more isochroiion
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than either the original or the subjects’ own productions. In the second experi­
ment, subjects listened to two sentences, one of which contained both a tone 
group boundary and a syntactic boundary in the middle foot. The subjects 
heard the second sentence as more isochronous than it actually was, but there 
was no such tendency in the sentence that contained a tone group boundary in 
the middle foot. Darwin and Donovan interpret this result to mean that the 
domain of perceptual isochrony is the tone group. These results were supported 
by the outcome of the third experiment, in which again the number of tone 
groups had a distinct effect on the perceived rhythm, but the syntactic structure 
did not. The authors conclude that within a tone group, the perceived rhythm 
is more regular rhythmically than the speech actually is. Between tone groups, 
this tendency toward perceptual isochrony is not found. Darwin and Donovan 
consider their results to be supportive of models of speech production which 
recognize an underlying rhythm in speech, in which the interval between 
stressed vowel onsets is more regular than in the surface form. They also see 
their results as supporting those linguistic theories that distinguish between 
prosodic and syntactic structure and recognize a relation between intonational 
and rhythmic units.

Darwin and Donovan equate Selkirk’s intonational phrases with tone groups, 
but these two concepts are not necessarily identical. The term tone group was 
proposed by Halliday (1967) to refer to units of information, which, according 
to Halliday, are realized phonetically as tone groups. A tone group has a 
phonetically specifiable intonation contour which is organized around the tonic 
syllable (the syllable containing the greatest pitch movement within the tone 
group), which forms part of the focused word in the information unit. Every 
tone group contains one tonic, which may be preceded by a pre-tonic and
followed by further words which will continue the direction of the contour 
initiated in the tonic. The tone group is normally isomorphic with the clause 
or simple sentence, but there may be more than one tone group in a sentence. 
In unmarked cases, the last lexical item in the tone group will be marked'by 
the tonic as “new” information. In marked cases, the tonic appears on some 
Item other than the last lexical item, and in this case any following lexical 
Items are treated by the speaker as “given”. In sentences out of context, the 
readers are expected to produce tonics on the last lexical item.

Halliday’s theory of tone groups has recently been subjected to experimental 
testing (Brown, Currie, and Kenworthy, 1980; Currie, 1980; Currie, 1981). 
I^rucial for Halliday’s theory is the listeners’ ability to recognize tonic syllables. 
I will review just one of the experiments reported by Currie (1981).

The material employed in this experiment consisted of cleft sentences and 
contrastive sentences, obtained in a game situation in which the first player was 
given a story to read, the second player received a sheet of paper containing 
® list of characters and a list of actions, and the second player was asked to 

the characters and actions and to attempt to reconstruct the*^iatch up the characters and actions and to aiieiiip>L w leconstruct the story 
asking yes-or-no questions. This technique produced the expected kinds of
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sentences, for example a cleft sentence such as Was it the rich farmer who had 
three sons? and a contrastive sentence such as Well did the old man have three 
sons? Twenty sentences were selected from three sets of games, representin 
three speakers. There were eleven examples of cleft sentences, seven non-cleh 
contrastive sentences, and two non-cleft non-contrastive sentences. Twenty-five 
judges, who were confident that they could easily identify tonics, were asked to
identify the “tonic of the sentence’’. If they felt that there was more than 
tonic, they were asked to rank them in order of importance.

one

The sentences were analyzed acoustically, and the syllables were identified
which carried maximum pitch height, maximum pitch movement, and
maximum intensity. Seventeen of the twenty sentences contained an element 
carrying all three phonetic maxima. All sentences with elements in lexical 
contrast had the cumulation of physical maxima realized on the contrasted 
element, and all contrasted elements were judged to be the tonics of their 
respective sentences by at least 23 out of 25 judges.

However, only five out of eight sentences that contained the cumulation of 
physical maxima on the clefted element had this element chosen as the tonic. 
Three of the five were such clefted sentences in which the clefted element was 
also an element in lexical contrast. In the other cases, the judges apparently 
followed different strategies. Some chose the rightmost lexical item as the tonic; 
others were evidently influenced by the cumulation of physical maxima; and 
still others seemed to choose the tonic according to clause structure. The judges 
were not always consistent in their choice of cues.

a
On the basis of a series of experiments (of which the one reviewed here is but 

sample), Currie concludes that Halliday’s position that the tonic is the reali-

1

zation of information focus is too strong. When the information focus is a 
contrasted element that contradicts a previous element, the information focus 
is consistently identified as tonic. When information focus is a “new” element 
realized as the leftmost lexical item, it is normally identified as tonic. But when 
the information focus is a “new” element realized as the rightmost lexical item 
in a sentence, more than one tonic is selected if the sentence is presented out 
of context: one tonic is chosen on the “given” element in the leftmost position, 
and one tonic is chosen on the “new” element in rightmost position. If judges 
are asked to identify tonics in utterances that do not have a clear “given-new 
structure, several tonics are identified, associated with peaks of prominence 
realized on the stressed elements of the utterance.

to

In order to preserve the notion of one tonic per unit, Currie proposes an 
abstract unit called tone unit which contains only one stressed syllable and ajiY 
following unstressed syllables. The tone unit will normally be coterminous wit i 
the Abercrombian foot; in fact Currie states that it may be unnecessary 
differentiate between the two. Tone units may then combine to form tone 
groups. The tone group in its unmarked form will contain several peaks 
prominence.

We have thus arrived back at the Abercrombian metric foot, which is definetl

of

L
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by isochronous stresses. The nature of this unit has also received intensive
scrutiny in recent years (Morton, Marcus and Frankish, 1976; Fowler, 1977;
fowler, 1979; Tuller and Fowler, 1980; Tuller and Fowler, 1981). It appears
nevertheless that some problems connected with isochrony remain to be solved.

to
Morton et al. (1976) reported that when sequences of digits are presented 
listeners with temporally equidistant acoustic onsets, listeners do not perceive 

them as isochronous. When the listeners are allowed to adjust the intervals 
between successive digits, they introduce systematic departures from acoustic 
isochrony before judging the sentences to be isochronous. The authors suggest 
that listeners judge the timing of the word sequences on the basis of certain 
reference points within each word. These reference points, labeled “perceptual
centers or “P-centers”, constitute the “psychological moment of occurrence” 
of a word. The critical variable affecting the temporal alignment of a digit 
with respect to its neighboring digits w’as the duration of its acoustic energy 
prior to the acoustic onset of its vowel: the longer the acoustic duration of 
the initial consonant, the longer the interval between the acoustic onset of 
the word and the location of its perceptual center.

Fowler (1979) found that when subjects are asked to produce isochronous 
sequences, they generate precisely the acoustic anisochronies that listeners 
require to hear a sequence as isochronous. This observation led to the sugges­
tion that listeners judge isochrony on the basis of acoustic information about 
articulatory timing, rather than on some articulation-independent acoustic basis. 
In a subsequent study, Tuller and Fowler (1980) tested directly whether per­
ceptually isochronous sequences have isochronous articulatory correlates. They 
used electromyography of the orbicularis oris muscle, while speakers were 
producing test sentences devised in such a manner that lip-muscle activity was 
related to the syllable-initial consonant, the stressed vowel, or the stressed vowel 
and final consonant. The results indicated that when subjects are asked to 
generate isochronous sequences, their muscular activity is indeed isochronous.
regardless of whether the resultant acoustic signal is isochronous or not. I'he
outcome of the experiment thus supported the interpretation of the perceptual

in
phenomenon reported by Morton et al. (1976) to the effect that listeners judge 
isochrony with reference to the talker’s articulations as they aie leflected 
the acoustic signal.

The question which is not completely solved is what projieities of the 
acoustic signal convey this information about articulatory timing to the listeners. 
Morton et al. (1976) had found that the location of the P-centers was not 
equatable to the onset of the word, onset of the stressed vowel, or peak intensity; 
‘hey hypothesized that the location of the P-center might be associated with peak 

first and second formants. Tidier andincrement in spectral energy in the
Fowler (1981) tested this hypothesis, using infinite peak-clipping to control 
changes in spectral energy. InHnitely peak-clipped sylbbles have their peak 
increment at syllable onset. If the perception of isoc tony depends on the 
iocation of the peak increment, sequences of acoustica ly isochronous peak-
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clipped syllables should sound more

Phonology

perceptually isochronous than sequences ofthe same syllables reproduced without peak-clipping. The results of this experj 
ment showed that the subjects’ perception of isochrony was unaffected by the 
infinite peak-clipping of syllables. Thus peak increment of spectral energy 
not a perceptual correlate of the “psychological moment of occurrence” of
the word.

Other investigators (Rapp, 1971; Allen, 1972) have identified what ¡s 
probably the same reference point as the P-center, and have called it a “stress 
beat”. None of these studies has discovered how a stress beat is marked 
acoustically.

At this writing, the final answer is not available. It appears indeed to be 
true that listeners perceive such sequences to be isochronous that have been 
produced with isochronous muscular activity, but we do not know how they 
are able to extract this information from the acoustic signal.

Most of the studies concerning the role of prosody in the internal structuring 
of sentences have been carried out with so-called stress-timed languages like 
English, Dutch, and Swedish. Time does not permit me to give full (re)con- 
sideration to the distinction between stress-timing and syllable-timing. Before 
attempting a final generalization, I would nevertheless like to review some work 
done with respect to at least one language usually considered to be syllable- 
timed. French is a good example, since French has been subjected to most 
of the same kinds of analyses as described above, and many phonetic, phonologi­
cal and syntactic facts about French have been known for a long time.

According to one of the most recent analyses (Vaissifere 1980), a French 
utterance consists of prosodic words, which normally extend from the end of 
a lexical word to the end of the next lexical word and comprise that lexical 
word together with any preceding grammatical words (function words). The 
left boundary of the prosodic word is marked by a fundamental frequency rise 
and by lengthening of the initial consonant of the first lexical item; its right 
boundary is marked by lengthening of the last sounded syllable (this excludes 
the so-called mute /e/), and by a continuation rise. When the prosodic word
occurs at the end of an utterance, its fundamental frequency contour terminates 

final fall. The prosodic realization of a sentence depends to a considerable
extent on speech tempo. When the sentence is pronounced slowly, each lexical 
word and associated function words is likely to be pronounced as a prosodic 
word. In rapid speech, several lexical words may be combined into one prosodic 
word, and several prosodic words may combine into a rhythmic group. The 
combining of two

in a

or more lexical words into one prosodic word is more likely 
to happen when the words are more closely associated syntactically, e.g- when 
they constitute an adjective-noun sequence. The greater the independence 
two adjacent words, the greater the preboundary lengthening on the last sounde 
syllable of the preceding word. For example, a sentence Nous pouvons non’ 
proposer du café noir, du café au lait... was
(vousproposer) (ducafénoir)) ((ducafé) (aulait)), in

of

realized as ((Nouspouvons)
which the syllable

I
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terminating a rhythmic group, was more than 100% longer than the preceding 
syllable, while the syllables terminating single prosodic words were, on the 
average, 40% longer than the syllables that preceded them. This sentence also 
illustrates the fact that the rhythmic structure of a French sentence is not neces­
sarily dictated by its syntactic structure, although- the grouping of prosodic words 
may serve to disambiguate syntactically ambiguous sentences such as Jean on 
Pierre et Simon sont venus.

a
Even this brief look at the prosodic structuring of a French utterance shows 

number of parallels with the structuring of English utterances discussed in
the main body of the paper. There are also important differences, concerning 
primarily differences in the timing of comparable prosodic attributes. Recall, 
for example, that the Abercrombian metric foot extends from the beginning of 
a stressed syllable to the onset of the next; the French prosodic word extends 
from the end of a lexical word to the end of the next lexical word (which 
sounds to non-French ears as exactly the opposite stress placement: the Aber­
crombian metric foot begins with a stressed syllable, the French prosodic word 
appears to end with one). Vaissifere (1980, to appear) has made a beginning 
in the search for language-independent prosodic features, but not much progress 
can be realistically expected until descriptions of the prosodic structures of 
many more languages become available.

The topic of this paper has been the role of prosody in the internal 
structuring of a sentence. I have concentrated on a level immediately below the 
sentence—the metric foot, the intonational phrase, the tone group, the prosodic 
word. Each of these units has some prosodic characteristics. In defining the 
essential nature of such units, different linguists have attributed primacy to 
stress, or to intonation, or to timing; some linguists have considered the prosodic 
structure of a sentence to be basically independent of syntactic structure.
others have derived the phonetic realization of a sentence directly from its
syntax. There is evidently room for different opinions and much further experi­
mentation. It is my personal opinion that rhythmic structure is basically 
independent of syntax, but interacts with it in various ways; and that in 
evaluating the relative contribution of different prosodic features to the internal 
structuring of a spoken sentence, the time dimension will be found to have 
primary importance. I base this opinion on at least three facts: That experi­
mental studies reviewed above have shown temporal cues to be much more 

I

powerful in signalling the presence of unit boundaries than pitch cues (e.g. de 
Rooij, 1979); on the fact that listeners are unable to recognize unambiguously 
^he intonational markers on which tone group and intonation contour theories 

an

'■Rpend (Currie, 1981); and the fact that boundaries can be effectively recognized 
^vhen the test sentences have been reduced to monotone (Scott, 1980, 1982). 
^nrthermore, I have just completed an experiment (Lehiste 1982, in press) 
"hose results reveal that speakers and listeners are just as successful in dis- 
mubiguating syntactically ambiguous sentences in whispered speech as they are 

phonated speech; in my materials, the speakers did not compensate for the
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absence of intonational cues by exaggerating temporal cues. I hope that this 
paper wili stimulate many other experiments.

References
Abercrombie. D. (1964). “Syllable quantity and enclitics in English.” In: In Honour of Daniel 

Jones, ed. by D. Abercrombie, D. B. Fry, P.A.D. MacCarthy, N. C. Scott, and J. L. M. Trim 
Longmans, I.ondon, pp. 216-222.

Allen, George D. (1972). “The location of rhythmic stress beats in English: An experimental 
studv II.” language and Speech 15, pp. 179-195.

Breckenridge, Janet. (1977). “Declination as a phonological process.” Unpublished paper, Bell 
Laboratories. (See Pierrehumbert 1979).

Brown, Gillian, Karen L. Currie and Joanne Kenworthy (1980). Qiiestions of Intonation 
University Park Press, Baltimore.

Currie, Karen L. (1980). “An initial ‘Search for Tonics’.” Language and Speech 23, pp. 329-350
Currie, Karen L. (1981). “Further experiments in the ‘Search tor Tonics’.” I.angiiage and 

Speech 24, pp. 1-28.
Cutler, Anne, and Christopher J. Darwin (1981). “Phoneme-monitoring reaction time and 

preceding prosody: Effects of stop closure duration and of fundamental frequency.” Percep­
tion ir Psychophysics 29(3), pp. 217-224.

de Rooij, Jacobus Johannes (1979). Speech Punctuation'. An Acoustic and Perceptual Study of 
Some Aspects of Speech Prosody in Dutch. Ph.D. Dissertation, University of Utrecht.

Darwin, C. J., and Andrew Donovan (1979), “Perceptual studies of speech rhythm: Isochrony 
and intonation.” To appear in Proceedings of NATO ASI on Spoken Language Generation 
& Understanding (ed. J. C. Simon), held at Bonas (Gers), June 1979.

Fowler, Carol A. (1977). Timing Control in Speech Production. Indiana University Linguistics 
Club. Bloomington, Indiana.

Fowler, Carol A. (1979). “ ‘Perceptual centers’ in speech production and perception.” Perception 
■¿r Psychophysics 25, pp. 375-388.

Halliday, M. A. K. (1967). Intonation and Grammar in British English. Mouton, The Hague.
Klatt, D. H. (1975). “Vowel lengthening is syntactically determined in a connected discourse.” 

Journal of Phonetics 3, pp. 129-140.
Klatt, D. H. (1976). “Linguistic uses of segmental duration in English: acoustic and perceptual 

evidence.” Journal of the Acoustical Society of America 59, pp. 1208-1221.
Lehiste, Ilse (1977). “Isochrony reconsidered.” Jojirnal of Phonetics 5, pp. 253-263.
Lehiste, Ilse (1980). “Phonetic manifestation of syntactic structure in English. Annual Bulletin

of the Research Institute of Logopedics and Phonialrics, Tokyo. No. 14, pp. 1-27.
Lehiste, Ilse (1982, in press). “Signalling of syntactic structure in whispered speech.” 

Lingüistica, Vol. VII.
Liberman. M. (1975). The Intonation System of English. Indiana University Linguistics

Folin

Club,
Bloomington, Indiana.

Liberman, M., and A. Prince (1977). “On stress and linguistic rhythm.” IJnguistir Inquiry 
pp. 249-336.

8,

“Rhythmic (hierarchical) vs. serial structure in speech and other beharior- 
Psyr/ioZogfeoZ Review 79, pp. 487-509.

Morton. J,, s. Marcus, and C. Frankish (1976). “Perceptual centers (P-centers).” Psychologien

Martin, J. (1972).

Review 83, pp. 405-408.IVO. .

lerre lumbert, J. (1979).“ The perception of fundamental frequency declination.” Jouma 
0/ Acoiistical Society of America 66, pp. 363-369.

Rapp, K. (1971). “A study of syllable timing.” Papers from the Institute of Linguistt^^^
Stockholm.

Scott, Donia R.
Scott, Donia R.

pp. 14-19.
(1980). Perception of Phrase Bonndaries, Ph.D. thesis. University of Sussex.rcTlCjfUUR «C-0. I Il.lJ. LIICSIS, C. XJlVI-iaXt}' WI -

(1982). “Duration as a cue to the perception of a phrase boundary.” JouitiO



I, Lehiste 231

of the Acoustical Society of America 71, pp, 996-1007.
Selkirk, Elisabeth O. (1981). “On prosodic structure and its relation to syntactic structure.” 

In: Nordic Prosody II: Papers from a Symposium. Ed. by Thorstein Fretheim. Trondheim, 
Tapir, pp. 111-140.

Tidier, Betty, and Carol A. Fowler (1980). “Some' articulatory correlates of perceptual 
isochrony.” Perception ¿r Psychophysics 27, pp. 277-283.

Tidier, Betty, and Carol A. Fowler (1981). “The contribution of amplitude to the perception 
of isochrony.’ Haskins Laboratories Status Report on Speech Research SR-65, pp. 245-250.

Vaissière, Jacqueline (1980). “La structuration acoustique de la phrase française.” .Aiinali
della Scuola Normale Superiore di Pisa, Serie 111, Vol. X, 2, pp. 529-,560.

\'aissi¿re, Jacqueline (1980). "The search for language-independent prosodic features.” A paper 
presented at the first international Congress on the Perception of Speech, Florence, Italy 
Dec. 17-20, 1980. To appear in the Proceedings. ’



L.

¿1'}.
The i*honological End Justifies Any Means

John J. O^ala

University of California, Berkeley

I

•'Ui-

For well over a century linguists have declared that theirs is a largely 
autonomous discipline which, with the exceptions of a few excursions into such 
areas as history, physiology, or acoustics, owes little to other scholarly fields 
(cf. Whitney 1867:53). The subject matter of autonomous linguistics was 
said to be the patterns and the structure that exists in language and the method 
—there really has been only one—used to find this structure was the compara­
tive method which is basically just a rigorous w’ay of demonstrating relations 
between units of language. So defined, linguistics probably was an autonomous 
discipline and it got a lot of mileage out of its single method. Bloomfield’s 
remark in 1922 still holds:

It was Grimm’s merit... that by the strength of a method [the compara-
tive method], he conquered for science a body of facts so vast that the
generations since have worked well within the bounds he reached and 
scarcely ever gone beyond.

The comparative method when applied to a single language yielded the
method of internal reconstruction and this technique is the basis for the 
structuralist phonologists’ criterion of complementary distribution used in 
finding phonemes and the generative phonologists’ positing of common 
“underlying” phonological forms for related morphemes.

The autonomy of linguistics and the use of the comparative method were 
suited to the task of describing and cataloguing the units and patterns in 
language. But in the 20th century linguists have started to ask why these units 
and patterns exist, i.e., they seek explanations for, not just descriptions of 
linguistic structure. We have reached the point where the continued re-working
of the patterns in language no longer gives us answers to our questions.

Accordingly, one of the most promising trends in modern linguistics has 
been the bridges built between linguistics and other disciplines: sociolinguistics, 
psycholinguistics, neurolinguistics, etc. The data and methods of these other 
disciplines have already greatly enriched our field and promise to continue 
do so. In this paper I will discuss four problems in phonology and attempt 
show, briefly, how their solution requires us to throw open the gates of our 
science to the data and methods from any source that proves useful.

Spontaneous Nasalization

to
to

In most cases, distinctively nasal vowels derive from sequences of vou’sl'^

232
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nasal consonant (or sometimes NC+V), e.g., French [va] “wind” < Latin ventns.

Ih

Hindi [dat] “tooth” Sanskrit dant-. On occasion, however, nasal vowels
appear in words which never had a nasal consonant at any point in history, e.g., 
Hindi [sap] “snake” < Sanskrit sarpa, [pahSc] “attain” < Prakrit pahuccai. 
These are cases of so-called “spontaneous nasalization” which seems to have 
been systematically investigated first by Grierson (1922).

As it happens, in the majority of cases the spontaneously nasalized vowel 
appears adjacent to consonants characterized by heavy airflow: the glottal 
fricative [h], voiceless fricatives and affricates, and aspirated stops. In the case 
of [h] it is reasonable to suppose that since there is no aerodynamic require­
ment that the velum be raised during its production, it could be produced with
a lowered velum and this state could be assimilated by adjacent vowels. (See

I

Ohala 1975 for additional speculations.) This would not account for the involve­
ment of oral obstruents, however, since they would definitely require an elevated 
velum.

Ohala and Amador (1981) (henceforth O & A) attempted to test a hypo­
thesis (Ohala 1975, 1980) that vowels produced with a slightly open glottis 
might have acoustic characteristics which would mimic the effects of nasaliza­
tion. A slightly open glottis allows some coupling of the subglottal cavity to 
the oral cavity (comparable to the coupling of the nasal cavity to the oral 
cavity during nasal sounds) and results in anti-resonances which, when they 
interact with the resonances of the oral cavity, increase the bandwidth and 
lower the amplitude of the first resonance (Fant 1973:8, Fujimura & Lindqvist 
1971). Such effects coincide with some of the acoustic cues for nasalization on 
vowels. That vowel margins immediately adjacent to high airflow’ consonants 
would have a slightly open glottis has been shown by several glottographic, 
fibrescopic, and airflow studies (e.g., Sawashima 1969).

To see whether physiologically oral vowels might sound more nasalized on 
those parts abutting voiceless fricatives, vis-a-vis other oral environments, O & A
used digital methods to create a series of steady-state vowels each 500 msec long
by iterating single periods from the relevant parts of CVC(V) speech samples 
spoken by 4 adult males (2 American English and 2 Mexican Spanish speakers). 
Test vowels were made from the last or second-to-last period of vowels before
the voiceless fricatives [s], [f], and, for Spanish, [x]; control vowels came from 
the last period before [n] (to make
survive the iteration process) and from periods before the oral consonants [d], 
P], and, for Spanish, the trill [r], as well as from periods equidistant between 
the 2 C’s in the CVC(V) utterances, that is, w’here the effect of the consonants

sure that the cues for true nasalization would

^^’as expected to be minimal (to make sure 
’ntroduce distortions that would mimic nasalization).

that the iteration process itself didn’t

These vowels, with normalized amplitude (but not noimalized pitch) , were
'andomized and presented to 14 phonetically trained American English listeners 
'vho judged the degree of nasalization of each vowel on a 7 point scale, where 
“1” meant “completely oral” and “7” meant “heavily nasalized.” In separate
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recording sessions, velar elevation and oral airflow were sampled (using the 
nasograph and a pneumotachograph, respectively) as the same 4 speakers spoke 
the same words from which the iterated vowels were made.

As shown in Fig. 1, which presents representative data from one of the 
Spanish speakers, the physiological recordings revealed: (1) the expected lower­
ing of the velum on vowels near nasals (see [bana]) but no detectable lowering 
during vowels next to oral consonants (see [bala] and [bafa]), (2) greater airflow 
—and by implication, greater glottal opening—during the latter part of vowels
next to voiceless fricatives (see [bafa]). Some results of the perceptual study 
represented at the top of the figure.

p 1BALA BANA BAFA

are

N

AF

M Ai-

Fig. 1. P; Listeners’ judgements of degree of nasality, on 7-pt. scale, of 
iterated vowel (left bar of each pair taken from period in middle of vowel; 
right bar from period at the end); N: Nasograph signal, where elevation of 
line is correlated with elevation of velum; AF: Oral airflow measured by 
pneumotachograph; M: Microphone signal. Utterances from a speaker of 
Mexican Spanish. Temporal synchronization of parameters is approximate.

The height of the vertical bars indicates the degree of perceived nasalization 
(tick marks at 1 unit intervals). The left bar of each pair corresponds to the 
iterated vowel made from the period excised from the middle of the uttered

Asvowel; the right bar, that from the period just before the onset of Co. 
expected, stimulus vowels made from the period in the middle and those taken 
from periods immediately before control oral consonants, e.g., [1], were judged 
to be relatively non-nasal. However, stimulus vowels from periods before nasals 
and those before voiceless fricatives were heard as being heavily nasalized even 
though, in the latter case, there was demonstrably no physiological nasalization- 
Such spurious” nasalization was strongest on the vowel [a] but very weak on 
higher vowels. The vowel [a] may have enhanced the spurious nasalization since 
its pharyngeal constriction leads to acoustic coupling between the vocal tract

spurious” nasalization

and the glottal volume velocity waveform in the region of Fl and thus increased
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bandwidth of Fl (K. N. Stevens, personal communication, Fant 1980a, b).
O & A concluded that the sound changes manifesting spontaneous nasali­

zation came about when vowels that “sounded” nasalized, even though they
weren’t, were reinterpreted by listeners as having actual nasalization and were
thereafter pronounced with nasalization.

Asymmetries in the Direction of Sound Change
It is a very old and, I think, quite correct notion that certain sound 

changes occur due to the sounds involved being acoustically and perceptually 
similar and thus confusable (Sweet 1874:15). Consider, for example, the 
following very common sound changes: kw > p (e.g., Proto-Indoeuropean *ekwds
> Greek hippos “horse”), pj > 
Italian [tjena] “full”, and ki

tj (e.g., Roman Italian [pjeno] > Genoese
tji (e.g., chicken ['t/ikan] Anglo-Saxon

cocc “cock, rooster” + diminutive ending) (Ohala 1979). Various speech per­
ception studies have found parallel confusions (e.g., Winitz, Scheib, & Reeds 
1972). However, to say simply that two sounds, A and B, are confusable 
would imply that A should change into B as often as B changes into A. 
This is generally not the case, though. In the examples given above, the 
change is almost invariably in the direction presented, rarely in the reverse 
direction.

We might be tempted to offer an articulatory explanation for these asym­
metries (e.g., “the preferred direction of change results in the physiologically 
simpler sound”) except for the fact that these asymmetries also show up in the 
laboratory-derived confusion matrices from tasks where listeners just had to 
identify, not articulate, the sounds they heard. For example, Winitz et al., in 
one of the conditions of their study, obtained the following confusions (where 
“>” means “reported as” and the percentage given indicates the percentage of 
time the sound was confused in the way indicated):

[k] / [i ] ( 6%)[ t ] / [ i ] (32%) but [ t ]
[ t ] r [ i ] (34%) but [ t ] > [ p ] /_ [ i ] ( 6%)
[p]/Z[u] (27%) but [p] > [k] /_[u] (16%)

One might explain these asymmetries by “response bias in the cases where 
more frequent confusion yields the more frequently occurring sound [t], but 

this would not account for the confusion [k] > [p] since [k] is more frequent in 
English than [p] (Wang & Crawford 1960). Asymmetries in confusion must have 
something to do with the physical structure of the sounds themselves and how 
the human perceptual system processes them.

A clue to this problem may be found by examining the kind of confusions 
that occur in identification tasks involving stimuli presented to other sensory 
t^hannels. Confusion matrices derived from identification tasks where the

[k]
[P]
[k] [P]

the

stimuli are the 26 capital letters of the Roman alphabet have been reported 
Ey Gilmore, Hersh, Caramazza, & Griffin (1979) for a visual piesentation and 
hy Craig (1979) for a vibrotactile (touch) display. Both show clear and similar
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asymmetries. For example the following confusions were found more frequently 
than their reverse: Q>O, E>F, R>P, B>P, P>F, J >1, W>V. In all these 
pairs the first letter is structurally identical to the second plus an extra feature 
If we assume that the major cause of these confusions is the incomplete per 
ception of the ensemble of attributes that make up the letter, it follows that the 
failure to detect this extra differentiating feature will lead to the misidentifi­
cation of the target letter as that letter which equals the target letter 
minus this feature. Adding (or hallucinating) an absent feature is less likely 
so the reverse confusion should have a lower probability of occurrence. As 
Garner (1978) has convincingly argued, such asymmetrical confusions should 
happen only between stimuli that differ by attributes which vary in an all-or- 
none way (“features” in his terminology), not by attributes which vary in a 
continuous way (“dimensions”). This principle should hold no matter what 
sensory channel is involved. Thus we should have a good chance to under­
stand the asymmetry of the above-mentioned sound changes if we look for the 
“extra” feature which differentiates, say, [kw] from [p], etc.

Careful research is needed to identify these features but some preliminary 
speculations about them can probably be made. The sequence [kw] differs 
from [p] by the presence of a moderately sharp spectral peak in the low fre­
quency region of the noise burst; otherwise they are largely identical, e.g., in 
F2 transition. The palatalized labials [bj, pj] have a brief rise in F2 following 
release which is lacking in plain apicals (Ohala 1979). Systematic manipulation 
of the acoustic waveforms of these sounds could confirm whether removal of 
these features leads to the confusions predicted.

Of course, asymmetries in the direction of common sound changes may have 
other causes, too, some of them non-perceptual. Elsewhere, I have discussed 
aerodynamic reasons why long voiced stops should become voiceless but not 
vice-versa (Ohala, 1982).

Phonemes as Categories
The “phoneme theory” which was elaborated around the turn of the century 

consists of many semi—independent claims, e.g., that speech consists of a string
of concatenated units (of “phoneme” size) and that physically distinct sounds 
such as the aspirated and unaspirated stops in the words cool [k*'u:l] and school 
[sku:l] are the “same” sound. With Sapir and a few other adventurous pho- 
nologists, these became psychological claims. But except for anecdotal evidence 

I such as that reported by Sapir (1933) from his attempts to teach his informants
I to write their language, or Chao (1934) from word games, these claims have not 

been expernnentQm, fQf'tors... experimentally verified, i.e., where some pains are taken to control factors 
which might distort the results and therefore render their interpretation
ambiguous (Twaddell 1935).

T»-. T»i_ _ 'In the Phonology Laboratory at Berkeley we have tried to use some standard
techniques from experimental psychology to confirm (or disconfirm) claims such
as those made about the grouping of allophones into phonemes. One of these

L
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I
I

techniques, so-called “concept formation’’ (CF) (Deese & Hulse 1967, chap. 12) 
had been previously used in a linguistics experiment addressing a syntactic issue 
(Baker, Prideaux, & Derwing 1973). Jaeger (1980a) reported our first experiences 
with this technique where the question addressed was “do native speakers of 
English regard the unaspirated stop in words such as school to be in the same 
category as the aspirated stop in cool?”

Briefly, a CF experiment would proceed as follows. The subject (S), seated 
in a quiet room, dons earphones and hears instructions of the sort: “You’ll hear 
a series of words over the earphones, some of which belong to a certain category 
due to the way they sound; the rest do not belong to the category. If the 
word is in the category, respond ‘yes’, if not, respond ‘no’. We’ll let you know 
after you respond what the right answer was. You’ll have to guess on the first 
few words but eventually you should figure how to anticipate the right answer. 
When this happens we’ll give you a test. In this part we won’t tell you what 
the right answer was after you respond.”

Table 1. Sample CF session; target category; words with [kti].

I 
I

Trial 
No.

Stimulus 
(over earphones)

Sample 
response 
from S

Correct answer 
(over earphones)

TRAINING
SESSION

1
2
3
4
5
6

TEST

8
9

10
11
12

75

76
77
78
79
80

keep 
fan 
cash 
ghost 
lip 
knife 
choir 
chip 
ceiling 
kerosene
occur 
cool

gnat

science 
kitchen 
square 
step 
school

no 
yes 
yes 
yes 
no 
no 
yes 
no 
no 
yes 
no 
yes

no
no 
yes 
yes 
no 
yes

yes 
no 
yes 
no
no 
no 
yes 
no
no
yes 
yes 
yes

no

I

Then the experimental session might proceed as in Table 1, which should
be read from left to right, top to bottom.

As can be seen, except for focussing Ss’ attention on the pronunciation of 
the stimulus words, no other hints are given about the defining attributes of 

their own by pure induction.the target category. Ss must figure this out on
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It is possible in this way to teach linguistic concepts or categories to linguis­
tically naive Ss without using any verbal mediation.

The first part of the experiment, where only clear, uncontroversial exem­
plars of category and non-category items are presented, with feedback, is the 
training session. As shown in Table 1, in order to make sure Ss don’t in­
advertently form some unwanted category using orthographic criteria (based 
on their own mental image of the spelled word), the category words have 
spellings which represent [k''] in diverse ways: ch, c, k, qu. Moreover, some 
of the non-category words may be spelled with those same letters representing 
different sounds as in, e.g., knife, chip, ceiling. The criterion of having learned 
the category was set at 15 correct trials with 2 or fewer errors. When this was 
achieved the S began the test session where, without warning, the items whose 
category membership is at question are introduced (along with items like those 
in the training session) and where feedback is withheld. Of interest is how Ss 
categorize these new items in comparison to the clear cases. For example, in 
Table 1, if Ss respond ‘yes’ to the words square and school as often as they 
do to kitchen and the other words with [k**] (corrected for the number of times 
they respond ‘yes’ inappropriately to non-category items), then we may conclude 
that they regard [k] and [k*"] as belonging to the same category.

In fact, as Jaeger reported, this is exactly what American English Ss (all 
linguistically naive) do, in conformity with the traditional phonemic analyses 
of English. This result is of some interest because there is phonetic evidence 
that the [k] in school is perceptually indistinguishable—at least to American 
English listeners—from the [g] in ghoul (Lotz, Abramson, Gerstman, Ingemann, 
& Nemser 1960), which is in a different phoneme.

One might still ask whether there could be some small phonetic difference 
between [g] and [k] which influenced Ss to put them in different categories.
Also, is it possible that Ss had some sort of response bias? That is, that they 
automatically put the [k] or any new sound remotely like the [k*'] into the 
target category and that they would do the same if the target category was 
/g/ (i.e., included [g] and [g]).

These questions were addressed using the CF technique (Ohala, forthcom­
ing)- Twenty linguistically naive American English speaking Ss were assigned

^vasrandomly to one of two groups. The overall format of the experiment 
the same as that described by Jaeger with the following exceptions; although 
the target category for Group I was ‘words containing [k'']’, included in the

were created by splicing the [s] from the begin-
non-category exemplars during the training session were the words ghoul, gate, 
gold, and grape. These words
^mg of the words school, skate, scold, and scrape, i.e., they contained [k], not 
1§] one believes there is a difference). These latter four words appeared
intact (he., with the [s]) in the test session presented to Group I. AVould Ss
assign these words£ , — the target category even though they—or the crucial part
o^ t lem had been presented as non-category items in the training session?presented -- ---- - J ILLlim 111 Uli«-

e target category for Group II was words containing [g] or [g] which was 
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I

exemplified not only by “genuine” /,g/’i such as those in glitter and together 
but also the four words given above, ghoul,, etc., which had been formed by 
splicing the [s] from school and so on. Would Ss reject these words from the 
category even though a fragment of them had been given in the training session 
as category items?

As it turned out. Group I included the test words school, etc. in the cate­
gory tvith [k**] just as decisively as Group II excluded them from the category 
of /g/, in spite of what might be considered conflicting evidence during the 
training session. More likely, the evidence in the training session was not 
conflicting because [g] and [k] really are identical but the criterion for assign­
ing allophones to phonemes is distributional, not purely phonetic. These re-

I

suits also show that the categorization of new items in the test session is not 
influenced by any obvious response bias.

To my knowledge, these results and those reported by Jaeger represent the 
first experimental verification of the traditional phonemic claims. In other 
studies using the CF technique English Ss demonstrated that they regard the 
affricates [tj] and [ds] in words such as chip and gyp to be single sounds not 
clusters, again, as has traditionally been claimed. Jaeger (1980b) also used 
this technique to show that English speakers’ “knowledge” of the sound patterns 
subsumed under the labels “vowel shift” and “vowel laxing” (e.g., the pattern 
that relates insane and insa7iity) is mediated to a significant extent by their 
knowledge of English orthography.

Size-sound Symbolism
From Jespersen (1922) to Jakobson and Waugh (1979) there has been ex­

tensive documentation and experimental verification (Sapir 1929) of a wide­
spread, cross-language tendency to use certain specific speech sounds in words 
related to the semantic dimension of size and correlated notions, e.g., dis-

etc.tance, age. Specifically, high front vowels, such as [i t y e 0], are used
in words associated with SMALL and lower, backer vowels, especially [a o o] 
in words associated with LARGE. Examples from a variety of languages of
SMALL words are: English, teeny, wte, little, doggie; Spanish, chico; French

in some Afri-

petit; Japanese [tji:sai]; Greek mikros. Examples of LARGE vocabulary from 
the same languages: English, large, hu^e; Spanish, gordo; French, gios, grand; 
Japanese [o:ki:]; Greek, makros. Westermann (1927) showed that i__ ------------

■ " to convey size, high tone forcan languages tone was also used systematically
SMALL and low tone for LARGE, e.g., Twi [kakra] “small”, [kakra] “large”.
Nichols (1971) documented cases in North American languages of systematic 
association of certain consonant types with opposite ends of the size continuum.
e.g.," Tillamook [waqaq] “frog” but [wui-wekek] “(small) fiog ; Wiyot, [ditatk] 
“two round things”, [ditsafsk] (ditto, diminutive), [ditjatjk] (ditto, augmen­
tative).

There are, to be sure, exceptions to these tendencies. The English words 
big and small are prime examples of this. Nevertheless, Sapir (1929) and many
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11a-

[gil] and [gal] to large

others after him demonstrated in psychological experiments that although ng 
tive speakers may have these conflicting patterns in the existing vocabulary of 
size, when asked to assign nonsense names such as [gil] and [gal] to large and 
small objects, they almost invariably pick the word with the [i] for the small 
object and [a] for the large object. This result has cross-language validity 
(Chastaing 1965). Also, a few quantitative studies of the relevant vocabulary 
have been conducted (Thorndike 1945, Chastaing 1965, Ultan 1978) and they 
demonstrate that the tendency noted is not significantly weakened by the ex-
ceptions.

There have been many attempts to find some articulatory dimension charac­
teristic of these speech sounds which is iconic with the dimension of size, but 
none of them can account for the full range of the size-sound symbolism data, 
including those of tone and consonants. There is, however, one physical charac-
teristic of speech sounds, whether vowel, consonant, or tone, which predicts
fairly successfully how they will be used in size-sound symbolism, viz., their 
acoustic frequency. The vowels characterizing SMALL have high F2, those 
characterizing LARGE, a low F2 (or, more precisely, the difference between F2 
and Fl). The consonants used with SMALL have, in general, predominantly 
higher frequencies (either in F2 transition or in frication or noise burst) than 
those used with LARGE. With tone, it is quite simply the higher FO which is 
used with SMALL and low FO with LARGE.

But why should a correlation exist between frequency and size? It has 
been suggested that speakers would naturally associate high frequency sounds 
with small objects and low frequency with large ones because for physical 
reasons the natural frequency of the sound emitted by an animal or an object 
(e.g., bells, hollow logs) is inversely related to their physical dimensions (Jes­
persen, Chastaing). I believe this is essentially correct except that the asso­
ciation is much older than the individual speaker who recognizes it and even 
much older than human language or the human species. This, at least, is the 
lesson I derive from reading the ethological literature. For example, Morton 
(1977) documented the existence of an amazing cross-species (birds and mam­
mals) similarity in the acoustic characteristics of those vocalizations which animals 
use in face-to-face competitive encounters. Confident aggressors emit harsh oi 
staccato cries with a low FO; submissive or non-threatening individuals, tone
like cries with a high FO. The dog’s aggressive growl and submissive whine or 
, , —.....     j^les. Morton suggested that these vocalizations,
many visual displays given in competitive encounters (e.g., erection of tie 
’ ■ ' : size of the

yelp are familiar exampLes.

animal. As mentioned above.
hair), serve indirectly to convey an impression of the apparent 

____________, a large individual would naturally have large
and more massive vocal cords (or, in birds, syringeal membranes) and these 
would, for physical reasons, tend to vibrate irregularly and at a low frequency 
the smaller vocal cords of small individuals would tend to vibrate in 
regular way at a high frequency. The aggressor could exploit this and enhairee 
its fearsomeness k,,    T HT1 t Vl O 1 10 fr 1 z* f o 1 o

a

Its fearsomeness by emitting a cry with acoustic characteristics of a largei

L



J. J. Ohala 241

dividual; a submissive individual benefits by giving the impression of being 
small, and therefore non-threatening, and so would produce a “small” cry. So 
consistent across species, so stereotyped in use and apparently unlearned is the 
communication of size by frequency, that this code, call it the frequency code, 
must be genetically specified—that is, it is maintained by a genetic not a cul­
tural template.

as
I propose that the frequency code, which must be innate in humans as well 
non-humans, is the basis for the phonetic patterns observed in size-sound 

symbolism. (I also believe the frequency code underlies universals of intonation
—both linguistic and paralinguistic—and of certain facial expressions such as
the smile which, when produced with a vocalization, could systematically alter 
the dominant frequencies of the resulting sound. Limitations of space prevent 
me from providing details on these points.) To be sure, the use of the frequency 
code in sound symbolism by humans differs in important ways from its use 
by animals. The speaker uttering the word teeny is not attempting to appear
small or non-threatening. Rather, the intention is to refer to or denote some-
thing small. Nevertheless, in other respects the parallels are considerable: the 
selection of the frequency parameter to convey size (why not duration, band­
width, spectral tilt?), the assignment of SMALL to high frequency and LARGE 
to low frequency (why not the reverse?). These parallels argue for a common 
origin of the frequency code.

It should not surprise us that the shape of speech, which is influenced 
by the physical environment, is also influenced by the ethological environment.

Conclusion
In this paper I have tried to demonstrate that phonology can benefit by 

embracing the data and methods from fields as diverse as acoustics, psychology.
and ethology. Phonology does not lose its identity by this; what sets phonology 
off from other disciplines is its questions, its end, not its methods or means. 
In phonology (if not in ethics), the end justifies the means.
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Syntactic Reconstruction f A Case Study

Theodora Bynon
The University of London

By contrast with the sixties, which can be described as the decade of pho­
nology, since the mid seventies it is the study of syntax which has largely 
dominated the historical linguistics scene. There can be no doubt that this 
renewed interest in syntactic change had its origins in advances that were made
on the purely descriptive side which resulted in more detailed and more
sophisticated synchronic analyses of syntactic structure. The present paper may
perhaps be taken as an example of this same process, illustrating how greater
precision in synchronic analysis may be exploited for the purposes of diachrony. 
In it we will attempt to reconstruct certain aspects of the development of verb 
complements in English not through ‘linear’ reconstruction, that is based on an 
examination of successive texts, but rather through ‘comparative’ reconstruction, 
that is based entirely on an analysis of the situation in present-day English and 
present-day German. This exercise in comparative reconstruction without 
reference to the historical evidence in a context where subsequent verification 
may be carried out on the basis of the written documents, would seem worth­
while in view of the fact that most of the generalisations that are made about 
syntactic change are based on comparative rather than on linear reconstruction, 
and this in spite of the fact that the method of comparative reconstruction is 
normally resorted to by historical linguists only when documentary evidence 
is lacking and empirical verification is therefore impossible. Quite apart from 
the substantive issues involved, a control case such as this is of interest since it 
provides both an opportunity to test the accuracy of the method of comparative 
reconstruction and to see how syntactic changes postulated by this method are

(^in fact reflected in documented language history.
If we leave aside complements formed with a derived noun (They announced 

the (jueen’s arrival ¡Sie kündigten die Ankunft der Königin an) which are best 
dealt with in the lexicon, English may be said to have three and German two 
types of verb complement construction. Two of these are shared, namely infim 
tive constructions (to go home in I advise you to go home; heim zu gehen m
Ich rate dir heim zu gehen) and thatjdass-c\?M&ei (that you will come in I hop^ 
that you will come; dass du kommst in Ich hoffe, dass du kommst). The thir 
type, the gerundive construction (washing dishes in I hate washing dishes) J® 
specific to English. I will exclude the gerundive type of complement from the

I am grateful io my colleagues R. H. Robins, N. V. Smith, D. M. McLintock, J 
D. C. Bennett, J. c. Wright, and J. Bynon for valuable comments on an earlier draft.

reconstructed; •• —;ungrammatical ??=of doubtful acceptability
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present discussion because the German cognates of English gerundives, namely
verbal nouns in -ung and verbal adjectives in -end, behave syntactically in-ung and verbal adjectives
German just like any other nouns and adjectives and are as much outside the 
sphere of verbal syntax as they are.

Limiting ourselves to the first two types of complement then, we find that 
the verbs which co-occur with (or ‘govern’) these may, quite independently
within each language, be grouped into a number of fairly discrete classes
established on the basis of common syntactic and semantic behaviour. Those 
classes in the two languages which share at least one pair of cognate verbs 
may then be equated as diachronic sames. I have listed these starred classes in 
Appendix 1, the cognate verbs in the two languages being underlined. I have 
then within each starred class set up syntactic correspondences based on a
comparison of the syntactic patterning of its English and German members. 
Appendix 2 gives sample sentences to illustrate these correspondences. It will 
be seen that agreement in the form and distribution^) of the two complement 
types, infinitive constructions and that/dass-clauses, in the two languages 
although not total is such that it cannot be considered accidental. For, only in 
class VIII and a subsection of class IX is there in fact any absence of con­
gruence. In these, German has a dasi-clause in the first, a verbless complement 
in the second, corresponding to an accusative- and-infinitive construction in both 
cases in English. Everywhere else clause corresponds to clause and infinitival 
complement to infinitival complement in the two languages. In some classes 
only one of these types of construction is found, in others both types occur side 
by side, either in free variation or distributed on the basis of syntactic environ­
ment. Assuming that where the two languages agree in having parallel structures 
after the verbs of starred classes we are dealing with retention and where the 
structures are not congruent in identical environments we have innovation, 
after the verbs of wishing (class VIII) and certain verbs of saying and thinking 
(class IX) one or other language must have innovated.

In attempting to establish which language has innovated in the case of the 
verbs of wishing—-and we will here confine our discussion to these—we may
take as our point of departure the fact that in English the infinitival comple­
ments of these verbs are on the surface identical with those of the verbs of com- 
tnanding (class VII) where both languages have the infinitival complement. We 
■can tentatively postulate on this basis analogical extension of the infinitive 
construction from the verbs of class VII to those of class VIII, despite differences
in their respective syntactic configuration, the members of class VII being 
potentially three-place, and those of class VIII strictly two-place, verbs. For ? . * _ . _ _ _ — •  _• X. T-k 4. r-k C 1 _ - 7 T Th will be seen that the clue to the development lies with the verbs of class VII
if these are subjected to closer scrutiny.

1) The forms of tlie verb in the infinitive in the two languages are cognate, that is in
English to shig -0 corresponds to ~en in German zii singen, as also of course are the markers 

which precede it. These latter are in addition distributed in like fashion i:
'sngiiages, being absent after the verbs of classes I to 111 and present elsewhere.

in the two
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In both languages independently the verbs of class VII may be divided into 
two subsets. In German the subdivision is based on the case-form of the object 
noun phrase following the verb, subset (a) demanding a dative and subset (b) 
an accusative. Less immediately obvious is a concomitant difference, which is 
however crucial, in that with the verbs of subset (a) the infinitival complement 
functions as the direct object whereas with those of subset (b) this is not so 
There are two arguments to show this. First, with an (a)-verb such as verbiclen 
‘forbid’, the infinitive construction may be replaced by a noun phrase in the 
accusative such as the accusative pronoun alles ‘everything’ (Sie verbot ihm alles 
‘She forbade him everything’). Secondly, the complement can form the subject 
of a passive sentence (Das Haus zu betreten wurde ihm verboten, literally ‘To 
enter the house was forbidden to/for him’, or more naturally, with extraposition 
Es wurde ihm verboten, das Haus zu betreten). Neither of these possibilities 
is open to the verbs of subset (b); here the nominal replacement of the infinitival 
complement is a prepositional phrase (Sie überredete ihn zu einer Reise literally
‘She persuaded him to/for a journey’. Ich warnte ihn davor ‘I warned him
against it’) and the verb forms a personal passive with the object noun phrase 
as its subject (Er wurde überredet, das Haus zu betreten ‘He was persuaded to 
enter the house’).

If we turn to the situation regarding the verbs of this class VII in English, 
although they all pattern alike on the surface, it will be seen on closer exami­
nation that a subdivision is in fact present which closely parallels that of 
German. The division that I have adopted here is based on Quirk et al. (1972: 
837), who use as their main criterion whether or not the verb permits the 
simple pseudocleft construction. Thus in subclass (a) sentences of the type What 
I told him was to see a doctor are acceptable whereas subclass (b) absolutely 
requires to do (What I persuaded him to do was to get married, but **What 
I persuaded him was to get married is not possible).The fact that not only 
in the syntactic correspondences of class VII but in general the object case in 
English regularly corresponds in German to either an accusative (1 saw him: 
Ich sah ihn)

I 
1

1

or a dative (I gave him a book: Ich gab ihm ein Buch) allows 

I

us to derive the object case in English in the context of subclass Vll(a) from a 
dative and in the context of subclass VII (b) from an accusative. This 
assumption that the subdivision is old, and with it the case difference, would
seem to

distributed between the subclasses-
be indirectly confirmed from the way in which loan-words into 

English from French and from Latin are distributed between the subclasses. 
Thus while in Modern French permettre takes an indirect object with à an 
aviser, encourager, inciter, persuader all take a direct objet, in exactly paralle 
fashion English permit belongs to subclass (a) and advise, encourage, inciter 
persuade belong to subclass (b).

Having established the subdivision of class VII as old, we can now argn^ 
that two svntarnV ,-,f rniriM, 1—I, formal parallel ifsyntactic developments of English which lack a

2) Cf. lichtner 1979:279, with only minor discrepancies, although he places adi’ise,
and tell in subset (b).
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German may be considered to derive directly from the neutralisation of dative
and accusative after a class Vll(a) verb. The first of these is the ability of
English class Vll(a) verbs to govern an infinitival complement in the passive
(She ordered the children to be sent home), the second is the occurrence of 
infinitival complements after the verbs of class VIII (She wanted the children 
to go home-, She wanted the children to be sent home). What unites these two 
postulated innovations is the fact that in both cases the complement is a single 
constituent in which the initial noun phrase is simply the subject of the com­
plement, that is of the lower verb, and no longer also a constituent of the main 
clause, that is the object of the higher verb (as in She ordered the children to 
go home). This fact is demonstrated by the absence of any selectional restriction 
between higher verb and noun phrase. German, not surprisingly, has a dass- 
clause in both instances fSie befahl, dass die Kinder heim gesandt werden; Sie 
wünschte, dass die Kinder heim gehen; Sie wünschte, dass die Kinder heim
gesandt werden). Thus in terms of syntactic behaviour a class Vll(a) verb is

I

in this particular environment identical with a class VIII verb in that in both 
cases it can only be followed by a single constituent. Precisely why an infinitive 
construction should have become available in this environment in English but 
not in German can be accounted for by the loss of dative marking. For if we 
now return to the case of a class Vll(a) verb, such as forbid/verbieten, followed 
by an infinitival complement in the active, we have established that such a 
complement would initially have consisted of a noun phrase in the dative 
followed by the infinitive construction in direct object function (Ich verbot 
ihm, die Kinder mitzubringen ‘I forbade (to/for) him to bring the children’). 
After the loss in English of dative marking in the noun or pronoun, however, 
both it and the following infinitive construction would have become identical 
in syntactic status and thus open to reanalysis as a single sentence-like constituent 
(the so-called ‘accusative-and-infinitive’ construction) of which the noun phrase 
is simply the subject. The higher verb would thus have had its valency reduced 
by one argument (a three-place verb becoming a two-place one), though this
would only have become overt at a later stage when the new analysis manifested 
itself positively in the two innovations already described, namely the ability of
a VII(a) verb to accept infinitival complements in the passive and the spread 
of the infinitival complement to the verbs of wishing. Thus, from an inherited 
structure such as She allowed the children to go home we obtain on the one 
hand She allowed the children to be sent home and on the other She wanted 
the children to go ¡be sent home. Neither of these developments has, as we have 
seen, a formal counterpart in German where the subject of the infinitive 
continues to maintain its double role as a constituent of both the higher clause 

the other hand, which has like English mergedand the complement. Danish on
dative and accusative, has also extended the infinitive construction to the verbs
of wishing.

Having postulated the above reanalysis, together with its syntactic conse-
Quences, on the grounds of simplicity and explanatory power, we will now see
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to what extent it receives confirmation from the documentary evidence. That 
the ancestor of forbid, together with other verbs now obsolete, was in Old 
English as in Old High German constructed with the dative is easily ascertain 
able, as also is the fact that verbs of wishing demanded a i/zaf-clause as complg 
ment in Old English. Our reconstruction was, however, unable to predict that 
the verbs of commanding, which initiated the whole process, originally occurred 
far more frequently with a f/iai-clause than with the noun-phrase-plus-infinitive 
construction,and that in general the infinitival complement spread rather 
slowly at the expense of the clausal type. Thus, according to Ard (1975:24) 
after verbs of commanding i/iai-clause complements were decreasing during the 
Old English period and had in fact disappeared by Middle English while noun­
phrase-infinitive complements have steadily increased in frequency, from ‘rare’
in Old English to ‘frequent’ in Modern English. Ard’s synthesis is based on

r

Visser (1969/73:227011., passim), who notes that the noun-phrase-plus-infinitive 
type came into its own only in Middle English or even later and gives the 
follow’ing first dates: entice c. 1389-1400, compel c. 1398, force c. 1400, require 
c. 1420, entreat c. 1439, permit 1514, challenge 1559, persuade 1579, press 1590, 
allow 1743, order 1749. With class VIII verbs the first dates are in fact often 
extremely recent: desire 1412, wish 1581, want 1670, hate 1847, intend 1874-6, 
prefer 1887, love (once c. 1380, then) 1921. ‘Derived subjects’, such as subject 
of passive complement (the children to be sent home) and there (1 want there 
to be peace), are also extremely recent, so that we must assume a gradual 
diffusion of the construction over the centuries.

To summarise this first section, it would appear that our comparative 
reconstruction is not only compatible with the historically attested facts but 
is also capable of accounting for them in a systematic way. It is, however, 
unable to attach to the postulated spread of the accusative- and-infinitive con­
struction any kind of time-scale other than that it must have postdated the 
merger of dative and accusative. It is encouraging to find that a recent statistical
survey has established a direct link between an increase in the proportion of
non-finite to finite clauses from Old English onwards and the development of 
the accusative-and-infinitive construction, so that already by Middle English
infinitives outnumbered t/iai-clauses as objects of finite verbs (Manabe 1979:44).

We will now turn to another mechanism which would also appear to have
jjlayed a role in the demise of clausal complements, this time in conjunction<x tuic 111 llic UClIIlbC OI CldUbai LOlIipiCIllCllia, UUd VIUIC UX CWIIJ U11V-- 

with the verbs of classes I, IV and V. What distinguishes these verbs from most 
of the others is the fact that they invariably take an infinitive complement
(He began to study music) whereas the performatives (class VI), those verbs of 
thinking which behave like hope¡hofjen (class IXc), and the verbs of wishing 
in German (class VIII), take both an infinitive construction (/ hope to study 
jnusic) and a clausal h imrio that inhia mtii Tn tlie case nfone (/ hope that John will study music). In the case

3) It is necessary to specify die presence of the noun plirase since in Old English construe 
tions such as He bebeod farnn ‘He ordered to leave’ (cf. Mildern German Er befahl atifztibiechen) 
without a noun phrase were well attested, although they have not survived.
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these latter the selection of the infinitival complement implies coreferentiality 
between higher and lower subject {John hoped to study music, but not **/ 
hoped John to study music) whereas in the former such coreferentiality would 
seem to be part of the structural analysis and the verbs of classes I, IV and V 
may for this reason be termed equi-subject verbs {John began to study music, 
and not **I began John to study music). In fact it looks as if these equi-subject 
verbs have lost the ability to co-occur with the wider range of complements. 
We will argue that there is indeed some concrete evidence for this and that 
the equi-subject constraint is indeed an innovation.

Our initial method will be internal reconstruction in each language based 
on a closer examination of all the relevant verb classes. We will argue that 
these in fact form a cline, which ranges from full lexical verbs (such as those 
of classes VI, VIII and IX mentioned above) to mere auxiliaries (such as the 
modals of class I), with classes IV and V occupying an intermediate position. 
We will then attempt to show that this synchronic cline is the direct reflex of 
a diachronic process of grammaticalisation demoting full lexical verbs to the 
status of auxiliaries, from open to closed classes. It will be seen from the

1

sample sentences of Appendix 2 that a performative verb such as English
promise, German versprechen (class VI), is a full lexical verb since it imposes 
its own constraints on the choice of subject, which must as a rule be human 
or at least animate, and since its complement has clausal or infinitival form 
under the stated conditions {He promised to protect her/Er versprach sie zu 
beschützen', He swore that the man would come ¡Er schwur, dass der Mann 
kommen zuiirde). A class V verb such as English try, German versuchen on the 
other hand, admits only an infinitival complement and requires the subjects of 
higher and lower verb to match in the sense that both must be coreferential 
and as a rule animate, so that the surface subject may be said to be derived by 
equi-subject deletion {He tried to help her/Er versuchte, ihr zu helfen; **He

**The glass triedtried Mary to help herl**Er versuchte Maria ihr zu helfen-, 
zerspringen). At the other end of the cline.to crack¡**Das Glas versuchte zu

with a modal verb of class I such as can [können, the surface subject is deter-
mined entirely by the lower verb and the modal itself imposes no constraints 
on it whatsoever {He can come ¡Er kann kommen'. It could rain/Es könnte 
'>^egnen). .Äny noun phrase which is a suitable agent for the lower verb is also 
a suitable surface subject of the entire sentence, so that the surface subject may 
be said to be derived by subject-to-subject raising. In the middle region of the
cline. an aspectual verb (class IV) such as begin/beginnen also imposes no
restrictions on the choice of subject and in this respect resembles the modals 
{He began to sing/Er begann zu singen'. It began to rain/Es begann zu regnen).

uniform, and the difference be-

languages after a

The equi-subject verbs are thus by no means 
tween them and the full verbs is clinal rather thari a soute.

■While the selectional restrictions are thus parallel in both languages, there 
of passives. These occur freely in bothare certain differences in the case

modal—which behaves in this respect rather like a tense
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modal, affix {John must demolish the houses and The housesor mouai .amx (jonn muse aernoiisn me nouses and J ne nouses must he 
demolished; Hans muss die Häuser abbrechen and Die Häuser müssen abgeb 
rochen werden). Although the precise conditions would not appear to have been 
formulated so far, their use after an aspectual verb is restricted in English 
{The trees began to be felled but ttThe chicken began to be eaten) and in 
German a passive in this context is impossible {**Die Bäume begannen gefällt 
zu zuerden; **Das Hühnchen begann gegessen zu werden). After a class V verb
the restrictions are perhaps even more severe in English {**The houses tried 
to be demolished, but He managed to be cheated) and in German a passive is
again excluded {**Die Häuser versuchten abgebrochen zu werden; **£r

schaffte es^ betrogen zu werden). Whether or not, and i£ so to what extent a
passive is possible after any given verb may thus, like relaxation of selectional 
restrictions, be an indicator of degree of grammaticalisation.

In order to substantiate this postulated process of grammaticalisation we
must return once more to the performatives (class VI) which, as we have seen, 
normally require an animate agent and can take either kind of complement. 
Certain class VI verbs, however, such as threaten and promise together with their 
German counterparts drohen and versprechen, have uses in which the animate­
ness condition is not met {The summer promises to be warm ¡Der Sommer 
verspricht schön zu werden; The floor threatened to collapselDer Boden drohte 
einzubrecheri). This relaxation of the animateness constraint correlates, further­
more, with the inability of the verb to co-occur with a clausal complement 
(**7’/ze floor threatened that it would collapse). And lastly, the verb suffers 
in this context of a non-animate subject a weakening of its lexical meaning 
which has the effect of turning it from a performative of class VI to an aspectual 
of class IV. For, in this specific environment, the verb merely signals the 
imminence of the event together with attitudinal information as to whether or 
not it is welcome and, of course, an addressee noun phrase is no longer possible 
(**T/!e weather promised me to improve/**Das Wetter versprach mir besser 
zu werden, although this latter is acceptable in German when mir is taken as 
an ethical dative). We witness here, then, a direct correlation between subject 
selection, lexical meaning of the verb and choice of complement type, the
relaxation of constraints on the subject implying loss of semantic content in

the verb (with ‘demotion’ to class IV) and curtailment of possible complements.
In German there is in addition a further syntactic correlation in that m

their aspectual uses these verbs behave in certain respects like auxiliaries whereas 
in their performative uses this is normally not so (Höhle 1978). Thus when the 
higher clause is itself subordinate we find that in the aspectual uses higher clause 
and complement are fused so that their verb forms occur jointly in an unbroken 
sequence at the end whereas in the performative uses of the same verbs higher 
clause and complement remain normally discrete.'*'

4) In a main clause the finite verb is in second position (Hans gab das Buch Maria ’John 
gave the book to Mary’) whereas in a dependent clause it is in final position (. .
Buch Maria gab ’ ■ - -

.гееИ Hans das
• ■ ■because John gave the book to Mary’). If an auxiliary verb is present the
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occurs in German with another set of verbs, notably
wollen ‘will, want’ and möchten ‘want, like’, which are also listed twice, namely
both in class VIII and class I. We find here the same syntactic and semantic

A parallel range of uses 

situation as was observed above regarding classes VI and IV. The verb has,
again, its full semantic content and syntactic range in combination with an
animate subject whereas with other kinds of subject the modal connotations 
prevail and the syntax is that of an auxiliary. As may be seen from Appendix 2, 
the syntactic correspondences reflect this latter situation, indicating that in its 
volitional use English will has been displaced by want and that the modal uses 
have been generalised (The tomatoes will not ripen/Die Tomaten wollen nicht 
reifen; It will rain/Es will regnen; John will study music/Hans will Musik 
studieren; **She will that he resign/Sie will, dass er zuriicktritt).^'> The move- 
ment from lexical towards grammatical meaning of the verb correlates further­
more with a parallel formal weakening in that the modals have reduced forms 
capable of being derived from the corresponding full ones but not vice versa 

from shall, will, etc.).
We may deduce from all this that there must be at least two stages to the 

grammaticalisation process, first introduction of the equi-subject constraint and 
then subject-to-subject raising. We have argued that this process is unidirec­
tional, the modal and aspectual verb being derivable from the full lexical verb I 
and not vice versa. Our main argument must plainly be semantic, it being 
impossible to ‘reconstitute’ the lexical meaning from the modal or aspectual one. 
The hypothesis is strongly supported also from the composition of the verb 
classes. For, significantly, class I comprises in both languages verbs which are 
extremely archaic in that they are followed by a bare infinitive without the 
usual infinitive marker (to/zu), the membership is closed, the proportion of 
cognates is very high, and the morphological structure and etymologies of its 
members leave no doubt as to their Indo-European origin. These verbs must

rule is transferred to it (Hans hat das Bitch Maria gegeben ‘John has given the book to Mary ;
...weil Hans das Buch Maria gegeben hat ‘...because John has given the book to Mary). In 
complex sentence.s the complement normally follows, although occasionally it precedes, the
higher clause {Hans sagt, dass er
book to Mary’; Hans vergass, das Buch Maria

das Buch Maria gegeben hat ‘John says that he has given the 
zu gehen ‘John forgot to give the book to Mary’).

When the complex sentence is however itself dependent, higher clause and complement remain _  1 ____ J____ Kt_ .• __
discrete in the case of a clausal complement (.. .weil Hans sagt, dass er das Buch Maria gegeben

‘...because John says that he has given the book to Mary). But when the complement is 
infinitival there is potentially a choice between biclausal and monoclausal order, which is 
partly lexically determined and partly free (...weil Hans vergessen hat, das Buch Maria 
S^ben: biclausal, and ...weil Hans das Buch Maria zu geben beabsichtigt: monoclausal). The 
performative uses of versprechen are as a rule biclausal {...weil Hans versprochen hat, das 
Buch Maria zu geben; rrweil Hans das Buch Maria zu geben х>ег5р^с en hat). The aspectual 
tíses must be monoclausal {...weil das Wetter jeden Augenbjtck besser zu werden versprach 
••■because the weather promised to improve any moment; * uei as etter versprach, jeden

^uch Maria zu

IS

zu

Augenblick besser zu werden).
5) Semantically these sentences are not equivalent in tlie two languages; in German the

semantic range extends from an assessment such as ‘looks as if to '^oiition/intention.

I
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have been undergoing the grammaticalisation process longest. Classes IV and
open toV are by comparison less archaic, have fewer cognates and have been 

new membership including loan-words from Romance. But in their cases too 
we have seen evidence of encroaching demotion, for instance in the 
of passives.

t

context

This unidirectional character of the grammaticalisation process is crucial to 
reconstruction in those cases where the two languages fail to show parallel 
constructions, for instance where German has sequences of modal and modal 
of modal and auxiliary, and of ‘modal’ and complement clause (see Appendix 
2). Since German has retained more of the full lexical status of the verbs in 
question, we must assume that the innovation has taken place in English 
although exactly what should be reconstructed for the common ancestor is far 
from certain. The protolanguage will clearly resemble German more than 
English, with certain verbs at least retaining their status of full verbs alongside 
modal and aspectual uses. For it would be uneconomical to suppose that 
parallel processes of grammaticalisation would have operated independently on 
cognate verbs in closely related languages, although such processes may possibly 
have continued after separation. Verification from historical sources is hampered 
here by the fact that our dictionaries do not systematically record either syntactic 
behaviour or selectional restrictions (although Greule 1982 shows considerable 
progress in this respect for the earlier stages of German). There can be no 
doubt though that the modal uses of the ‘premodals’ were already well 
established in Old English (Lightfoot 1979 ch. 2; Visser 1969/73 passim) so that 
in their case the equi-subject constraint must have developed in a prehistoric 
period antedating the common ancestor. With some of the other verbs, how­
ever, its development should in principle still be traceable.

Finally, in order to complete the picture, let us turn to the reconstruction 
of complement clauses. These latter appear to have been already well 
established in the protolanguage as, on the one hand, the sole complement type 
permitted after such verbs as saylsagen etc. (class IXa), and, on the other, as 
alternants of an infinitival complement (dependent upon whether or not higher 
and lower subject are coreferential) after hopelhoÿen etc. (class IXc), after the 
verbs of class VI and, originally, after those of class VIII. The fact that com­
parable complementary distributions are also found in other Indo-European 
languages, although associated with different verb sets in individual languages, 
would certainly support reconstruction of the alternating pattern. Both sorts 
of verb must thus be presumed to be inherited.

The reconstructed conjunction */6at/ is, with the exception of stress, 
formally identical with the neuter singular */9at/ of the demonstrative pronoun

6) The following survey I owe to the co-operation of a number of colleagues and student’' 
who were kind enough to translate a small sample of English sentences into the respect*'® 
languages. It will be seen that, outside the Balkan linguistic area, there is a certain preference 
for infinitive constructions when higher and lower subject are coreferential. (•=infin*t*'® 
construction, o=:clause, x=other; EQ=equi-subject, -EQ=different subjects):

I
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which underlies both English that and German das. But this fact must, for the 
shallow time-depth we are here concerned with, be considered accidental for 
there would seem to be no evidence to suggest that either in the protolanguage 
or subsequently there has existed a syntactic relationship between the two forms 
which could account for the reanalysis.'^i The situation presumably resembles 
that of Modern German where the same homophony is found (the orthographic 
distinction between the conjunction dass and the pronoun/article das is a mere 
spelling convention dating from the sixteenth century). Documentary evidence 
of a formal difference between conjunction and stressed pronoun is obscured 
by the fact that in the earlier stages of both languages the two words were spelled 
alike. Positive arguments in favour of a phonological distinction are thus hard
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German 
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Anc. Greek 
Mod. Greek 
Serbian 
Slovene 
Croatian 
Russian 
Sogdian

i

I

I

‘will’ i ‘hear’ ‘let’ ‘begin’ ! ‘order’
I

‘went’
EQ/-EQ

*
I

i *

‘say’ 
I EQ/-EQ

! O

‘hope’ 
EQ/-EQ

I
I

* *

•/o
X 
X 
X 
O 
X
*

X 
X

o

I X 
X 
o 
X

o 
o 
o 
o
*

o

I

I
o
o

X

I

I 
i

I

*/O
•/O

o 
o 
o

*/Q

: »/O

•/o

o 
o 
o 
o

I : o 
i o 
I o

o 
o , 
o

o
o

o 
o 
o

O
O

O
O
O
O

I

o 
o 
o 
o

o
; o

o ' •
I

)

I
°i

O 
O 
o 
o 

o 
o

7) It is customary to assume that the conjunction arose originally from the reanalysis of 
a demonstrative pronoun in what would appear to have been a sequence of two main clauses 
(such as I heard that and He is ill (Lehmann 1980, with references), especially since formally
and functionally parallel conjunctions alongside homophonous neuter pronouns are found in
other Indo-European languages (for example Sanskrit yad, Latin quod). Whether the homo­
phony should be considered to be ‘old’ or to have resulted from syntactic calquing (cf. Shimo- 
tniya 1974 for a parallel) is uncertain. An alternative syntactic pattern in which the com­
plement is extraposed and ‘supported’ in the main clause by an unstressed neuter pronoun is, 
however, also found in other Indo-European languages (Rix 1979). In German this pronoun
(ej or das) is optional with many verbs but appears to be obligatory with some (especially 
those of class V). When the complement is the focus the pronoun is stressed and only dii5 

GeZd gestohlen hat 'That I know that he has stolen money’); 
'vhen it is ‘given*, unstressed pronoun and conjunction follow each other (ich weiss es ¡das, dass 

das Geld gestohlen hat 'I know (it/that) that he has stolen the money). Simple /0at/ might 
thus alternatively represent a telescoped /6at/-plus-/0at/, the extraposed construction perhaps 
constituting an initial device for turning a clause into a complement. Both patterns, the simple

occurs (Das weiss ich, dass er

änd the extraposed one, are found in Old English and in Old High German. In fact both
ihe simple reanalysis from pronoun to conjunction and extraposition hare been independently
associated with change to verb-object order, the former by Lehmann (1976, 1980) and the 
latter by Kuno (1974).
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to find; Müller and Frings (1959), however, show that in Old High German
verse only the pronoun was capable of carrying the ictus and Mitchell (forth­
coming) assumes a similar phonological differentiation for Old English.

If we now look back over the issues discussed in an attempt to evaluate our 
experiment, I do not think that we have in fact found any serious discrepan 
between the results of comparative reconstruction and the documentary evidence 
other than the inevitable telescoping of discrete successive steps into a single
unitary change which is one of the characteristics of reconstruction. The comple­
mentary nature of the two methods is well illustrated in their treatment of the 
development of the accusative-and-infinitive complement. While this appears 
in the documents as a gradual diffusion through the respective lexical classes 
and sentence types, it appears in reconstruction as a single process with a unitary 
motivation. One is here reminded of the early stages of Indo-European studies
when the fundamental patterns of phonological change were first perceived not
in linear language history but rather as a jait accompli through the long-distance 
comparison of European languages with Sanskrit.

Our attempted verification of the postulated process of grammaticalisation 
has proved less satisfactory. There would appear to be two reasons for this. 
One is the fact that the time-depth involved greatly exceeds the period for which 
we possess documentary evidence. The other is the present lack of readily 
accessible information on valency structure at various points in time. MTen 
dictionaries become available which systematically record syntactic configura­
tions and semantic constraints, the historical linguist’s task will be very much 
easier. While awaiting this, however, it has, I think, proved useful to work 
from living languages where the volume of synchronic material and the pos­
sibility of consulting speakers makes the relevant facts more readily accessible. 
A rather striking result of our analysis of the grammaticalisation process is 
the close interdependence of syntactic and semantic change which has brought 
about a complete reversal in the most advanced cases of dominance relations, 
the ‘higher clause’ having lost its independence so as to become a mere modifier 
of the former complement, while this latter has lost its syntactic ‘governedness 
(its Kasuscharakter, as Delbrück once put it). While in this particular case the 
higher verbs have retained at least some of their free form status, it seems 
probable that the process will continue and ultimately create new morphology 
(Givón 1979: 239ff.).

We have discussed in some detail two basic mechanisms of syntactic change, 
replacement of one structure by another (ifiai-clause by infinitive) and internal 
reanalysis. Of the latter we have seen two kinds, reinterpretation of constituent
structure, as in the case of the noun-phrase-and-infinitive construction, and

The first type corresponds T>__1 . *and Paul Gliederungsverschiebung, the second
which includes grammaticalisation.
(Vincent 1980),

reinterpretation of syntactic status, as in the case of the aspectuals and modals- 
j to what Langacker (1977:64) termed resegmentatiof^ 

I to Langacker’s reformulation- 
...________, a concept familiar at least since Meilis'-

may be seen from the reference to Paul and Meillet, both

I

net j 
oth aA JI
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concepts are in fact traditional, but we have recently gained a better under­
standing of them as mechanisms of syntactic change. A basic characteristic of
internal reanalysis is its ‘invisibility’ in that it can only be identified indirectly, 

'1' 7“ ’ ’ or through subsequent developments
sparked off by it (what Timberlake 1977:141 terms its ‘actualisation’: the
eitlier through synchronic ambiguity

gradual mapping out of the consequences). Thus although sentences are not
like lexical items, which are handed down wholesale, we have come to realise 
that the transition from an old to a new analysis takes place through the surface 
structure, the output of the older members of the speech community formed 
on the basis of their rules constituting the raw material from which the new
generation draw their rules. The problem is to discover how and why 
reanalysis becomes possible.

a

This new awareness of the important role of surface structure is, I think, a 
unifying factor in much current work, irrespective of theoretical outlook. 4
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Appendix 1: Shared verb classes (cognates in italics)
I. Modals: 
can, dare, „(¿ly {might), must, need, shall, will
dürfen, können, mögen, möchten,
II. Verbs of perception: 
feel, hear, see, watch

iitüssen, sollen, wollen, brauchen

finden, fühlen, hören, sehen
HI. Causatives: 
hid, have, help (to), let, make, teach 
bitten (zu), heissen, helfen (zu), lassen, lehren, machen, spüren
IV. Aspectuals: 
begin, cease, continue, fail, start, tised to; promise, threaten 
anfangen, aufhören, fteginnen, pflegen; drohen, versprechen 
V. Verbs of achievement: 
attempt, hasten, manage, refuse, seek, try
(es) probieren, (es) riskieren, (es) schaffen, (es) terineiden, (cs) verstehen, (es) \ersuchen 
VI. Performatives: 
promise, swear, threaten 
drohen, geloben, schwören, versprechen, zusageti
VII. Verbs of commanding:
(a) advise, allow, ask, forbid, order, permit, tell, teach 

befehlen, empfehlen, erlauben, genehmigen, raten, untersagen, verbieten, Vorschlägen 
(with dative)

(b) compel, dare, encourage, force, incite, induce, persuade, press, tempt, tirge; challenge.
command, entreat, oblige, request, team
auffordern, beauftragen, drängen, ermutigen, erstichen, herausfordern, nötigen, übet- 
reden.

VIII. Verbs of
verhindern, verpflichten, women, zwingen (with accusative)

desire, hate, 
bevorzugen.

wishing:
like, love, prefer, want, wish

IX. Verbs of
(es) hassen, (es) liehen, möchten, wollen, wünschen

®®y>ug and thinking:
<a) accept, acknowledge, admit, announce, answer,u . —..... , ----- , -------- , assume, complain, contest, deny, drea>'’

Ignore, imply, notice, regret, remark, report, say (with clause).
antworten, bemerken, beweisen, entgegnen, erwidern, erwarten, finden, fühlen. letigneO 
sagen, träumen, — ■
antworten.

Anstimmen, zweifeln (with clause) 1
k
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(b) assume, believe, consider, declare, doubt, expect, feel, find, hold, know, prove, reckon,
report, show, suppose, think, understand (with accusative-and-infinitive and verbless com­
plement)
finden, fühlen, glauben, halten (für) (with verbless complement)

(c) forget, hope, insist, mean, propose, reckon (with infinitive and clause)
denken, glauben, hoffen, meinen, rechnen, vergessen, i'erstehen, wissen (with infinitive 
and clause)

Appendix 2: Syntactic correspondences

1
I. He must go.

Er muss gehen.
The glass can break.

He cannot come.
Er kann nicht kommen.

Das Glas kann zerbrechen.
It could rain.
Es könnte regnen.

The houses must be demolished.
Die Häuser müssen abgebrochen werden.
The tomatoes will not ripen. It will rain.
Die Tomaten wollen nicht reifen. Es will regnen.
Sie will, dass er zuriicktritt
••She will that he resign.
Er hat zuriicktreten wollen.

‘She wants him to resign’

••He has willed resign "He (has) wanted to resign’
Er soil zurücktreten wollen.
••He shall will resign 'He is said to want to resign’
Er soil zuriicktrcten wollen haben.

II.
‘He is said to have wanted to resign’••He shall have willed resign

Sha! heard him leave the house. 
Sie hörte ihn das Haus verlassen.
She heard that he had leit the town.
Sie hörte, dass er die Stadt verlassen hatte.

III.

Er hörte ein Lied singen 
••He heard a song sing.
She let him come.
Sie liess ihn kommen.

‘He heard a song being sung’

IV. He began to fell the trees.
Er begann die Bäume zu fällen.
The grass began to burn.
Das Gras fing an zu brennen.
The trees began to be felled.

It began to rain.
Es begann zu regnen.

V.
••Die Bäume begannen gefällt zu werden.
He tried to escape.
Er versuchte zu entkommen.
• •The glass tried to break.
• •Das Glas versuchte zu zerspringen.
He managed to be cheated.
• •Er schaffte es, betrogen zu werden.
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VI.

VII.

He promised to protect her.
Er versprach, sie zu beschützen.
He promised that he would protect lier.
Er versprach, dass er sie beschützen werde.
He swore that the story was true.
Er schwur, dass die Geschichte wahr sei.
The weather promises to improve.
Das Wetter verspricht sich zu bessern.
The ship threatened to go down any minute.
Das Schiff drohte jeden Augenblick unterzugehen.
(a) She advised him to go home, 

Sie riet ihm, heim zu gehen.
She ordered him to be sent home at once.

Sie befahl ?ihm/?ihn sofort heim gesandt zu werden.

VIII.

IX.

(b) She persuaded him not to go home.
Sie überredete ihn, nicht heim zu gehen.

I want to go.
Ich möchte gehen.
I want him to go.
Ich möchte, dass er geht.
(a) I said that I will come.

Ich sagte, dass ich komme.
I said that he will come.
Ich sagte, dass er kommt.

(b) I knew him (to be) dead.
Ich wusste ihn tot.

(c) I hoped to arrive in time.
Ich hoffte beizeiten anzukommen.
I hoped that he would come.
Ich hoffte, dass er kommen würde.

1
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1. Comparing languages is almost a normal human activity. Human beings 
feel that their native language is distinctive and characteristic, a bond which 
gives its identity to their group, and at the same time what marks its main 
differences to others.

According to my experience with South American Indians, I would say that 
people in primitive conditions, still without agriculture, have already a feeling 
for linguistic links. In working with the most primitive Chaco stock, the 
Matacos, I found that they know that the neighbouring speakers of two 
languages, Choroti and Ashushlay, belong to their own family, although they 
are far from mutual intelligibility, nearly as distant as English is from Greek. 
They feel also that another neighbour, the Tobas, with a completely unrelated 
language, is somehow close to them, and in fact they share, along with many 
cultural elements, loan words as well. But a greater difference separates them 
from Guarani or Quechua-speaking Indians, whom they also know, but who 
have completely different languages and cultures.

Men have a sense of linguistic similarity, and on this basis they construct 
an ethnic consciousness. The famous chapter 10 of Genesis represents in a more 
developed degree of culture an effort to understand the ethnic significance of 
one’s own language, just as the stories of Ismael and Jacob reflect the linguistic 
similarity between Arabic and Hebrew. In reading the list of Noah’s children 
and grand-children we observe that the descendants of Sem and Cham are more 
closely akin than those of Japhet, who in the list are the ancestors of the lonians, 
Iranians, Caucasians, and so on.

The Greek and Romans felt, it seems, less curiosity about foreign peoples.
They did not possess clear traditional accounts of the common origin of 
cnankind, or a myth like that of the tower of Babel relating to the primitive 
unity of human languages. As is well known, only Plato in his speculations in 
the Kratylos about the origin of language, made a reference to the similarity 
of Phrygian to Greek, but neither he nor widely enquiring historians like 
Herodotus, detected the similarity of Old Persian, which was more or less known 
to them, to Greek. The opposition Greek-Barbarian prevented them from dis­

widely enquiring historians like

covering anv relationship. This explains why the first Roman historians to write 
about Celts and Teutons did not discover a linguistic similarity which is 
obvious in such words as the numerals ains, fwai, thieis in Gothic and unus.

259
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duo, tret in Latin, and in the same way between fadar, brothar and pater, frat
The translators of the Bible and its commentators brought first to Western 

culture a consciousness of linguistic similarities among nations. Tubal and 
Magog and Gomer were supposed to be the ancestors of the Iberians, Scythians 
and Cimbrians, whether they be Cimmerian or Germanic nations. For centuries 
the need to explain the diversity of languages and nations was
pretations of the afore-mentioned chapter 10 of Genesis.

satisfied by inter­

The more rational classification of European languages achieved by Joseph 
. establishing the four big families distinguished by the wordJustus Scaliger

Deus, Gott, Theos and Bog, i.e. Romance, Germanic, Greek and Slavic 
languages, separated from them the so called matrices minores, the smaller 
languages, like Albanian, Hungarian, Irish and Britonic, Basque, etc., funda­
mentally still keeping the old distinction between the most noble and important 
languages, descending directly from the languages which stemmed from the tower 
of Babel and those resulting from mixtures and corruptions.

2. The ideal method of classifying languages for a linguist with a historical
background is the genealogical one, allowing him conveniently to define a
language as Romanic or Germanic or, taking taxonomy 
that it is an Indo-European language.

a step further, to say

But this genealogical type of classification confines the linguist within a 
metaphor. Only figuratively can we call languages daughters or sisters and 
speak of their genealogical relationship.

Languages are among the stablest and most open to analysis of human institu­
tions and usages, although they live only on the lips and in the brains of 
speakers, and are secondarily recorded in their scripts. To say, then, that a
language is Romanic or Germanic or Indo-European means simply that such 
language keeps in its elements traces of a more or less recognizable past.

a

Nevertheless, within the mutability of human things, language is stable, 
possible.As a system of signs it has to accomplish its function for as long as

In the languages of culture it is usual for an educated person to be able to
read a “classic” several centuries old with the help only of dictionaries or
commentaries. The relationship among languages of common descent is-— 
because of this stability—^frequently obvious. Because the relationships within 

more extensive and older stock such as Indo-European are no longer obvious, 
a more refined way of comparing languages had to be formulated. As the sup 
posed common origin lies five or six thousand years back, an intuitive approve 
was not possible in this taxonomic second degree, and correspondences an 
similarities had to be discovered by the comparative method.

Our problem is to examine the limits of knowledge as to the history 
languages, and at the same time to note that every apparent similarity at

a

at
of 
all

levels could be the result of chance. The longer time periods are, the 1”°
can the somemutability of language be deceptive about similarities. To give 

I one—without older forms and the comexamples of modern IE forms: could
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one correctly separate E. much from Span, mucho.? On the other hand, practical 
limitations in what seem to be unlimited possibilities of structure can produce 
visible typological similarities among languages without any traceable contact.
So Zapotec is a VSO language like Hebrew and Quechua 
Dravidian.

an SOV language like

But in fact linguists have not paid attention to time to the extent that would 
appear desirable. Perhaps the first occasion attention was drawn to the im­
portance at the linguistic evolution of a longer or shorter time span was by 
lexicostatistic work, and specifically by that of A. L. Kroeber (1960, 19).

3. The ideas of M. Swadesh on lexicostatistics and glottochronology for the 
first time raised the question of language in time, or rather, that of the evolution 
of language, and languages, in time periods longer than those considered up to 
then. Mary Haas (1966, 149) recalls that when Kroeber referred to the genetic 
taxonomy which results from the historical-comparative method, he established 
its temporal limits between five and seven millenia,

but there comes a point in the past—perhaps 10.000 years ago, perhaps 
less—at which the method no longer yields reliable results (Kroeber 
1960, 21; cf. Kroeber & Chrétien 1937).

.-\t first Swadesh did not see new horizons opened, because he was occupied 
mainly with American Indian languages; the time perspective for the human 
population of the New Continent was then believed to be not much longer 
than fifteen millenia.

But the problem of time depth for languages can be more far reaching.
His initial position prevented Swadesh from seeing limits and possibilities
clearly. He placed an excessive emphasis on his distinguishing between
“cultural” and “non-cultural” words, forgetting that “cultural” depends on 
what culture is in every case. Although he made very wise corrections in his 
hsts, and his definitive list of 100 words (Swadesh 1955, 132) seems by far the 
best one, the assumption of “non-cultural” words being obviously exempt fi om 
borrowing is difficult to accept, and above all it cannot be supported that

the similarities found cannot be due to other than genetic factors 
(Swadesh 1954, 313).

On the other hand, as for the application of lexicostatistics, the greater the 
blue depth, the more its value diminishes, especially when there are no wiitten
i^ocuments.

limit of five percent, under whichaSwadesh at first established (1954, 321) 
similarities can be due to chance. Unfortunately he ater ( wa esh 19/2, 285- 
292) forgot this limitation and fell a victim to the temptation of uncontrolled 
^Comparisons. Lexicostatistics, deprived from theii mat ematica apparatus, 
’lot offer results comparable to those of carbon 14 or c en roc ironology, which

1, can
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inspired Swadesh,. Similarities observed in the list of one hundred "non
cultural” words are not necessarily genealogical. Nevertheless it can be granted
that the counting of similarities has some significance.

w
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Swadesh tried to determine (1954, 326f.) taxonomic correspondences for the 
percentages of similarities observed in his list. Even if their significance is not 
translatable into mathematical terms, they have an orientation value which is 
undoubtedly extremely useful for languages with an unknown history. It would 
be unwise to discard them.

connection between Indo-European and Semitic (Möller 1911, Cuny 1946, Silvestri 
1981) or between Indo-European and Uralic (Collinder 1965), or the whole prob­
lem of Hamito-Semitic, including Egyptian (Cohen 1955, I79-2I7, Vergote 1970, 
531f.) be scientifically examined. This is also the problem, I presume,—though 
this is outside my area of knowledge—with the connections between Uralic and 
Altaic, or with the whole subject of the origin of the Japanese language.

Linguistic taxonomy, as it now appears, reflects the formation and differentia-'^ 
tion of languages. It is a classification into families, stocks, and possibly phyla.

Table 1
according to the time depth of their separation. J

TERM DIVERGENCE 
CENTURIES

COGNATE 
PERCENT

GENERAL 
CHARACTERISTICS

language 0-5 100-81

family 5-25 81-36

stock 25-50 36-12

microphylum 50-75 12- 4

mesophylum 
macrophylum

75-100 
over 100

4- 1 
less than I

mutual intelligibility of 
local forms (dialects) 
relationship apparent 
even to layman 
relation obvious to 
comparât! vist 
rare but striking basic 
agreements
very rare agreements 
discoverable thru recon­
struction

EUROPEAN 
example

English

Germanic

Indo-European

?

?
?

(from Swadesh 1954, 326)

A species in natural science would in linguistic taxonomy be comparable j 
to a dialect, a genus to a language, and a family to a language family. If we j 
follow the conventions of natural science, we could also compare the language
Stock with order. Swadesh gives as still larger units, microphylum, mesophylum
and macrophylum (cf. Table 1). Work remains to be done to refine the limits ■ 
of linguistic stock and the possibilities of going beyond it. If similarities under J 
five percent are of doubtful or no value, the highest taxon in linguistics with |
the available methods would be the (raicro)phylurn.

5. Linguistic typology can be used as a classificatory instrument, both in *7
genealogical taxonomy and in a purely descriptive taxonomy of external 
features. Halliday (1966) pointed out how arbitrary is the selection of classi­
ficatory features in languages among so many variables.

But linguistic typology can be used primarily to describe languages and it 
is not necessarily connected with taxonomy. Cf. for the different ways of under­
standing typology Ramat 1976, 8ff.

Partial typologies are successfully employed (s. further No 6): thus there 
exist typologies of the number and disposition of phonemes, of the pronominals, 
of certain semantic fields like kinship terms, etc. But what we are considering 
now is a holistic typology, which intends to present the fundamental features \ 
of the language as a whole. This typology, as W. P. Lehmann 1978, 5 says, •

is based on the analysis of patterns and principles which have been 
identified as central in language, such as the structure of simple sentence 
and its constituents, and processes like government, modification and 
subordination.

be added features (like thoseTo these, mainly syntactic features, can 
proposed by Greenberg 1960) which belong to other levels: structure of the 
word, rate of words and morphemes, classes of bound morphemes, etc., and also
some additional syntactic features.

We should recall the first

4. The need for a linguistic taxonomy was clearly felt as a greater time depth
was to be accounted for. An age of 6000 to 5000 years is assumed for the separa­
tion and evolution of big groups, documented since the beginning of writing, 
such as Indo-European and Semitic. If we call these groups stocks, families are 
to be considered the result of separation some 2000 to 1000 years ago, such as 
Romanic, Germanic, Slavic, and so on.

It is not customary in linguistic classification to look on time depths for the

A complete typology is still a desideratum.
attempts to establish linguistic types by Adam Smith, the brothers Schlegel and 
W. von Humboldt, who distinguished the theoretically pure types of analytic and 
synthetic, isolating, agglutinative, inflective, and incorporating languages. After 
a period of oblivion, as a consequence of the big successes of comparative 
linguistics, and especially of the rigorous method of the Neogramrnarians (cf.

was again formulated by SapirGreenberg 1973, 171), the need for a typology .
(1921, chapter VI, on -connections to the Humboldtian line, s. Christ-

separation of languages, but a systematic account of time would improve its
whose connections to .

has been and is now, both in Europe

taxoriomic classification. Problems which up to now remained on the frontier® 
o scientific knowledge could be considered within a taxonomic setting. Gn Y 
if there were -, -t,-a method for establishing a taxonomy beyond the stock, could the

mann 1966). The typological current 1—
(F. N. Finck, E. Lewy, V. Skalicka, B. A. Uspensky, and^more recently Hagege 
1982) and in America (Greenberg 1960, 1966, 1970, 1973 Lehmann, ed., 1978)
recognized as a necessary method. In the universalistic work on languages which

rto a y uivtuvu. *** •

is to be expected in the coming years it will be a mos ment tool.



Greenberg has developed practical typological criteria in two directions­
one side quantifying ten indices based mainly on Sapir (Greenberg I960)
on the other (Greenberg 1966) discovering the long duration and therefore
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historical significance of certain word orders in the normal sentence.
Of these two methods proposed by Greenberg, the first has not been

on 
and 
the

much employed, even by himself. This fact leaves it in the category of proposals 
We can mention here a few adherents to it; Cowgill 1966, H. Contreras as cited 
by Cowgill 1966, 140, J. E. Pierce 1966, 1977, Tovar 1966, 1977, 1979a, 1979b 
1981, etc. The second proposal, concerning the basic word order, has been 
commented on and developed by several authors: Vennemann 1973, 1974 
Lehmann 1974, 1978, Li, ed., 1975, Tovar 1978, 1981, etc.

The relative lack of practical application of the first of the two proposals 
by Greenberg is due perhaps to the fact that the concept “word” (which is 
employed in nearly every one of his indices) is somehow imprecise. For instance 
a postposed article and postposition ordinarily form a unit with the main word 
in most of the current spellings in languages, whereas a preposition and preposed 
article are put as separate words in front of the noun, without considering in 
this case the accentual unit. The same occurs with conjunctions put before and 
behind. This different treatment of grammatical elements in quite equivalent 
functions, which in one case are counted as separate words and in the other 
not, sometimes makes Greenberg’s indices unwieldy.

A combination of his quantified typology with that of word order has never 
been attempted, so far as we know. And certainly a typology can be more useful 
as more features are considered in it. A total of about fifteen features is just a 
portion of those which could be used. We are thinking more of the practical 
application for description and classification than of theoretical typology. The 
use of computers in a practical typology could develop a larger number of 
measures (s. a proposal by Pierce 1962).
r
in

Lexicostatistic similarities can serve—for languages of less known history—• 
a first exploration of genealogical connections; such similarities could 

eventually be confirmed by means to typological similarities (s. for a first attempt 
on South American languages, Tovar 1966).

6. Typology thus has a double use for the study of the history and relation­
ships among languages.

A holistic typology can reveal tendencies in the development of languages 
which are observable through a long stretch of time. Such is the case with the 
drift pointed out by Cowgill (1966, 133) in Indo-European languages, which 
show

3 general rise in agglutination, an early rise in synthesis followed by 
decline, and - - - • ~ -

a
a general decline in the prefix-(and infix-)to-suffix ratio.

Or with the tendency of the same IE languages, as seen by Lehmann (1974)» 
to turn to the use of prepositions and to the order SVO from a previous sitf^
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tion with postpositions and SOV. Cf. for 
Li & Thompson 1974.

a contrary development in Chinese,

If we consider the insular Celtic languages and their VSO disposition, we 
could ask whether this is the natural evolution of the Indo-European tendency 
(SOV—»SVO—►?) or the result of contact in the British Isles with unkonwn 
languages with a VSO order like Hamito-Semitic (cf. Tovar 1979b, 891f.).

Table 2

Basque 
Irish, Welsh 
English 
Spanish 
Island Carib 
Guajiro 
Arawak 
Yucuna 
Baure’ 
Piro

Type

III 
I 
II 
II 
I 
I 
I 

ll/lll

III®

Postpositions

+» 
+’
+ 
+
+ 
+

AN GN DN

+ 
+ 
+ 
+

1)

2)

3)

4)
5)

The postposition is in Island Carib added to a pronominal element 
which precedes the following substantive: t-iinia t-dufari ‘with her 
aunt (literally her-with she-aunt)’.
Much the same as Island Carib; only pronouns take directly postposi­
tions.
Keenan 1978 , 284f. includes this language amongst those of VOS order. 
He has used the same materials as myself, which are scarce and of 
dubious interpretation.
Cf. Keenan 1978 , 291.
For the features of Piro s. Ultan 1978, 2S6.

+

+

+

+

± + 
+

+

Let us take as an example in this connection the Basque language, which, 
as is known, is isolated, and can be presented as the only Pre-Indo-European 
survival in Western Europe. Basque is a (S)OV language with some non 
consistent features as Table 2 shows: features marked with plus correspond to 
type III of word order; the Celtic languages of the British Isles have a very con­
sistent type I; in observing that Romance languages are different from the other 
languages of Europe (all with the order SVO) precisely having a minus in the
feature AN (and French has also something of a Celtic feature in cet homme-ci,
Cette femme-là, being nearly a minus in DNI), the typologist feels a temptation
to believe in the areal influence of West-Europe with a strong Hamitic 

us recall, for this areal factor in Western Europe,element (s. Tovar 1979b). Let
that lexicostatistics gives a shared vocabulary of 9.67 and 10.86% for Basque 
and respectively Rif and Sous dialects of Berber, and 6.59 or Basque and Coptic
(Tovar & al. 1961, 259f.). Anyhow Basque is a testimony of the relationship to
Northern Africa in primitive Europe, but itself belongs, like Proto-IE, to type
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III. The features of Irish and Welsh could represent the consequences of 
influence of type I in Western Europe. areal

A somewhat similar case can be observed in the most extended family in 
South America, Arawakan, reaching from the Antilles to the southern part of 
Mato Grosso and from the eastern slopes of the Andes to the mouth of the 
Amazon. It shows different types of word order, which are evidently to be 
taken in connection with areal influences in such an extended and discontinous
area. I have selected a few languages of this family (of which more than 
hundred dialects are more or less known). Perhaps type I can be considered 

a
as

primitive in this family, although postpositions are not consistent within it. 
But a proof for type I would seem to be its presence, just as in the northern 
languages, in such remote southern areas as those of Ignaciano and Machiguenga 
(Bolivia and Peru, respectively in the vicinity of Baure and Piro), according to 
Keenan 1978, 287.

As shown in Table 2, the three northern languages: Island Carib, as repre­
sented in Belize and Honduras, Guajiro in Colombia and Venezuela, and 
Arawak of Surinam, have a greater similarity (just as a higher percentage of 
common words). In the central Yucuna (southern Colombia) and in the south­
ern Baure (Bolivia) and Piro (Peru) can be observed more contradictory features, 
as if areal influences might have altered the original situation. In any case type 
III of Piro points clearly to the vicinity of the Andean type of Quechua.

The consequence to be drawn from such observations is that instead of a 
supposedly natural drift in the change in word order, the contact of languages 
must be considered responsible for it, just as in phonology and loans at all 
levels.

7. It has been observed that, within certain limits, the quantified indices of
Greenberg show some similarity in IE languages for a period of more than one
millenium (so in the somewhat parallel cases of Sanskrit-»Persian, Anglo- 
Saxon->English, s. Tovar 1981).

The old typologists already discovered that a long evolution can ultimately 
change the type of a language. So G. von der Gabelentz (1901, 255ff.) described 
a spiral, graphically represented by Skaliika in 1941 (Skalicka 1979, 159f.), in 
which on the one hand inflection results from agglutination, and agglutination 
in turn is derived from isolation, whereas on the other hand inflected languages
develop in the direction of isolation, as has been observed in English.

‘The linguistic cycle” is the title of a paper by C. T. Hodge (1970), in which
the results of research in Egyptian language with its long history are presented- 
For Proto-Hamitic-Semitic a predominantly syntactic (isolating) type is a®
sumed, for Old Egyptian a morphological (inflecting) type, for Late Egyp'^'an 

and for Coptic a morphological one—and thus the longest 
: a single language (more than 3000 years) would con fir

again a syntactic one.registered evolution of a _____ o -o- v-
the universality of the cyclical phenomenon.

Of course it has been observed (Skalifka 1967, 1829) that the speed of typ'lO-
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logical change is variable, and we would add that this is a consequence of extra-“
linguistic causes. But the tendency of a language to develop according to
inherent trends could be established comparatively, by means of the mainte-
nance of typological features, when lexicostatistic similarities really indicate 
"genealogical” relationship.

A second use of typology, as in the comparison of partial sets of features

a

at
different linguistic levels, can explain similarities across linguistic family 
boundaries. U. Weinreich (1953) showed interferences in languages in contact 
at different levels (phonetic, grammatical, lexical) and for the first time 
examined the problem of the quantification of interference in terms of the 
“crystallization of new languages from contact”.

To give some examples: partial typologies explain the formation of linguis­
tic areas, as they are known in different parts of the world. Basque and Spanish 
share the same system of five vowels, and English has shifted from rounded 
front vowels (which it shared with German) to central ones (also found in 
Welsh) (Tovar 1978). The general development in western European languages 
of compounded verbal forms like I have seen, je suis venu or amare habeo is 
a common inheritance of Greek, mainly via Bible translations (cf. Coseriu 
1971). It is probably (if not an inner drift) the early development of Greek to 
an SVO language that decided such a word order for later Latin and the other 
European languages, as also for Georgian (Tovar 1979a).

Is it utopic to aspire to an ultimate completely genealogical classification for 
all languages of the world, even those “without history”? Perhaps lexicostatistic 
similarities can be checked with holistic typological criteria, to go further from 
stocks to phyla. On the other hand, coincidences in partial typologies may be 
useful for the analysis of more or less extensive contact areas. A cautious com­
bination of genealogical classification according to the historical approach with
typological comparisons and areal considerations (s. K. H. Schmidt 1977) 
applied to North America by J. Sherzer (1973, 1976) could help to create 
method as the instrument for universal linguistics which will have to be devel-

as 
a

oped in the coming years.
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piew Directions in Indo-European i 
Historical T^omparalive Linguistics and lts Contribution 

to Typological Studies

Calvert Watkins
Harvard University

Twenty-five years ago, I attended for the first time an International Con­
gress of Linguists, in Oslo in 1957. Linguistics looks very different now. as we
all know; though not the mirabilis, 1957 was a vintage year. But as a
respresentative of a very old branch of the field I wish to plead for continuity 
as well as change. Hence my subtitle and its reference to my teacher Roman 
Jakobson’s classic contribution to the Oslo Congress: “Typological studies and 
their contribution to historical comparative linguistics”. That subtitle is not 
meant to imply a reversal of the relation of things, but to be consistent with 
the notion of bidirectionality, equipollence, of the scholar who gave us grammar 
of poetry and poetry of grammar. These lines were written before Jakobson’s 
death on July 18 of this year [1982]; I have now the melancholy duty of 
inscribing them to his memory.

I have often had occasion to quote the Irish scholar Bergin’s wry remark 
that “no language has changed so much in the last 50 years as Indo-European.” 
Indeed, the last time I quoted it in print was nearly a decade ago, and Indo- 
European, the grammar of the reconstructed proto-language, has changed quite 
a bit even since then. This is of course as it should be; a reconstructed proto­
language is an artifact, a model, a scientific hypothesis which is always subject 
to alteration, correction, and improvement in the light of new data or superior 
analysis.

Let me first try to picture what is new—or at any rate different—in Indo- 
European studies in the last quarter-century; put another way, from the time 
I was a graduate student till the present. Thereafter we can turn our attention 
to what, ideally, we can expect of Indo-European studies in the remainder of 
this decade, in the 1980’s.

* *

To begin with the obvious, a notable development of the past 25 years has 
__ L. ...j new etymological 

to replace antiquated works; two have been begun in Hittite; ant 
has the first completed etymological dictionary of its history o* 

----  since Yaska. The final fascicule of the Oxford Latin Die

been the expansion of lexicographical tools. Greek offers two 
dictionaries
Sanskrit now
in any event the first si
tionary should appear in 1982, and the last one of the Royal Irish Academy’’S

dictionary appeared in 1976 (the first appeared in 1913!). The dictionary ‘’J 
the University of Wales continues apace. Middle Iranian lexicography

270
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etymology are now firmly grounded, and 1980 saw the first fascicle of the 
Chicago Hittite dictionary; its completion is envisaged in the decade of the 8O’s. 
Other thesaurus-like undertakings are underway in Hittite as well. Mention 
should be made of the Vedic word-concordance, 16 volumes in all; we are pro­
foundly indebted to our Indian colleagues for this great work.

The flourishing of Indo-European studies over the past quarter-century has 
naturally resulted in the virtual impossibility of keeping abreast even of selected 
areas. We are fortunate in having in the Viennese journal Die Sprache a semi­
annual Indogermanische Chronik, now in its 16th year. To this global reference 
is made; I have systematically avoided giving individual credit to the living 
scholars of so many nations whose accomplishments are here surveyed. That 
bibliography maintains an awesome standard both of breadth of coverage and 
up-to-dateness; we are grateful to our Austrian colleagues. At the same time 
the proliferation of the fruits of scholarship—the Chronik now lists more than 
1500 titles a year- :onstitutes a real problem in the dissemination and retrieval 
of information which Indo-European studies, no less than other humanistic 
disciplines, will have to confront squarely in the 198O’s.

* * *

Probably the most dramatic development in Indo-European studies of the 
past quarter-century has been the increase in the data-base; both of the “raw” 
and of the “cooked”, i.e. both in new documents unearthed and in earlier 
known documents whose philological analysis has been markedly improved. It 
is worthwhile calling attention to this data-base “explosion” in some detail, for 
its extent and its implications are not widely known among linguists. I con­
fine myself to those branches of the family (five of the ten major ones) which 
are significantly attested before the Christian Era: Anatolian, Indo-Iranian, 
Greek, Italic, and Celtic. It is in these that the documentation and its quality 
have been most substantially increased, and that typically in the oldest period. 
The consequences for historical linguistic reconstruction of the proto-language 
are evident, in that these are the most anciently attested languages of the
family, and- :eteris paribus—those most likely to exhibit the highest concentra­
tion of archaic features, of the “exceptions” on which reconstructions typically 
rest.

The most momentous increase of the last 25 years is surely to be found in 
•Xiiatolian, the oldest attested branch of the Indo-European family. (Recent 
attempts to revive the Indo-Hittite hypothesis have not found a following.) The 

Turkey has nearly doubled

number of fragments of clay tablets unearthed at Bogazkdy and other sites in 
number of fragments of clay tablets unearthed at Bogazkdy and other sites in 

[ over this period, now totalling over 28,000. The 
quarter-century has seen the publication in cuneiform autograph of 33 new 
Volumes, almost half of our published corpus of the Hittite language. The 
Work of editing these texts continues: note only the now 26 volumes of the 
series Stud, zu den Bo^.-Texten, since 1965. In Hittite philology the most nota­
ble development has been in cuneiform paleography, in the relative dating of 
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the tablets by their scribal hand. The result is the ongoing ‘periodization’ of the 
entire corpus, with enormously important consequences for Hittite historical 
phonology, morphology, syntax, and lexicon: the grammar must be entirely 
rewritten. We now know, for example, that the older tablets sometimes noted 
(by the ‘scriptio plena’ or doubling of vowels) both vocalic quantity and stress- 
Hittite can be added to the short list—Vedic, Greek, Balto-Slavic, and Indirectly 
Germanic—of languages to preserve the Indo-European accent. And in the 
categories of the Hittite verbal system we are on the edge of a major break­
through, much as with Greek over a hundred years ago.

We are finally in a position to see a real comparative grammar of Anatolian. 
Languages 25 years ago little more than names now have grammars, dictionaries 
edited and printed texts: Palaic, Luvian, Lycian, Lydian. One indeed has these 
and a new name as well: Hieroglyphic Luvian (formerly Hier. Hittite), due in 
particular to radically revised readings of certain critical signs (in the form of 
rewrite rules, e.g., such revisions as a—>{;

All of this, it should be noted, is the work of a handful of scholars, far 
fewer, I daresay, than have given papers on clitic movement in Romance. There 
was a time when a good reading knowledge of Sanskrit and considerable experi­
ence with the texts was as automatically expected as the competence in Latin 
and Greek then gained in school. Ferdinand de Saussure could say [tinpubl. ms, 
Harvard Univ. Libr.] “Quoiqu’il m’est arrivé—horresco referens—de lire le 
Râmâyana d’un bout à l’autre dans le texte original,.. .’’ The sheer manpower 
that could be deployed was in large part responsible for the rapid progress of 
the linguistic explanation of Sanskrit and, progressing hand in hand, the recon­
struction of the proto-language. While today circumstances are different, still 
some degree of familiarity with Sanskrit is often to be found among linguists 
who are neither Indo-Europeanists nor Indologists. But how many have done 
any Hittite? With Hittite and the Anatolian languages, IE studies in the 8O’s 
stand on the threshold of a new era. Let us hope there will be the manpower 
to take advantage of it.

In Indo-Iranian linguistics the keynote in the last quarter-century has been 
philological exactitude. Always in the forefront in Vedic studies, we can find 
the same new vigor in Old Iranian studies. This period has seen two new 
scholarly editions of our oldest text, the Gathas of Zarathustra, with conse­
quences not only for scholarship, but for one of the world religions as well- 
Reexamination of the Avestan writing system has shown furthermore that the 
standard transliteration in use for most of the twentieth century is not fully 
accurate, and obscures linguistically meaningful distinctions; the Avestan of 
our handbooks must accordingly be corrected. Of far greater potential is the 
growing understanding of the nature of the manuscript tradition of the various 
parts of the Avesta, which could lead to a new critical edition of the text to 
replace Geldner’s of 1894. And we may look forward, in this century if not 
the 80 s, to a thoroughgoing revision of Bartholomae’s foundation of Old Ir»' 
nian grammar. Of critical importance will be also the contribution of Middle
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Iranian, a burgeoning field of languages and dialects mostly unknown before
this century.

It is nearly a century since the publication of William Dwight Whitney’s 
Roots in 1885; let us hope that the 8O’s will see a long overdue revision of that 
work, as well as the promised volume on the verb of the great Sanskrit grammar 
begun by Jakob Wackernagel in 1896.

In Greek the period since 1953 has seen the dramatic rise of Mycenean 
studies, and their inevitable decline as well, given the nature of a small and 
closed corpus of texts. If at least linguistically this lode has yielded up most 
of its nuggets, the history of the Greek language is still incomparably the richer 
for this accidental glimpse of bronze age literacy. We see the dialectology of 
the Hellenic world in a new and different light now, and research in this area 
is very active. The consequences have been far-reaching; it is in recent years 
primarily from linguists that historians of Ancient Greece have learned that
the famous ‘Doric Invasion’ may be largely a myth. Thanks to intense
archeological effort, there has been a steady increase in our documentation of 
alphabetic Greek epigraphy, particularly in the archaic period. Each new in­
scription may bring wholly new lexical items, like the platiwoinos and his 
supervisor the platiwoinarkhos (cultic officials in 7th century Tiryns), or dialect 
confirmation of what was previously only reconstructed, like the initial w- in 
the name of Argive Helen in cult (dat. welenai). Literary Greek as well has 
benefited from new papyri and even from new technology, witness the magni­
ficent Cologne Archilochus papyrus, as the editio princeps puts it, ‘in Fackel- 
manns Waschmachine aus Mumienkartonnage herausgekocht.’

The conservatism of Greek in phonology has always been remarkable; it is 
nothing short of astounding, and a rather awesome fact as well, that the exposed 
and unprotected final short [i] of Modern Greek périsi ‘last year’ has remained 
unchanged for some 3200 documented years, and in this very word must go 
back, at least as a morphological variant, to the Proto-Indo-European of per­
haps the fifth millenium B.C. It is therefore not surprising that the three dis­
tinct ‘laryngeal’ /z-like phonemes of Indo-European have left their clearest 
reflexes in Greek, albeit indirectly. Thanks to the work of a small number of 
European and American scholars, Greek historical phonology looks very dif-
ferent from what it was 25 years ago.

have a considerable num-
ber of new

In Italic, particularly for the archaic period, we 
_  inscriptions, in a variety of languages, some hitherto unknown. Our 

documentation of Oscan in the 4th century B.C. is now far better than that of 
that the history of the OscanLatin in the same period, and we can now see

Vowel system was remarkably similar to what happened much later to that of
fragment of “Proto-We have now aLatin on the way to Proto-Romance.

canlanguages of Sicily. These fragmentary stones
Umbrian”, and tantalizing glimpses of epichoric, quite possibly Indo-European 

y ____ provide invaluable grammati­
cal information: to the complex dossier of the 3 pl- perfect ending, the 70’s 
added Venetie -ers and Latin -erai. Most remarkab e is the Ancient Latin



274 Plenary 6: Historical Linguistic,

genitive singular -osio, with the Indo-European form still intact in a personal
name in Latium around 500 B.C. But if this and other inscribed Latin texts
have added to our knowledge, one familiar piece must be subtracted: the 
famous Praenestine fibula, known and loved by every student as our oldest 
Latin document, has now been shown to be a forgery of the 8O’s of the last 
century.

New finds in Spain, France, and Italy have substantially altered our picture 
of the Continental forms of Celtic. Our documentation is greatly increased: 
regrettably, our knowledge and understanding of the earliest attested forms of 
Celtic have not been correspondingly enlarged, for despite many efforts the 
documents resist translation. It is hoped that further archeological work will 
reduce the isolation of these challenging texts. Nonetheless I cannot help 
feeling that if as many translations were attempted of the Old Irish Bretha
Nemed or the Privileges and Responsibilities of Poets

I

as have been attempted
of the Gaulish inscription of Chamali^res or the Celtiberian of Botorrita, our 
knowledge of Celtic would be a great deal further advanced. It is the six- 
volume Corpus of manuscript Irish law which stands as the most exacting 
challenge to Celticists in the 8O’s, and which doubtless will for many decades 
to come.

* * *

What then of the reconstructed proto-language, Indo-European itself? Here 
above all we can observe a very different picture from that to be gathered 25 
years ago. If I had to express that difference in one word, I would say ‘tighter’. 
The grammar of Indo-European today is more tightly organized, and more 
sharply focused, at all levels; impressionistically, there are fewer loose ends, 
fewer hazy areas, and those that do remain are more clearly identified as such, 
whether in phonology, morphology, syntax, or semantics.

This is certainly at least in part a function of the climate of linguistic 
opinion. On the one hand it must be recognized that the “Chomskyan revolu­
tion” of generative grammar has had very little direct effect on historical 
linguistics in general or Indo-European in particular, save in terminology and 
notational conventions. Though there have been honorable and valiant 
attempts, I know of no problem in the history of any language that has been 
solved uniquely by the techniques of generative grammar, as opposed to a more 
traditional paradigm. The same statement could not, I think, be made about 
classical structuralism, for example. But we can see today many of the limita­
tions of simple structuralism, and Indo-Europeanists are clearly influenced by 
the formalism of generative phonology and syntax, and by the quest for 
governedness, even where that principle scarcely differs from the expresse 
goals of the neo-grammarians of a century ago.

So now, for example, Proto-Indo-European phonology recognizes a number 
of purely synchronic rules, whose operation in turn permit a clearer under'

in thestanding and 3 cleaner, neater analysis of subsequent developments 
daughtei languages. In nominal and verbal morphology we can observe the
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same increased attention to ‘tightness’; in the domain of morphology, inflexional 
and derivational, it would appear that generative grammar has far more to 
learn from Indo-European than it has to impart. But surely an important and 
direct effect of generative grammar is the renewed interest in syntactic questions 
in Indo-European studies, in observing and analyzing syntactic change, and in 
doing syntactic reconstruction. Were an Indo-Europeanist of the 8O’s tempted 
to renovate and update Schleicher’s famous fable, as many have been (a harm­
less exercise), he would pay far more attention to the syntax, and find more to 
change in it, than his predecessors.

It should be stressed, though, that the reconstructed grammar of Proto-Indo- 
European is in the proverbial state of flux. The new Indogermanische Gramma­
tik planned by the late Jerzy Kuryiowicz in the 6O’s is long in abeyance, and 
that for the good reason that we are learning too much about that grammar to 
codify it yet. Both the volumes that appeared in the 6O’s were really—in the
wisdom of hindsight- ilaborate working papers. Their effect was to introduce
and stimulate discussion in certain areas of the grammar, not to end it. There 
have been and will be, must be, many more such ‘working papers’; only then, 
perhaps in the 8O’s but I suspect later, will it be possible to attempt a real, 
systematic grammar of Proto-Indo-European.

♦ * ♦
It is doubtless fair to state that much of the newer, ‘tighter’ Indo-European 

is the product of a vigorous international group of what could be described as 
‘hard-liners’. It has been said that there are two kinds of historian, the ‘tough- 
minded’ and the ‘tender-minded’; ‘hard-liners’ would be the former. But this is 
not the tvhole story. There have been other important developments and 
changes in Indo-European studies in the last 25 years, which we may—not 
entirely facetiously—label the approach of the ‘soft-liner’, the ‘tender-minded’.
These involve inter alia a more humanistic view of linguistic phenomena on the
one hand—the older ideal of ‘philology’—, and on the other an approach more 
closely linked to the various newer sciences of man.

Generative grammar in recent years has had to be variously tempered by
such things as pragmatics and the ethnography of speaking; in this respect
general linguistics is merely catching up with Indo-European studies and his­
torical comparative linguistics, which have always kept such things in view. 
An array of allied fields continue to make their contribution to Indo-European, 
to shape and define the Indo-European problem: language and society, language 
and culture; language and law, language and religion, language and mytho­
logy; archeology and prehistory of Europe and Eurasia, language, pragmatics, 
and diachronic behavior; language and literatuie, poetics and verbal art, oral
literature and the formula.

The hard and the soft-liner, the tough and the tender-minded ideally 
tribute alike; for they share the same concerns, for the best possible documenta­
tion and data-base, and for the greatest rigor of met lo ology. The soft-line 
approach complements the hard-line in Indo-Euiopean studies, it gives flesh

con-
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and blood to the bare bones of reconstruction, and above all it provides
text which gives meaning to our forms.

con-

Were I to offer a candidate for the single most significant book in Indo- 
European studies to appear in the last quarter-century, it would be the late 
Émile Benveniste’s Le vocabulaire des institutions indo-européennes of 196g 
At once provocative and maddeningly imprecise, meditated but put together 
with uncharacteristic haste, the book is in the words of a perspicuous reviewer 
a ‘synthesis of his views on Indo-European civilization, ideology, and cultural 
history.’ It is also the most complete ethnosemantic description of a culture 
ever written; and that of a culture which still cannot very accurately be located 
in either time or space. It is in this book of Benveniste’s, in all the areas it 
touches on and all that it does not, that we can see the real challenge of, and 
challenge to, Indo-European studies in the 8O’s.

* ♦ *

In the preceding survey I have tried to give only illustrative details; to 
indicate the sort of thing that is different from the Indo-European studies of 
25 years ago, not to catalogue the differences themselves. But perhaps certain 
other things may have emerged from the presentation. I have singled out for 
special mention first the increase in the data-base, in the documentation of the 
oldest stages of the Indo-European family. I have noted areas of the grammars 
of specific languages where superior analyses, with or without the aid of new 
data, have replaced obsolete views, whether of the past century, of the past 
decade, or of the past year. This has, I hope, given in Indo-European studies 
a picture of a field alive with excitement, growth, and change; a field where 
the student of 1982 can be expected to know things that no one in the world 
knew in 1957. That is of course a commonplace of science, and certainly of 
most contemporary linguistics.

Yet it is also important—and this is the real point of my subtitle—to look 
at what has not changed in Indo-European studies over the past quarter-cen­
tury, to observe what is not different. The answer is, the method. To put it 
crudely, the improvements we can observe, and they are numerous and real, 
have come not from doing something different, but from doing the same thing 
better. This would not seem to be the claim of most areas of contemporary

nor the other techniques oflinguistics. But neither the comparative method
historical linguistics have changed very much for a long time; nor
goals. It is in this that we can see the true continuity of historical linguistics. 
As Indo-Europeanists we admire what we have always admired: breadth and 
depth of documentation, philological rigor, analytical acumen, and elegance 
of argument. We rnn nnrlprQtanH nnrt nnnrpriatp tndav the aooroach of

have the

scholar to 
follow the

can understand and appreciate today the approach 
tt problem a quarter-century ago, or a century or more ago; we can 
structure of his argument, evaluate it, and accept or refute it. More­

over we can be tolerably certain, in the best of circumstances, that that earlier 
scholai would understand and appreciate our own arguments of today. In his­
torical comparative linguistics there is a dialogue between the present and the 
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past, as well as potentially between the present and the future. The language 
changes, across the generations, but it is the same language.

The importance of typology and the search for universals—and no one 
doubts its importance—should not blind one to the fact that languages are dif­
ferent; that some are more different than others; that these differences must be 
examined very carefully, with a method; and that the same rigorous method 
must be applied to looking at and classifying similarities as classifying differ-
ences. Typology and the search for universals is in part a search for an answer
to the question, ‘how does the human mind work?’ Language is the defining 
characteristic of man; let us not forget that the historical dimension of the 
study of language is as important as the historical dimension of the study of 
man. Therein lies the contribution of historical comparative linguistics, to the 
198O’s and beyond.

I
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1 The Speaker’s Organization of Discourse

Willem J. M. Levelt
Max-Planck-Institut für Psycholinguistik, Nijmegen

Abstract The report reviews some of our recent work on the speaker’s produc­
tion of discourse. The theoretical framework assumes the existence of relatively 

-t in producing discourse. Among 
these modules are those concerning the generation of the message, those 
responsible for giving linguistic shape to the message, and those involved in

autonomous modules in a speaker which interact

articulating the message. Moreover, it is supposed that the speaker disposes of 
monitoring device for detecting inappropriate and erroneous materials.

a

With respect to message generation, a short discussion is presented of our 
research on linearization, the ways in which a speaker decides on what to say 
first, what to say next, etc.

The discussion of giving linguistic shape to the message (formulation) is 
concentrated on a major aspect of human language: its context-dependency. 
Several studies relating to the production of anaphora, deixis, ellipsis and into­
nation are reviewed. Also some results are mentioned which suggest the absence 
of first-order feedback from formulation to message construction.

The discussion of monitoring concentrates on an analysis of a large repair 
corpus. There is evidence that the well-formedness of repairs is closely related 
to the well-formedness of coordinations and of question-answer pairs. The three 
together indicate that through (self-)perception, speakers keep or bring certain 
procedures in activated state immediately after use.

In a concluding section this notion is expanded as follows: A theory of the
speaker requires, apart from the mentioned production modules, the activity 
of modules for perceptual parsing. The latter’s products are 
for “reparametrization”, to be (re-)used in

then available

may account for both fluency and 
duction of speech. ,

Introduction

creating the next utterance. This
a variety of context-dependencies in the pro-

One major characteristic of the past decenium in psycholinguistics is its
ancy for textbooks Tntrofturforv fpvtc nrinAnrinrr nt tbp rate t)ftextbooks. Introductory texts have been appearing at the rate 

pet" year. I am not mentioning this fact in order to suggest that 
t le c iscipline is apparently coming of age, though many of us might take ple3S- 

entertaining that thought for a while. Rather, my purpose is to make 
an o servation on the distribution of attention in psycholinguistic research, a® 
It appears from these texts; this on the assumption that, at least collectively, 
t ley c o re ect the state of affairs in the field. The observation is that Mother

about one

ure in apparently coming of age, though many of

least collectively,
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Psycholinguistics has one deprived child: the study of the speaker. The major
area’s interests are 1---------- ---------' ’ ’ ’ ■language comprehension and language acquisition; issues of
language production in speakers aged over four rather “evoke expressions of 
skepticism, pessimism and neglect” (Butterworth, 1980).

There is really no good reason why this should be so, and I am optimistic 
enough to expect major changes for the better in the decade to come. These 
favorable expectations derive in part from the first experiences with studying 
language production in normal adults, and in children beyond the initial
phases of acquisition at our newly founded Max-Planck-Institute. I am
most honoured that I can report on some of this work at the present occasion. 
Before going into details, however, I should express to you some of the theoreti­
cal notions and beliefs that motivate and guide our research.

Theoretical underpinnings
A central theoretical notion is that of modularity, i.e. the notion that a 

speaker’s behavior is the resultant of interacting subsystems, called "modules” 
(cf. Chomsky, 1980). This notion, obviously, applies to any biological or social 
system, and is rather empty without further specification. It is indeed such 
specifications which may turn out to be true or false, or to need substantial 
qualification as research proceeds. Their status is that of working hypotheses, 
rather than god-given truths.

A first specification is that of relative autonomy. We take it that the modules 
involved in the process or speaking are relatively autonomous. By this we mean 
that the information exchange between modules is weaker than that within 
modules (cf. Levelt, 1981a). In other words the partitioning into modules is 
not arbitrary: the system has natural joints. Any theory of the speaker will 
have to distinguish between module-specific processes and interactions. A
major theoretical task which goes with the distinction of modules is to show 
the absence or “relative” weakness of interactions between modules. Closely 
related to relative autonomy is the assumption of specificity. This says that 
modules have their own specific principles of functioning, which cannot be re­
duced to one another or to general principles of behavior. Though further specifi­
cations can be made,^' these two, relative autonomy and specificity, suffice for 
the present discussion.

As far as a theory of the speaker is concerned, the existence of relatively 
autonomous and specific modules would at least take the shape of the following 
stratification of modules. A first set of modules has to do with the construction 
of the message. These message-level activities involve, among ot er things, con­

I) One might, for instance, suggest that modules are lait ’ . localirable in 
the brain, that they arc genetically given, etc. ^Ve don t P- to any of
these here, though a theory of the speaker should eventual y ave iing to say about these 

realistic view of modularity as opposed to a

the brain, that they are genetically given. etc.

issues. AVc do commit ourselves, however, lo a iv.«------  withe
merely descriptive one: Description is, of course, never possi 
topic in some way. But such a partitioning needs not be an

ïnodularizing” the
empirical issue in itself.
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ceiving of an intention and a speech act, consulting the perceptual, social or 
memorial data base, retrieving and ordering information for expression Iq 
short, they deal with what rhetoricians traditionally call invention, memory and 
arrangement. All of these can be called conceptual processes.

A next set of modules is dedicated to giving linguistic shape to the messatre 
to be expressed. Among the processes involved are the retrieval and the syntac­
tic positioning of lexical items. Garrett (1975) calls this the functional level 
which is to be distinguished from the positional level which deals w’ith morpho­
logical decisions. Functional and positional levels together we will call formu­
lating processes. Arguments of autonomy and specificity have especially been 
made with respect to formulating—and its equivalent—parsing processes. There 
is convincing evidence for the existence of dedicated syntactic modules in the 
organization of human language. Certain properties of syntax seem to be species­
specific and they resist reduction to general principles of communicative behav­
ior. Far less recognized and studied is another equally specific property of 
formulating and parsing, namely context-dependency. This is especially observ­
able in linguistic phenomena such as anaphora, ellipsis and deixis, which may 
or may not be syntactic in character.

Finally, we assume that there are modules which are specifically dedicated 
to the articulation of the generated linguistic entitles.

Our working assumptions predict that these levels of processing have their 
own specific organization and that there is only fairly limited information trans­
mission between levels. More specifically we would expect that there is no first- 
order, i.e. on-line feedback between levels.

The above mentioned three sets of modules, i.e. those for message construc­
tion, formulating, and articulation do not exhaust the processes involved in 
speaking. There is a rather mysterious but undeniably necessary set of control 
processes which I w’ill refer to as monitoring. Monitoring is involved not only 
in error detection and repair, but also in the generation of other context-depend­
ent phenomena, such as anaphora and ellipsis. At the present state of knowledge 
it is impossible to decide whether monitoring should be conceived of as a uni-
fied module, or rather as an interaction between modules, and sensitive to con­
text, My inclination is to suppose the latter. The unifying property is that 
the information flow in the on-going process is compared to and affected by the 
results of previous processes: monitoring essentially involves remembeiing. 
tracking, comparing, and restructuring. The first three of these are also involve 
in language perception, and perceptual modules may well be involved 
monitoring.

I have no remarks to make on
In the following I will report on some of our work in the area of message 

construction, formulating and monitoring. I 1___ ------- '
articulation.



w. ). M. Levelt 281

Linearization, an aspect of message construction

Of the many facets of message constructions, we have been giving some 
attention to a particularly neglected one. It was what rhetoricians have called 
dispositio or arrangement. If a speaker wants to express anything more than
the most simple assertions, requests, commands, etc, he or she has to solve what
I have called the linearization problem: the speaker will have to decide what
to say first, what to say next, and so on. There is virtually nothing in the 
psycholinguistic literature relating to this issue, in spite of the fact that it should
figure centrally in any theory of the speaker.

It appears from our work (Levelt, 1981b, 1982a, b, Ullmer-Ehrich, 1981) 
that there are two sets of principles determining the speaker’s arrangement de­
cisions. The first set of principles relates to the content of the information 
expressed. The central notion here is that of natural order. Certain domains 
of discourse have their own natural order, and the arrangement for expression 
follows this order. The clearest example is the domain of event descriptions: 
the natural way of describing events is to follow their temporal sequence. It is, 
for instance, experienced as odd to say (1) (from Kempson, 1975):

(1) The Lone Ranger rode off into the sunset. He mounted his horse.
This preference for chronological order in the description of events appears 

very early in children (cf. Clark, 1973). Clark argues that it is only later that 
children develop awareness of thematicity in discourse which may bring them 
to produce and accept utterances in which the thematic event is mentioned in 
first position whatever its chronological position. Karmiloff-Smith (1979) dis­
cusses how children proceed through an intermediate stage in order to cope with 
thematic deviation of natural order in event descriptions, by producing utter­
ances such as (2):

(2) The boy went upstairs, and before the boy went upstairs, the girl washed 
the boy.

Natural ordering can also be observed in the domain of spatial discourse, 
for instance in route direction. Klein’s research (1979, 1982) at our institute

or easiest route from startingshows that speakers invariably follow the shortest 
point to goal, though there is no logical necessity to do so. Again, children 
show the same pattern rather early (Weissenborn, 1980). Similarly natural
orderings may exist for other structures of relations, such as in planning dis-
course (Linde & Goguen, 1976), tutorial discourse (see Collins et al., 1975 for
geography), argument structures (Miller & Klein, 1981), etc. It should be noted, 
however, that natural order is a cultural concept. It relates to mutual knowl­
edge of speakers and listeners in a language community. There is a set of tacit 
assumptions about the canonical structure of things, in estern culture causes
precede effects, intentions precede decisions, etc. But tacit assumptions may
vary from culture to culture, and what is a natuial order in one place of the
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world may be quite unnatural somewhere else.
Given, however, a range of common knowledge and stereotypes in a culture 

speakers’ arrangement according to natural order has two obvious psychological 
motivations. The first is that it allows for easy retrieval on the part of the 
speaker. If consecutive events are more closely associated in the speaker’s 
memory than non-consecutive ones, retrieval is easier if it follows the order of 
events, and similarly for other domains of discourse. The second is that it 
makes the listener’s job easier if a stereotypical or "canonical” order is used-
the listener can then use the same cultural stereotype or canonical form to
infer an informational structure from the speaker’s discourse. Arranging 
according to natural order facilitates retrieval on the part of the speaker, and 
inference on the part of the hearer. So far for nattiral order as a determinant 
of linearization.

The other set of linearization principles derives from process-requirements 
in the expression of complex informational structures. A speaker has to keep 
track of what he has said and what is still to be expressed. These book-keeping 
requirements impose restrictions on the linearization process which are quite 
general, i.e. not domain-specific, and which do not seem to be very culture­
dependent. An extensive series of experiments in our institute has established 
three such principles of linearization (Levelt, 1981b, 1982b, Ullmer-Ehrich & 
Koster, 1983):

The first principle is the principle of connectivity: a speaker introduces new 
items as much as possible on the basis of an existing connection to the last men­
tioned item. This could easily be shown in experiments where subjects had to 
describe spatial patterns such as those in Figure 1. If a subject is asked to
describe Figure 1(a) starting at the arrow, he will proceed in a connected
fashion, following the arcs of the figure. But also in describing from memory
subjects follow the informational structure as much as possible in a connected
fashion using a just mentioned item as retrieval cue for a closely connected
following item. This appears from the classical experiments on apartment 
descriptions by Linde and Labov (1975), as well as from our own experiments 
on how people describe living-rooms (Ullmer-Ehrich, 1982, Ullmer-Ehrich & 
Koster, 1983).

The second principle concerns the order in which speakers deal with 
multiply connected nodes in the informational structure. This is called the

An example suffices to demonstrate it. If a subject 
, of Figure 1(b) by going in a connected way from 

pink to green to black to yellow to brown, he will then have two choice nodes, 
the green and the black one, waiting for completion. The principle predicts 
that the last unfinished choice node, i.e. the black one, will be returned to 
first, from brown the speaker will return to black and describe the arc to le

first-in-last-out principli’.e.
has started the description

before returning to green and completing the description of the branch white 
orange-purple-gray, in the theoretical model we constructed for the speaker s 
linearization, there is a

constructed for the speaker s
push-down storage for keeping track of return addresses-
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Figure 1
i

Patterns to be described by subjects in linearization 
experiments. Nodes in the patterns are differently 
colored.

Such a store implements in a natural way the first-in-last-our principle.
The third principle is called the principle of minimal e0ort. It predicts 

that the speaker’s linearization will be scheduled in such a way as to minimize 
the load on the push-down store—i.e. the number of return addresses. Several 
predictions can be derived from this principle. One is that a subject will prefer 
to describe the left-branch of Figure 1(b) before the right branch: in that way 
he will never have more than one return address on store. Also, shorter 
branches will be described before longer branches, i.e. the right one before the
left one in Figure 1(c): this will minimize the duration of storage for a return
address.

Together these process-principles of linearization predict that discourse
Structures whether spatial or otherwise will tend to be ng t-branching.

Context-dependency, an aspect of formulating
Earlier I mentioned two claims of module specificity for tj^g level of
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formulating: "‘syntacticity” and context-dependency. Of those, th.• J c • • syntacticprocesses have received tar more attention in recent years than context-depend­
ency. Very little is known about the processes that generate ana] ' iphora, ellipsis,
or deixis. Here, I would like to concentrate on some of our work relating to 
these latter phenomena.

Anaphora in discourse is instrumental in establishing and maintaining refer­
ence. A speaker who linearizes a message for expression will use context-dependent 
devices, among them anaphora, to mark the way in which the listener will have 
to recombine elements for deriving the intended message. Recoverability is 
one of the major conditions on the use of context-dependent devices. Marslen- 
Wilson, Levy ge Tyler (1982) in our institute analyzed the establishment and 
maintenance of reference to two major characters in a comic strip. The Hulk 
and The Thing. The analysis was based on the protocols of a subject describing 
the comic strip he had read a few moments earlier. A first major variable is the 
degiee of lexical specificity of the referential term. It can range from the full
noun (e.g. The Hulk) and/or definite descriptions to a pronoun (he) to a zero
anaphor, with various subtle steps in between. A second main variable is the 
degree of embedding of a referent. A referent will have to be introduced at the 
“story-level” in order to be talked about at all, but it may be reintroduced at 
the “episode-level”. The central actor may shift from episode to episode in 
the narrative. Finally, there is even deeper embedding, namely at the event­
level. The actions in an episode may involve events by different more or less 
central actors. At each of these levels a referential device can be used to either 
introduce or to maintain reference. Moreover, as mentioned, a referent can be 
more or less central or in focus at any given moment.

In their analysis Marslen-Wilson et al. related the lexical specificity 
degree of embedding, as well as to introducing, maintaining and focussing 

to 
a

referent. It turns out that the type of referential device used is very closely 
tied to the narrative and informational contexts in which it occurs. At the one 
extreme, introducing a referent at the story level involves giving a name and a 
definite description. At the other extreme, maintaining a referent at the event­
level is either done by means of a pronoun or a zero anaphor. The gradations 
in between are very finely turned in ways for which I must refer you to the 

follows

published paper.
The acquisition of these context-dependent devices is surprisingly slow, but 

- a regular path. Both Hickmann (1981) and Karmiloff-Smith (1981) 
of our institute argue that deictic use precedes anaphoric use of articles an 
pronouns in children. Karmiloff-Smith (op cit) in her study of story telling in 
English and French speaking children aged 4—9, found that four-year ol s 
held narratives together by spatial deixis (in front of the picture book), and by 
frequent paralinguistic gestures. There was no trace of anaphora in the use o 
pronouns. Subsequently, around the age of 6, the first type of anaphora ap 
peared. This was invariably using a pronoun in the initial slot of utterances to 

’ adapt the ver

of

indicate the thematic subject. This often required the child to
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in case the thematic subject was the recipient of some action (give^lake), 
leading to characteristic repairs. It is still later that the child develops the skill 
to put non-thematic referents in sentence initial positions. This is first done by 
using full NP’s, keeping the initial pronoun as the default case of thematic 
subject. It is only around the age of 10-11 that sentence-internal constraints 
on anaphora are always correctly realized, for good measure so to say. (But 
see Deutsch & Koster, 1982). So far for our research on context-dependency in 
the uses of anaphora.

Context-dependency of reference is especially marked in the use of deictic 
expressions. As distinct from anaphora, the context here is non-linguistic. We 
have especially given attention to speakers’ use of expressions of spatial deixis. 
One of our major concerns here has been their use of deictical versus intrinsic 
systems of spatial reference. One can, by way of example, look at patterns 
(a) and (b) in Figure 2. A deictic description of Figure 2 (a) would take the 
speaker’s spatial perspective. Most speakers prefer this way of describing. The 
canonical deictical description involves the following sequence of directional 
terms: up, further up, left, further left, down, right, and mutatis mutandis 
for Figure 2(b). But many subjects use the intrinsic system, taking perspective 
from within the pattern. The characteristic sequence is then: straight, further
straight, left, straight, left, left. There are very deep differences between these
two ways of making a spatial description dependent on context. Subjects hardly
ever mark which system they are using. We found that speakers tacitly assume

(a) 9- ■o (b) o- -Q

(C)

6-

O’

■o

-o- -o (d)
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Figure 2 Intrinsic descriptions of patterns (a) and (b) aie interpreted deicticalls
in the drawings of listeners (c) and (d).
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the listener to use the deictic system. If the speaker uses the intrinsic system 
the listener takes it to be deictic: Figure 2(c) and (d) give the drawings sub' 
jects make on the basis of intrinsic descriptions of the patterns (a) and (bi 
The disparity makes one doubt whether language was designed for communi 
cation.

A major psychological difference between the deictic and the intrinsic sys­
tems is that the deictic one can always be used: it is the default system which
does not require a deep understanding or interpretation of the spatial relations
and of the character of the objects involved. The intrinsic system, however is 
based on functional and spatial relations between the objects themselves, such 
as desks and chairs having fronts and backs. Research in our institute by 
Ullmer-Ehrich and Koster (1983) shows that speakers’ shift between the systems 
is dependent on the strength of spatio-functional relations between the objects 
involved. These authors asked subjects to describe arrangements of furniture in 
a doll-house. Strong spatio-functional relations, such as between a table and 
a juxtaposed chair lead easier to intrinsic descriptions than when the same 
objects are put apart in different places of the room or when unrelated objects 
are juxtaposed.

Context-dependency is not only clearly observed in the cases mentioned 
above, but also in a large variety of elliptical constructions. Klein (1981b) 
made extensive analyses of the rules governing ellipsis in German. The range 
of possibilities for ellipsis is of a different order of magnitude than one might 
expect on the basis of the attention given to gapping alone in the linguistic 
literature. The major issue for a theory of the speaker is how elliptical con­
structions are produced “in real time”. What is the speaker doing when he 
produces a sentence like (3):

(3) Today Peter married Gwendolen, and Karl Maria.
Does he generate at some level “Karl married Maria, deleting “married” at 

a later moment? Or does he not generate “married” at all in the second con­
junct? How is his production process different from answering to the question 
(4):

(4) What’s von Weber’s Christian name?
One important approximation towards answering these and similar ques­

tions is to analyze the intonational structure of such elliptical constructions. 
Certain elliptical forms are only well-formed under particular intonational con­
straints. Klein (1981b) found that these intonational patterns reflect the under­
lying informational structure in subtle ways. In question-answer sequences they 
express simultaneously whether an element is contextually given either linguis 
tically or non-linguistically, whether ____ ____________
that truth claim is maintained or altered by the present expression; all th*® 
works out ■ ■ •

Certain elliptical forms

truth claim has been made, and whether

in

to appear in the
interaction with where the slot in which the finite element is going

sentence.

a
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Experimental work by Kelter and myself (Levelt & Kelter, 1982) has made 
it clear that certain normally arising correspondences in wording between ques­
tions and answers are not realized any more, if the speaker’s working memory 
is filled with additional information. Conversational analysts have observed 
that words or turns of phrase, once used, easily reappear in a subsequent phrase 
or turn (see the present sentence). The experimental work suggests that 
formulating or parsing procedures stay in an active state for some time after 
their use. The speaker can employ this available information both for 
regenerating particular surface forms, or for deciding on what not to regenerate 
(in case of ellipsis).

Context-dependency, especially if the context is linguistic, logically requires 
storage of earlier information. It is of paramount importance for a theory of 
the speaker to find out which aspects of self-produced speech, and which aspects 
of the interlocutor’s speech are stored at all, and which conditions of delay 
hold for the different types of information. Very similar issues will come up in 
the discussion of monitoring. Before turning to that I would like to make one 
'remark on interaction between modules.

As noted earlier, our working assumption is that feedback between modules 
is minimal. In one series of experiments (Levelt & Maassen, 1981) we have tried 
to establish first-order feedback from the formulating level to the message level. 
More specifically we studied whether variation in the case of lexical retrieval 
would affect linearization, i.e. the order in which units of information are 
expressed. We asked subjects to describe two simultaneous events, for instance 
a circle moving up and a square moving down. In one experiment we had 
performed a detection task for these and similar geometrical figures, and 
we had found no differences in detection latencies between them. But
there were rather marked differences in naming latency: certain figure names 
were retrieved slower than others. We thus constructed events involving two 
figures, one with an easy name (like "circle”) and one with a less easy name 
(like “diamond”). "We found that subjects who began their event description 
W’ith the less easy name had longer speech latencies than subjects beginning 
their description with the easy figure. Despite this, there was no tendency 
whatsoever for subjects to prefer beginning their description with the easy-to- 
name figure. The linearization decision thus precedes lexical retrieval, and is 
not affected by it. It is my contention that such negative cases have to be 
established in order to argue for autonomy of modules.

Monitoring and repairing
The final set of speaker devices that we have recently studied are those 

involved in the monitoring of one’s speech. Speakers monitor their own speech 
for at least the following two properties: appropriateness and correctness.
Appropriateness always involves context-dependency. A speaker may use a word 
which on one reading is correct, but the context also allows for another reading, 

phoric element may be underspecified in Also the referent of a particular ana
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the available context, or a term used may not be exactly of the right level (too 
informal, too imprecise, etc.) in the current communicative context. The 
speaker will also monitor for correctness: if he intended to say “blue”, but says 
“green” instead, the word is incorrect, not inappropriate. In addition syntactic 
or phonological errors may be made which need correction.

Figures 1 and 2. The
We have analyzed a corpus in which over 900 taped repairs appeared. They 

all concerned spatial descriptions of patterns like those in Figures 1 and 2. The 
two types of monitoring are reflected in rather different patterns of repair. We 
found evidence that the speaker stops speaking as soon as trouble has been de­
tected (cf Levelt 1983 for an extensive technical report on this work). Normally, 
he or she will not try to complete a linguistic unit of one sort or another. This 
often leads to interruption so rapidly that it occurs within the incorrect word 
(“verti- eh horizontal”). However, this hardly ever happens within trouble 
words that are merely inappropriate, but correct; interruption occurs at the
earliest right after such an inappropriate word. Still, interruption often does 
not occur till several words after the trouble item. We could attribute this to a 
delayed detection of trouble, and we found that the detection chance sharply 
increases towards the ends of constituents. This suggests the existence of a 
‘trading of attention” between processes of production and of self-perception.

The two types of monitoring, i.e. for correctness and for appropriateness, 
tre also reflected in the type of editing term used. Appropriateness trouble 
jften leads to the Dutch equivalent of or (of) and rather (dus), whereas in- 
rorrectness leads to no (nee), or to excuses such as sorry (in Dutch!).

Though interruption can take place at almost any moment during speech, 
he repair itself can only start at specific places, either at the trouble spot 
tself, or earlier. These places are often constituent boundaries, but this is not 
lecessarily so. There is another, and deeper rule that governs the speaker’s 
etracing. Repairs can in general be easily classified as well-formed or non-well- 
ormed. A repair like (5) is well-formed:

5) Are you coming, eh going tomorrow?
Non-well-formed, however, would be (6):

i) *Are you coming, eh you going tomorrow?
We have found that, with some explainable exceptions, a repair is well- 

jrmed in just the case that a corresponding coordinate construction is well- 
)rmed. The correspondence rule is given in Levelt (1983). The corresponding 
’ordinate constructions to the just mentioned repairs are (7) and (8), respectively.

) Are you coming today and going tomorrow?

) »Are you coming today and you going tomorrow?

lordinations
The existence of such a well-formedness connection between repairs and 
------------ i suggests that they share certain processes of generation. In both 
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cases the speaker has committed himself to expressing the completion of certain 
linguistic constructions. The study of ellipsis and the study of repair are now 
converging on the same issue that was mentioned above: the speaker keeps 
certain procedures in a prolonged state of activation; and this state of activation 
determines not only what is or is not a possible coordinate to an earlier clause 
or phrase, but also what is a possible repair or point of continuation after 
interruption of speech. A major issue, then, is where this state of activation 
comes from, or in other words: which modules are involved?

The role of perceptual processes in speaking

In this report I have concentrated on our efforts to develop a modular theory 
of the speaker. A main objective for such a theory is to explain the different 
forms of context-dependency in the speaker’s discourse without taking recourse 
to postulating a wide variety of interactions between modules.

Especially complicated is the precise place of monitoring in such a theory. 
Traditionally, monitoring is taken to be a special purpose mechanism, designed 
For dealing with “trouble” in the generation of speech (Laver, 1973, Schegloff 
et al., 1977). One should, however, question whether it is correct to carve up 
the system in such a way as to postulate a relatively autonomous module for 
“de-bugging”. The structural similarities between repairing, coordinating and 
question-answering are so apparent that a different approach seems warranted. 
In order to explain the highly similar forms of context-dependency arising in 
these cases, it may be helpful to attribute an essential role to perceptual
procedures in the formulating process. Earlier we reported evidence that for­
mulating and parsing procedures, once used, may stay in an active state for some 
time following that use. This may be, in part, due to (self-) perception. Further 
operations might then apply to these perceptually activated or re activated 
procedures by changing their parameters in appropriate ways. The thus read­
justed procedures can then be re-applied, producing output which is both 
similar and dissimilar to what was said earlier, dependent on the re-parametriza­
tion applied. They may turn a full clause into an elliptical coordinate clause, a 
full NP into a pronoun, an erroneous clause into a repair, a question into an 
answer, etc. By re-using the results of parsing in this way, the speaker can 
simultaneously realize fluency, and cohesion with previous discourse. Another 
argument for the postulation of such a level of “re-parametrization” is that 
these forms of cohesion and context-dependency develop only slowly in child­
hood: their acquisition is not complete till long after acquisition of basic syntax 
and morphology.
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Psycholinguistics: Historical Aspects, Methodological Problems
and Selected Topics in the Field of Language

Acquisition and Multilingualism

Els Oksaar
University of Hamburg

k

My report consists of three parts. The first deals with some historical and 
methodological problems of psycholinguistics, the second and third discuss 
selected topics in the field of language acquisition and multilingualism.

1. On History and Methodology
Though there has been collaboration between linguistics and psychology 

since the pioneer of experimental psychology Wilhelm Wundt, it was not before
the 1950s that psycholinguistics as an interdisciplinary term emerged. It has
been dated from 1953, the Indiana University Summer Seminar (Osgood/ 
Sebeok 1965).

What does psycholinguistics (PL) refer to? For the founders in the 1950s it 
referred to one of the disciplines studying human communication which “deals 
directly with the processes of decoding and encoding as they relate states of 
messages to states of communicators.” (Osgood/Sebeok 1965:4). In the sixties 
and seventies the American definitions can be seen as paraphrases of this with 
slight modifications. PL was supposed to deal “with psychological processes 
which contribute to the acquisition, production and understanding of language” 
(Fodor/Jenkins/Saporta 1967:161). It was seen as “the investigation of the 
nature of language performance in distinction to the formal study of language
as an abstract system” (Blumenthal 1974:1105), or “the discipline studying the 
processes involved in the production and comprehension of utterances and with 
the acquisition and deterioration of these processes” (1974:1071). In the Euro­
pean field where psychology of language (in German Sprachpsychologie, 

was established much earlier (cf. also Bühler 1934), Psychologie der Sprache) __  __
psycholinguistics has been used also to encompass sectors from this field (cf. 
Leontiev 1971). In the first edition of his “Psychologie der Sprache Hörmann 

- - - - the second (1977:8) heinequates Sprachpsychologie with Psycholinguistik,
notices that there is a “Unbehagen am Stand der Psycholinguistik and a devel­

a

opment towards the broader Sprachpsychologie.
These definitions may be sufficient to illustrate the problem of delineating 

.. scientific area by definitions. More important than definitions, however, is the 
content of and activity within the area outlined. They ave changed during 
the round three decades not only according to the deve opment and changed 
perspectives of the two basic disciplines psychology an inguistics, but also

291
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through the development of new trends out of this field, resulting in 
disciplines such as neurolinguistics, patholinguistics, paedolinguistics, to 

new 
men-

tion only a few. That there seems to have been a need for intrafield differentia­
tions, too, can be seen in the categories such as theoretical PL, applied PL, or
developmental PL. Surveys and discussions on major trends in research can be 
found in Osgood/Sebeok (1965), Slobin (1970), Fillenbaum (1971), Leuninger/ 
Miller/Miiller (1972), Rubenstein (1974), Engelkamp (1974), Prucha (1974), 
Clark/Clark (1977), Oksaar (1977), Hbrmann (1977), List (1978) and (1981), 
Gauger (1980), to mention only a few which have be chosen on the basis of 
their variety of references and approaches, though not a few overlappings can 
be also noticed. The readers of Rosenberg (1965), Rosenberg/Koplin (1968), 
Flore.s D’Arcais/Levelt (1970), Slama-Cazacu (1972) and Halbe (1976) also 
provide orientations on contradictory opinions and approaches.

On the level of interdisciplinary work the basic problems which psycho­
linguistics shares with other inter- and transdisciplinary disciplines is the danger 
that the other one is always considered as a more homogeneous one than it is. 
The influence of the generative transformational grammar is only one well 
known example.

According to Brown (1970:VII) the original aim of psycholinguistics—the 
importation of linguistic science into psychology—has not been fulfilled, because, 
as he states, linguistics has “solved very few practical problems.” Psycholin­
guistics “has penetrated to the hard truth that a dilettante interest in another 
field is not enough to support interdisciplinary work” (1970:IX). These state­
ments make a basic terminological problem obvious: what is meant by “linguis­
tics”? One has to take into account when, by whom and where a statement is 
made. In the writings of the transformationalists, for example, “ ‘syntactic’ be­
comes ‘linguistic’ ” (Robinson 1973:28). There is no doubt that those psy­
cholinguists, and their opportunistic followers, who identified PL with genera­
tive transformational linguistics and, as we know, have been eager to claim to
be the only representatives of the field, have hindered the real interdisciplinary 
development of the discipline, planned with so much enthusiasm and pluralistic 
possibilities in the 195O’s. Another problem which has influenced the develop­
ment of the field is implicated in the question of Blumenthal (1974:1105) oi

i why most contemporary psycholinguists are unaware of the earlier periods of

what those of other psycholinguistic schools

collaboration between psychologists and linguists. One could, of course, add a 
synchronic view, too: why are so many psycholinguists unaware or ignorant of 

> are doing? Rubenstein’s (1974) 
overview—to give only one example—refers almost exclusively to the American 
scene, and—in two other examples—in the empirist/nativist controversy of the 
sixties and seventies, hardly anyone responded to William Stern’s convergence 
theory. Stern had already presented this theory as uniting the standpoints c- 
the two schools in 1914 in his “Psychologie der frühen Kindheit” (Psychology 
of early childhood). In the discussion of the development of language 
biought, Piaget and Vygotski are alway.s presented as opposites in survey

ofuniting the standpoints

a nd
woi
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It is overlooked that Vygotski himself follows Stern/Stern (1928) in his opinion 
that the child’s language is social from the very beginning and credits Stern 
with having proved how the development curves of thought and language 
coincide to Stern (more exhaustive discussion of this can be found in Oksaar 
1977, Chapter 3.3),

Concerning the methodology of PL throughout its history—from the activities 
during the period of the influence of Bloomfieldian behaviourism via Chomskyan 
antibehaviourism with its shift to a cognitive view to the current broader field.
which is oriented more on the functions of language—the following points 
conspicuous:

are

1) Up to the seventies, necessary sociocultural aspects have generally been 
ignored in the methodological discussion of the field, even though psycholin­
guists must also have known that language exists and develops in a biological 
and sociocultural context and is the chief means of human communication.
Tliis ignorance is partly due to the Chomskyan concept of an ideal speaker/
hearer in a homogeneous society. The real speaker/hearer uses language in a 
heterogeneous society in social contexts. The exploration of the use of language 
and the question of language change, the emergence and choice of alternative 
forms, for example, in cases of up and down grading, demands that PL take into 
account the interaction of language and social structure. (Oksaar 1975b, 1976)

2) PL approaches language from the point of view’ of monolingualism (so 
does linguistic theory), supposing this to be the normal state; bilingualism has 
long been seen as a problem by many researchers (cf. the discussion in Oksaar 
1972). There are, however, far more bilingual people in the world than mono­
lingual, and the majority of those who may be classified as monolinguals, in 
the interlingual perspective, usually have command of more than one dialect 
and/or sociolect.

3) PL approaches spoken language mainly from the verbal elements, with­
out evaluating the possible simultaneous information from the paralinguistic 
and kinesic elements.

4) The question of universals has not seldom been discussed on the basis of 
only a few languages.

5) When dealing with semantics, PL is concerned chiefly with denotations.
neglecting connotations, even though techniques such Osgood’s semantic dif-as
ferential have been available and critically modified, cf. Oksaar 1975b.

6) The consequences of the “intimate relationship between the observer and 
the observed’’ (Osgood/Sebeok 1965:IX) have, inspite of renewed awareness of 
the role of the observer, hardly been included in methodological considerations.

7) The use of termini lacking in uniformity. What is already theory for 
members of one school, is only a hypothesis for otheis (see Waterhouse 1980, 
Oksaar 1977).

The current state may generally be described as follows. PL has to orientate 
itself on the functionalistic-communicative trends of linguistics, its paradigmatic 
change in the seventies from sentences to texts, from the exclusive research of 
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the system to the analysis of speech in action. Today, dialogue-linguistics has 
become more than just a working name. Through the pragmatical orientation 
of linguistics, growing interest in conversation analysis (Schegloff, Sacks, Jeffer- 
sen and others) can be noticed, as well as in the sociolinguistic approaches of 
the sixties: the correlational (Labov, Bernstein) and interactional approach 
(Hymes and Gumperz) which have both focused attention on linguistic varieties 
as well as the importance of research on language change in its social context.

2. On Language Acquisition
Child language research has always been guided by the linguistic, psychologi­

cal and philosophic theories which dominated at the time. That the paradigma­
tic change in the seventies just mentioned has influenced the theoretical and 
methodological viewpoints of child language researchers and their change of 
focus was already evident at the Third International Child Language Sympo­
sium 1975 in London. Waterson/Snow (1978:XXI), in their volume of selected 
papers of this Symposium, mention the following trends: “1. Growing interest 
in the semantic and pragmatic components of children’s linguistic competence, 
replacing the earlier concentration on syntactic competence. 2. Increasing 
recognition that language is intrinsically communicative and that the acquisi­
tion is dependent upon a social-communicative context. 3. Growing aw’areness 
that language acquisition can not be understood without relating it to the 
concurrent cognitive development of the child. 4. A recognition of the impor­
tance of perceptual processing in language acquisition. 5. A reinterpretation 
of the nature of the structure for language acquisition.”

This important shift of interest does not mean that all previous research 
areas are unimportant. However, it changes the perspective of the approach 
and in stressing that the communicative function of language is primary, 
reflects the need to place the research of language structure into the broader 
context of social action. The tendency was also prevalent on the Congresses 
in Tokyo, see Ingram/Peng/Dale (1980), Ingram/Dale (1981) and on the Con­
gress in Vancouver 1981. The present time has, under changed methodological 
and theoretical conditions, found its way back, not only to the important 
questions of semantics, cognitive development and language change of the 
early child language research, but also to questions based on the social aspects 
of language acquisition, which were current in the first decades of the century. 
(Clara and William Stern, Charlotte Bühler, Luria, Vygotski).

war 
are

Concerning the cognitive aspects of language acquisition (LA), it is neces­
sary to observe the child’s cognitive behaviour already from the beginning with 
regard to his social contacts and communicative possibilities. In the post 
period, Piaget’s well-known thesis that the child’s speech and thought 
egocentric has, beyond any doubt, slowed the systematic investigation of these 
aspects. Another reason is the “identification of cognitive activity almost ex 
clusively with the development of schemes about material objects in space 
rather than schemes about persons acting in time” (for a c.----------discussion of th*®'



F E. Oksaar 295

see Oksaar 19//, Chapter 3.3). It is also necessary to answer the cjnestion about
which aspects of language can be seen as an index of cognitive development 
(Dale/Cook/Goldstein 1981:152). In order to know more about the relations

cross­
in

between the linguistic and cognitive development, we need systematic 
linguistic research of mono- and multilingual children’s language behaviour in 
the frame of their total behaviour. The possible contribution of this research 
to the Sapir-Whorf Hypothesis of linguistic relativity must also be mentioned. 
The discussion of the hypothesis has in general excluded sociolinguistic aspects, 
such as questions of socially significant linguistic variation and stability; nor 
has it sufficiently considered the influence of social structure and social change 
on the language and the various behaviour norms of its speakers. Also systema­
tic observations of the linguistic behaviour of multilingual people—adults and 
children—must be undertaken to test this hypothesis. The LA process offers 
good examples for the manner in which language can affect the reflection of 
reality and the behaviour of children and how language and culture interpene­
trate (analysis of various empirical data in Oksaar 1977, 1981).

Linguistic and pragmatic awareness in children is a further area, which is 
almost neglected in this field, though the question of when a child develops a 
“feeling” for grammatic and semantic structures belongs to one of the central 
problems of LA-research. What connection is there between the development 
of consciousness of language, the metalinguistic abilities and the development 
of other cognitive abilities? This question belongs to those waiting for an 
answer. Language awareness has been taken as fundamental in much recent 
linguistic work, but it has become clear that it “is an ability that must be 
developed in its own right, and whose parameters of use and development can 
be studied psychologically” (Dale/fngram 1981:257). In Oksaar (1977, 1981) 
developmental aspects in this field are discussed in the light of earlier and 
current research, see also Ochs/Schiefelin in (1979). The Hamburg longitudinal
LA-project (mono-, bi-, tri-, and quadrilingual preschoolers, N-30, languages:
Estonian, Swedish, German, English) shows that children seem first of all to 
be aware of lexico-semantic regularities—at the age of 3-4 years they responded 
to deviations from the rules of semantic congruence and choice of lexical
items. Multilingual children that age had a certain awareness of differences 
between languages. They seem to develop early a compai alive awareness of
the functions of language as a tool, which presupposes analytical abilities, and
manifests itself in functional code switching. Recent studies (Weeks, Berko
Gleason, Sachs/Devin, Shields) have also shown that preschoolers very early 
have an awareness for partner related language variation an can acquire the 
ability to judge a situation in which variation could occur; children under 3
are able to carry on continuous dialogue. Even very young children aie able 

' 1 «Ka r> f f 1111 ri AC nkll?.’ •about the attitudes, abilities, inten-

L tions
to “derive inferences from social contexts
tions... of conversational participants” (Reeder 198 . )• happens in a
period that Piaget classified as the preoperational stage ( to op 7). According 
to him, thinking is, at this stage, egocentric, static an irrevetsible. They 

>g
can-
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not act according to various roles. It seems that such a characterization
children between the ages of 2 and 6 or 7 does not cover what a child 
achieves in linguistic and pragmatic awareness.

of
really

\Vhy do we use the term paedolinguistics for language acquisition research 
at the preschool age? An increasing amount of research has shown that the 
child communicates with its surrounding (mother, father, nurse) before it utters 
the first word (Bullowa 1979). This calls attention to the inclusion of paralin- 
guistic and kinesic elements in the research paradigm of spoken language. The 
fact that from the very beginning the child has to interact with and react to 
his surroundings shows that he must develop a competence to use his speech 
according to the communicative functions of his utterances and the norms of 
the situation. “Developmental psycholinguistics”, as “native language acquisi­
tion” has been called (Dato 1975:IX), has not been able to cover the necessary 
broad field of this research. The necessity of a broader approach is also sup­
ported by the fact the investigation of language development is a necessary
prerequisite if we want to understand man as a biological, social, cultural and 
intellectual being. Language acquisition and use by the preschool child should, 
therefore, not be treated from isolated psychological and/or sociological points 
of view but from the paedolinguistic one. Paedolinguistics (Oksaar 1975a, 
1977) studies LA from prenatal to school age from an interdisciplinary approach 
which views it as a complex of biological, psychological and sociocultural 
phenomena. The upper limit is placed at elementary school age (6 to 7 years) 
based first of all on the fact that, until then one language type, the spoken 
language is the child’s only linguistic means.

Methodological questions. Among not a few methodological problems in 
this field we discuss the following:

1) The tertium comparationis of the developing language of the child and 
data collection. For an explanation of the development of child language one 
needs an analysis which shows how one stage develops from another. This 
presupposes a LA theory which has not yet been concieved, although attempts 
have been made, see Schlesinger (1972). However, for just such a theory it is 
important to differentiate clearly between adult language, which always repre­
sents a whole group, and the individual language of a small child, which cannot 
be traced back to a language system as can data from adults. Since the goal of 
language acquisition is adult language, the corpora from children must be 
designed in such a way that they can help determine the dynamics of the 
development and allow the foundation of hypotheses about the process of
change. It is not possible to follow development without continuous observa­
tion, however, there has been no basic discussion of verbal data collectiontion, however, there has been

different
among LA researchers, much less of the problem of which observations of 
nonverbal behaviour must be procured. Though researchers use 
techniques for their data collection, their results are not seldom compared-
Experimental tasks and spontaneous language samples, however, are both not 
free of the danger of confusing the conclusions with the conditions leading up
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to them.
2) Also the metalevel of description has been neglected,, as child language 

has been described by methods based upon categories and units of adult 

i
i

fi

language. It is methodologically not correct to analyse the child’s spoken 
language with the apparatus of the adult grammar based on written language. 
This runs the risk of disguising the proper relations rather than elucidating 
them. This does not mean, however, that one could simply use adult grammars 
of the spoken language (if there were any) as datum for child language. One 
should rather ask how the system of the child’s language at a certain point is 
formed and how it changes.

3) In looking for the means and strategies used by the child in order to 
use language as an effective means of communication there is the same methodo­
logical danger in applying functional categories. Halliday’s (1975:21) system of 
six functions (Instrumental, Regulatory, Interactional, Personal, Heuristic, 
and Imaginative), which have much in common with Jacobson’s well-known 
functions, have been questioned whether they “really give as much insight 
into how language functions for the child, as they do into the categorising 
principles of the linguist”. (Shields 1980:275). The presentation of the adult 
classification of the child’s “repertory in network form”, obscures according to 
Shields “the actual options exercised by the child by the intervening insertion 
of a web of adult classification material”. One can also question if the early 
utterances of the child serve only one function as Halliday states and if one 
should not, instead of this, proceed hypothetically from a functional hierarchy 
in the sense of Jacobson (1960).

4) Speculations. In a review of 220 papers on child language published 
between 1975 and 1978, Waterhouse (1980:643) found “the following examples 
of speculative conclusions: 1) Generalizing universal principles from data 
from one child, 2) discussing the universal range of individual variation of a 
particular behaviour on the basis of a sample of 3 children, 3) establishing a 

I

model of cognitive performance upon the administration of one part of a 
single IQ test, 4) arguing the existence of cross-cultural universals on the basis

real
of samples from two countries, and 5) claiming on external category sys­
tem (developed by the researcher) to be “mental operations (i.e.... real 

I

operations)”.
5) The deficiency of methodological awareness in many LA works is mani­

fested in the procedures in which hypotheses, which are beyond empirical con­
trol, are set up and then considered not as hypotheses, but as positive informa­
tion, as Chomsky’s LAD (Language Acquisition Device). It
that Chomsky’s starting point (1965:32), which ascribes to the child “an innate

with good reasonIS

criticized by various sides (seetheory of potential structural descriptions IS

Oksaar 1977:205). It has hindered a productive development of LA theory, it
diverts from the problem of getting under control how the child learns the
basic grammatical relations, since they are explained as innate.

6) Methodological objections can be made tothe use of the term universals
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in LA research. W^e know very little about language acquisition and language 
development in non-Indoeuropean languages. It is not correct to compare 
general tendencies in a very small number of languages with universals, parti 
cularly using data based on extremely small samples. (Ferguson/Slobin 
1973:197 f.) Already on the metalevel of description there are difficulties: what 
belongs to morphology in one language, may belong to syntax in another.

7) It is also important to observe the differences in LA and the reasons
for them and to find methods of establishing them. Methodological interest 
in the problem of the systematic differences in language development has, how­
ever, hardly been shown till now; an approach in the field of syntax can be 
found in Ramer (1968).

8) The future techniques of description must consider the development of 
the children’s abilities in social interaction and in the dependency on sociocul­
tural norms of the group, according to their age—an area which has hardly 
been studied up to now. In order to grasp the important dimensions of social 
and linguistic variations, a combination of the correlational and interactional 
approach mentioned in part 1, could on the basis of communicative acts form 
a far-reaching methodological framework.

Integrative approach. In order to interpret the child’s linguistic behaviour 
it is advisable to proceed from an integrative approach (Oksaar 1975a, 1977). 
This approach is based on the fact that the child must develop a communicative 
system and must, therefore, also learn rules of action and interaction. This 
includes the abilities to judge the situations in which his verbal and nonverbal 
expressions are appropriate. The point of departure of the integrative approach 
is neither the word nor the sentence, but a unit of interaction: The communi­
cative act (CA). The CA includes the total frame of action in which the activity 
of speech takes place and is imbedded in the situation. The elements of the 
CA are: 1) partner/audience, 2) subject, 3) verbal elements, 4) paralinguistic 
elements, 5) kinesic elements, 6) the whole affective behavioural characteristics. 
Contrary to the too one sidedly sender-related speech acts of Austin and Searle, 
it has the advantage of retaining both the sender and receiver relatedness in 
communications. The speech act is less appropriate for the analysis of language 
acquisition also due to the fact that it has not taken nonverbal and paralinguistic 
units of communication into consideration.

mutual process of comprehension takes place and also mutual 
adaptation, accommodation and assimilation of speech and other behaviour 
patterns, which may lead, depending on the interlocutor, to the formation o 
variants even for adults. The relationship of gestures to vocal speech, an area

In the CA a

the interlocutor, to the formation
~ xwx auuitj. X iiv- X via Li WAA w*. ----------- > _

regarded with growing interest in LA research, can also be effectively obseive 
in CAs.

interaction’

Language spoken to children is now considered as one of the most fruit 
research areas, having in the last years broadened its attention “from input^ 
interaction (Snow/Ferguson 1977). The papers in Snow/Ferguson (197 
Ingram/Peng/Dale (1980) and Dale/Ingram (1981), offer good orientation

to
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current research in the child’s development of dialogue skills and the nature of 
adult-child and child-child interaction. Already in the twenties psychologists 
have considered the dialogue as the most important and natural form for the 
child’s development (Katz/Katz 1928). The question; what sort of language 
does a child hear?, however, has gained increasing interest first in the sixties, 
though the existence of the very specific register called “baby talk” or “mother’s 
speech” was known already to Hugo Schuchardt, Hermann Paul (“Ammen- 
sprache”), Otto Jespersen (“nursery language”). Why is this simplified register 
so important? It shows that the basis of LA is not just any adult language— 
with “false starts, deviations from the rules, changes of plan in mid-course” 
(Chomsky) but rather a very specific variation of it, whose structure leads to 
the conclusion that it can ease the LA process. According to Brown (in Snow/ 
Ferguson 1977) the old opinion about the order of this process “.\S>CS (adult 
speech>child speech)” must be replaced by a new one, that is “AS>BT>CS 
(adult speech>baby talk>child speech)”. The existence of this register thus 
invalidates one of the basic arguments of the nativist approach: that a child 
could not learn language on the basis of the defective data of natural speech.

This register also has other implications for linguistic theory. Already von 
der Gabelenz (1901) directed attention to its constant influence of adult speech. 
Variants of it do appear in adult-adult interaction. Von der Gabelenz (1901) 
has directed attention to the occurence of it in the speech of lovers; nowa­
days, we can find characteristic features of it, such as specific grammatical and 
phonological modifications, and some of its paralinguistic patterns in the speech 
of native speakers with guest workers. The psycholinguistic reasons which 
seem to dominate in the first tw’o cases are economy and vividness for emotional 
grounds, in the last one economy for better understanding. In this broader con­
text we may come to look from another perspective at questions of language 
than is usually done. Because language use ranks above language change, the 
conditions of language use must be examined first. One can hypothesize that 
the conditions and motives controlling language use also could influence the 
process of language change.

3. On Multilingualism
After World War II research in multilingualism lias been activated all over 

the world, resulting at present in a wide range of issues from educational and 
sociocultural aspects to psychological questions, to mention only the perspec­
tive close to our topic. However, there are not yet suitable theories that could 
offer a solid basis for treating cognitive, attitudinal and social problems arising 
out of the fact that individual and groups are using more than one language 
in their sociocultural environment, though various attempts have been made 
(for a review see Oksaar 1972). Much research has looked at multilingualism 
as if it was a static matter; this can be seen in the methodology, as well as in 
the circumstance that there are so few longitudinal projects. On the basis 

Estonian-English bilingual behaviourof my longitudinal project (1967—1979) on
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in Australia, USA and Canada, and Estonian-Swedish in Sweden, I would like 
to make a few points to some topical issues in current research.

“critical period” for the acquisition of a]) Is there a “critical period” for the acquisition of a second language 
(Lo)? According to Lenneberg (1967) it is not possible to learn a language, 
especially the pronunciation, with a native like competence after puberty, be­native like competence after puberty, be-
cause it is during puberty that the lateralization takes place. His claim sup­
porting lateralization theory has been criticized (Krashen, Dennis/Whitaker, 
Gardener and others), there is also empirical evidence, that Lj can be acquired 
during and after puberty as in the case of Genie, who had no language until 
the age of 13 years and 7months, as reported by Curtiss (1977). It is not even 
unusual, that people who emigrate at a very early age do not learn to speak 
the new language without interferences from Lj, whereas adults have been able 
to do so. The fact, however, remains that a foreign accent is far more frequent 
in the speech of adults than children.

A.S neurophysiological theories alone do not seem to have a secure base, I 
should like to suggest a psychological orientation for building hypotheses. 
Instead of saying that an individual cannot learn a new language with native­
like competence, one could equally well assume that the individual does not 
want to, even if this is unconscious. A lot could speak for this hypothesis, for 

I the personality and the personal identity is being strengthened during this 
period. Many bilingual informants with Estonian and German as Lj, in my 
project, explained that they would feel like they were play-acting if they spoke 

i the Lo with a “perfect” pronunciation, especially when the listener has the 
same Lj or acts as auditory. This places the question of the critical period of 

I To acquisition and use in a new perspective—identity and ethnicity.
2) The following facts should be emphasized. Language use in face to 

face interaction takes place in the ecological near-milieu of people in which 
not only linguistic, but also culturally conditioned behaviour rules are valid, 
which call forth and regulate situationally conditioned behaviour patterns. 
Traditional linguistic models and analysis instruments are not sufficient to 
describe a multilingual person’s code switching, situational interferences, his
violations of pragmatic and semiotic congruence, and to understand their func­
tions and signal values. Research in bilingualism has usually dealt with Li 
and L, first of all from the point of view of language as a system and the 

However, including also individual, neglecting the group and language use.
these factors, Oksaar (1972, 1979) has shown that there are three main systems 
in the repertoire of the bilinguals: Lj, Lo and L,. L„ is constituted of items of 
Li and Lo from all data of language, but it has its own norms of usage linguis­
tically and socially. These norms are directly connected with code switching- 
There is external and internal switching, due to constituents and conditions of 
discourse (Oksaar 1974), L,; develops through the knowledge of two languages 
and the social relations between the speaker and the hearer.

The degree of familiarity between the interlocutors determines the type of 
interference in thg frame of two models of interactional behaviour—the
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Figure 1: LI, L2 and Lx

Table 1: Average usage of types of interference in social interaction r IType of
interference

Social 
relationship

-e -------------- ------------------
------- integrated iunintergated

ms 
transfers

close friends

Í acquaintances 

less acquainted |
. ..
I not acquainted ¡

Type of interference

loan Ioan
ms 

transfers i translations

(X) I

(X) (X)

creations

From: Oksaar (1980)

norwaitve model, with attention on Li norms, and the rational (spontaneous) 
model, with focus on effective utterances, according to the demands of the 
situation. The traditional concept of interference has to be differentiated: 
There are linguistic and situational interferences, the latter are deviations from 
the pragmatic norms of situation in which the communicative act takes place 
and that demand a certain kind of verbal and/or nonverbal behaviour. They 
occur in connection with the culturemos of greetings, thanking, addressing a 
person, etc. It is necessary to operate with the concepts of cultúreme, behavioural 
patterns in contact with other people, and behavioureme in this model, as routine 
and ritual does not cover the whole field. The mere fact that people greet each 
other, is a cultúreme, /low’they express it—verbally and/or nonverbally and/or

I
I

X

X

X

X

I
i
1 X

X X
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cxtra-verbally, is a behavioureme. Thus greeting in German culture is: sayinrr 
“Guten Tag” or nodding the head only, or doing both and shaking hands-^ 
all depends on the relation to the partner and situation. There is then, also, a 
model of Culturei, Culturea, and Culture^, the latter having elements of both 
but with its own norms of realization. Situational interferences can, more than 
linguistic ones, lead to miscommunications and communicative conflicts. Devia­
tions from Lj are more easily overlooked by native speakers than deviations
from C2, when they communicate with foreigners. The effect of a wrong
behavioureme cannot be eliminated by the context of the situation, as easily
as the effect of a wrong form can by the linguistic context. A could interpret
B’s verbal and/or nonverbal behaviour as impoliteness, nonchalance or insensi­
tivity, being ignorant of B’s cultural system.

nonverbal
I

gaze, facial expression, 
gesture, body movement

cultúreme
I

behavioureme

extraverbal
I 

time, space, 
proxemics

verbal
I

words, paralinguistic 
units

Figure 2: The cultúreme model

The models are important for the analysis of language change and change 
of communicative behaviour. Through the normative model Lj receives loan 
creations; the rational model is the source of loan words. This process is 
dependent on the attitudes of the speakers. During the process of borrowing, 
many speakers react negatively to the items borrowed, but feel neutral or posi­
tive towards loans that have been integrated into Lj some time ago. The pro­
cess of acceptance of new linguistic items needs more investigations; concerning 
new items via C^, there is hardly any research yet. The models connect psycho- 
and sociolinguistic concepts, on the basis of the CA.

The interaction of the elements of the CA can be represented by a con­
gruence model. Understanding and misunderstanding depend on at least four 
congruences. In addition to the usual congruences a linguist has to deal with— 
the grammatical and semantic congruence—we suggest two more congruences— 
the pragmatic and the semiotic one. I consider pragmatic congruence to be 
agreement between the contents of the verbal, paralinguistic and non-verbal 
information carriers. Semiotic congruence points to agreement of behaviour 
patterns in time, space and action. The entire communicative act must cor­
respond to the norms of situation.

What is
studies in

needed for the eighties in psycholinguistics? More longitudinal 
language in action, more cross-cultural research; more attempts to



r E. Oksaar 303

overcome the difficulty of communicating across discipline boundaries and more
interest in qualitative methodology.

In studying language acquisition and communicative behaviour of mono- 
and multilinguals in natural settings we may find hypotheses for the explana­
tion of at least some mechanisms of language use and language change.
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Psycholinguistics and Linguistics:
Old Relationships and Promising Prospects

Tatiana Slama-Cazacu
University of Bucharest

0. I will but briefly speak about some aspects of the relationships betweert 
linguistics and psychology or psycholinguistics (PL) in the past.’’ More exten­
sion will be given here to my own psycholinguistic approach and to a tenta­
tive prognosis of the aforementioned relationships. This solution seemed to 
me more appropriate, as I cannot speak exhaustively about all the other present­
day PL approaches. The reports to be presented in the same section will 
undoubtedly bring up contributions regarding various other trends.

1.0. I am not an adept of complaining on the “ruins of the past”. The
more so when we have to deal with some of its most “critical” aspects. But 
nor do I think that we could discuss about present PL and especially about 
the PL we are dreaming of for the future times, without at least mentioning 
some of the mistakes that were made. We may only hope (a vainless hope 
perhaps) that via such an “exorcism” they will be avoided from now on. It is 
all the more necessary to discuss them at the first international congress of 
linguistics of this new decade, as some of the “faults of the youth” of PL are 
linked to a great extent to the relatively recent history of linguistics (and less 
to the other mother-science, i.e. psychology). Mainly in the sixties, the connec­

«
tion between linguistics and PL was mostly patterned from cause to effect (the 
latter being PL—see the influence of generative-transformational linguistics). 
There was also, to a certain extent, an inversion of the relation, that could 

'discourse analysis”,
be noticed especially in the seventies (see the proliferation of such trends as 
sociolinguistics, “pragmalinguistics”, “text linguistics , discourse analysis , 
etc,). For the future—in view of a fruitful development of linguistics , I per­
sonally should certainly hope that this determinism of PL on linguistics may 
increase, with one condition, however: that PL be well directed itself, so that 
it may be of real help to linguistics and not an obstacle or an additional burden

for it. . . ................... ....
1.1. The results of the old analyses of “psychological linguistics often seemed

1) With? few changes, the text of this report is the same as the one sent in July 1981 
„1 rennrts Dublished in advance by the Xlllth Internationaland printed in the volume of plenary reports published r.. _ ' •

Congress of Linguists (distributed before the Congress). Notes added, that include someSts lUlMllUUlCU UCIVIV iwv ------o ,
the oral presentation of my report (at the Congress plenary session), mostly 

(here refered to as rx, i.e. (volume of) printedremarks I made in
concerning E. Oksaar’s and W. Levelt’s reports 

■ to 
or

reports”), which I only had the opportunity 
Notes also include some of my comments < 

read after having sent since long my own report.
questions, which I made during theanswers to

discussions that followed after the oral presentation of the reports.
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Э rely on an impressionistic method: hence the difficulty of acknowledging 
learcut and, especially, objective psychological principles to be used in 
inguistics. This was the main reason, in the past, of the mistrust shown by 
ome linguists for the psychological approaches of linguistics, that were there- 
ore deprecatingly labelled “psychologism in linguistics” (see also De Felice, 
966, p. 16).

It is well known that it was only after the almost programmatic develop- 
nent of psychology as a (relatively) exact science, in the late forties, while 
rying to process data that were objectively gathered, that it became possible to 
stablish other relationships between linguistics and psychology. This fact 
nought to the development of the new discipline, “psycholinguistics”. Men- 
ion should be made here of the contribution of the concept of interdiscipli- 
larity, that meant, in all sciences, something else than a mere collaboration 
imong various fields. As to the relationship between linguistics and psychology, 
hat meant, on the one hand, the development of a real interdisciplinarity, an 
'integrated” one, as we named it (Slama-Cazacu, 1981). This calls for the re- 
alacement of a simple “exterior collaboration” with a fusion of common aspects 
)f the two sciences, and, even more, their integration within a new sui generis 
msemble. Hence our emphasizing (Slama-Cazacu, 1973 [1968]) that PL should 
эесоте a new, autonomous (independent) science, as it is neither a branch of 
asychology nor a branch of linguistics. On the other hand, the new relation- 
ihips between the two basic sciences also implied the existence of two sciences 
that had been evolved in the meantime: scientific psychology that we have 
ilready mentioned, and linguistics that, in its turn, had a different pattern— 
the “structural one—and was able to understand and accept the concept of a 
‘language in function” (although it was unable yet to apply this concept to 
the practice of language study).

1.2. As soon as it was created, this new field, “PL”, met with criticism—
Eor new reasons this time. There were either some linguists who considered it 
a redundant label—that could have been synonymous with “a well done linguis­
tics”. Or there were some others who identified it with one trend or another 
(such as behaviorism or, later on, as generative-transformational linguistics 
[GT]): as they did not accept scientifically that trend, they consequently also 
rejected the field which was confused with it. On the other hand, I might say it 
was conversely damaged by “blind love”, by a non-critical adherence to theoreti­
cal conceptions fundamentally unfit for a field that should not ignore the reality 
of “language in function”. I am mostly referring to the influence of GT lin­
guistics—which I cannot consider as an aspect of the past, already gone and that 
should be forgotten.

count

1.3. The attempt, in the sixties, at making PL depend on GT linguistics 
overlooked some contradictions (that were not noticed or not taken into ac- 

although they were fundamental) between PL as it ought to be and a 
conception operating with “data”, not with “facts” that were supposed to “go 
well beyond these observations”. (Chomsky, 1961, p. 219).
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N. Chomsky proved a special attachment towards psychology (see, inter 
alia, the very psychological concepts of “competence/performance”) and went 
as far as dissolving linguistics in psychology (while considering linguistics as a 
“particular branch of cognitive psychology”: Chomsky, 1968, p. 1). Modern, 
“scientific psychology”,^• however, would hardly recognize itself in Chomskyan 
abstractions, as “the ideal speaker/listener”, “unaffected by such grammatical-

2) Dr. W. Levelt asked me what I intend by "scientific psychology” and why would it be 
an "incompatibility” between it and the Chomskyan conception. (I had in mind, of course, the 
well known concept of N. Chomsy’s "ideal speaker/listener"). My answer (but summarized here) 
was that modern scientific psychology starts from (i.e. has both as its "major subject matter”—as 
Dr. Levelt admitted—and as a postulate) the concrete individual, with all the variables this
concept involves. No scientific researcher in modern psychology can ignori -whatsoever variables
he aims to principally study—subjacent variables such as the Versuchsperson's personality, age, 
context of life, momentary disposition, etc. (all requirements that are studied by any student 
in psychology!): this means that we struggle for keeping into account the concrete being 
"used” as a J'ersuchsperson in an experiment. (Advocating for experiments as well in psychology 
and in PL, I hate even—the same as do many experts in present psychology—doubts if sometimes 
laboratory does not bias our results as far as the very reality is concerned, because the individual 
may behave in a different way in a laboratory than in “real” life, will have a different moti­
vation, is surrounded by a "distillated” atmosphere, etc.). Only starting from such a study (at 
least, aiming to knowing and taking into account the concrete individual), we can arrive to 
the general knowledge, principles, laws—aimed to by any science—that would rnirror what 
happens in the very concrete reality and would not be derived from speculations or from the 
imagination of a researcher. Hence there is no contradiction between the study of "concrete 
individual” by modern scientific psychology and the general laws of psyche that are its final 
aim, or its postulate (starting from or arriving to the general laws of the concrete human in­
dividual). Therefore, there is an unavoidable incompatibility between modern scientific psy­
chology and theories that operate with concepts such as the "ideal speaker”. That is why 
some Chomskyan hypotheses were not validated by psychologists (such as, in the 60s, by G. 
Miller), and also why N. Chomsky enhanced such artificial separations as the one between
syntax and semantics. or competence/performance, thus also Ignoring the very reality of
concrete communication (which can not be ignored by modem scientific psychology). One 
major counter-argument is often formulated (and it was expressed here by Dr. S. Grünwald 
too): "GT changed” and "situation is no more so bad as it was before”, hence one criticism 
or another is no more up to date. However, with such a trend, that changed so frequently.

reference point that be “sure” or "stable”—at least forit is impossible to find his way and a
what in science can be considered "a while”—within such a very fast dynamics. It is true that 
any scientist changes—or even has to change—something in his views (Dr. Levelt mentioned 
the name of W. Wundt in this concern): with some conditions, and first of all: that such 
changes be not so frequent, and not so radically or essentially different (unless a trend would 
be differently defined or the scientist lose his personality). No such radical change was operated 
within GT. and the "abstract” individual, or language as an abstraction (separated from the
act of communication), or splits within the human being—see below, note 6—are still the basis 
of this theoretical conception. We have witnessed even during this session that essential changes 
did not occur: for example, a GT faithful disciple manifested his non-agreement with the 
thesis of the "concrete individual”; Dr. M. Bierwisch put even as an aim for PL to adopt its 
methods from "physical sciences” (i.e. ignoring the human specificity of the subject matter of
linguistics and of PL).
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|y irrelevant conditions, as memory limitations”,2> etc.: Chomsky, 1965, p, 3
PL based on the GT linguistics of those years operated with hypotheses, 
pepts, even with Chomskyan methods, heedless of the contradictions and 

con­
utter

ncompatibility between the fundamental postulate of present-day scientific 
psychology, the real concrete man, and the main theme of Chomskyan linguistics 
the study of “competence” separated from “performance” and derived from 
‘the ideal speaker/listener’s” knowledge about language.

Within this framework, the relationships between linguistics and psychology
—or PL derived from GT- :ame to speculations on the concept of “innate
anguage” (the “inneistic” thesis) or on some other Chomskyan hypotheses, or 
rere reduced to experiments (the majority of them “built up”, not in the least 
athered from a corpus) isolated from any situational context or even from a 
inguistic macrocontext and beyond the real act of communication.

Such substantiations of the relationships between psychology and linguistics 
j2d either to deadlocks or mistrust shown by linguists who were “traditionalists”, 
ir just “outsiders,” or by those defending the objective study of the language 
[acts gathering) and the principle of taking into account language “as it 
jmetions”.
1

(

2.0 . The conception that I applied for more than 30 years (see Slama- 
iazacu, 1956 [1954], 1961 [1959], 1973 [1968], etc.) was verified through per- 
)nal researches, as well as through researches carried out by other authors.
ad, in fact, I realize more and more that it represents a directioon widely spread 
(day as a “fashionable” trend. I will further mention some of the linguistic 
msequences of this psycholinguistic conception.

2.1 . While briefly summing up this conception, may I emphasize, on the 
le hand, the idea of integrating every message “utterance”, “sentence”, “text”, 
c.) in the act of communication (that implies emitters and receivers, inter- 
lated in a social relation^K On the other hand, the idea of integrating the 
essages in contexts of various levels (explicit: linguistic or verbal, and non- 
Tbal—gestures, facial expression, etc.—; implicit: situational, social and 
storic, as well as the context formed by the internal and external coordinates
the emitter etc.: schemes 1 and 2). In oral communication (predominant in

iman life), but also in writing—in forms we cannot possibly discuss here ,
e dialogues prevails, with it specific “dialogued syntax”, together with a
ntinuous “mixture” of verbal and non-verbal elements,in what I have
led “mixed syntax” (Slama-Cazacu, 1961 [1959], 1964, 1976, etc.). This con- 
ption takes into account emitters and receivers as human beings whose psyche

scientific) This is another example of a restriction that could not be admitted by modern 
chology, memory limitations” can never be ignored and one could even say that they aic’ 
t of the general” psychological features.
) Here 1 find
tented in her

one of the major points of agreement between E. Oksaar’s approach (3®

ween botli
I .Another

printed report—PR) and mine. Generally, there are many points in common
reports.
point of toiiicidcnce with E. Oksaar’s report.
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I

is socially determined. At the same time, it takes into consideration the influence 
of the entire human psyche on the message and conceives the organism as a 
whole (of course, including aspects or parts that have their specificity)®). This 
implies the close relationships between thought and language, the stress laid 
on the importance of consciousness in the emitter’s activity of organizing the 
message and in the activity of interpretative reception of the message, etc.).

The study of every fact in relation with the various contextual levels and.
at the same time, conceptualizing the context 

f

as an organized but moving
(dynamical) structure, all these are essential and specific peculiarities of this 
conception that I called “the dynamic-contextual theory’’ (D-C) (with its own 
adequate methodology). Special stress is being laid, in this conception, on 
substantiating every assertion with facts (gathered from corpuses derived from 
real communication, and as far as possible from experiments). I also advocate 
the necessity of statistical data processing Jtefore any attempt at generalization, 
and of their interpretation (the necessity of explaining the facts): PL is not a 
descriptive discipline, neither is it a discipline of data systematization, it is an 
explanatory field. As an example of this approach we may mention the pro­
pensity to the study of real communication—the oral one for instance—with 
everything this implies: hence the integration of any utterance in the contexts 
of various levels, the inclusion of non-verbal elements together with the verbal 
ones—-whence the study of “mixed syntax”—, the opportunity of realizing the 
dynamics of message concatenation in dialogues—with the characteristic 
peculiarity of completing “reply” via the previous and following ones, whence 
the study of “dialogued syntax”^’—, within the framework of a situational and 
social context, actually of afferent activity.

I consider that “dynamic-contextual PL” can reveal indeed the aspects of 
human communication as it really is, and even some phenomena of language 
as it functions (that appear when language is studied within communication and 
in connection with human psyche, the latter being considered within the social 
context, beginning with the relationship between emitter[s] and receiver[s]). 
This approach has implied since long (see, e.g.. Langage et contexte, 1961

6) This integrative approach prevents me from subscribing to such splits, as the “classical” 
ones in Chomskyan theory (between competence and performance, for example), or the splits 
operated in his report by Dr. W. Levelt between the "modules” (a concept now in fashion in 
biology and for which he strangely feels it necessary to make reference to a linguist, N.
Chomsky): the “modules” are considered to be “autonomous”, interaction being absent ’ be­
tween modules (cf. PR, p. 244). I find here, again, the obsessional path followed by Chomskyan 
tradition, namely that of dichotomies where the two members are separated.

7) See also very recent studies that I published using large corpuses of dialogzie (Slama- 
Cazacu, 1982a). The study of language functioning in a dialogue may offer other results than 
studies on narration: anaphora and maintaining anaphorically the same referent is not “specific 
to narration” (cf. W. Levelt, PR, p. 249), and it very probably was not so much observed in 
children by Dr. Levelt’s coworkers not only because in children's narration parataxis dominates— 
and anaphora mostly appears in hypotaxis—, but also because apparently only narration was 
studied in Nijmegen from this point of view, while anaphora occurs very much in children's 
dialogue.L
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ly irrelevant conditions, as memory limitations”,®' etc.: Chomsky, 1965, p. 3 
PL based on the GT linguistics of those years operated with hypotheses, con­
cepts, even with Chomskyan methods, heedless of the contradictions and utter 
incompatibility between the fundamental postulate of present-day scientific 
psychology, the real concrete man, and the main theme of Chomskyan linguistics 
(the study of “competence” separated from “performance” and derived from 
"the ideal speaker/listener’s” knowledge about language.

Within this framework, the relationships between linguistics and psychology
—or PL derived from GT- ame to speculations on the concept of “innate
language” (the “inneistic” thesis) or on some other Chomskyan hypotheses, or
were reduced to experiments (the majority of them “built up”, not in the least 
gathered from a corpus) isolated from any situational context or even from a 
linguistic macrocontext and beyond the real act of communication.

Such substantiations of the relationships between psychology and linguistics 
led either to deadlocks or mistrust shown by linguists who were “traditionalists”, 
or just “outsiders,” or by those defending the objective study of the language 
(facts gathering) and the principle of taking into account language “as it 
functions”.

2.0. The conception that I applied for more than 30 years (see Slama- 
Cazacu, 1956 [1954], 1961 [1959], 1973 [1968], etc.) was verified through per­
sonal researches, as well as through researches carried out by other authors, 
and, in fact, I realize more and more that it represents a directioon widely spread 
today as a “fashionable” trend. I will further mention some of the linguistic 
consequences of t/iis psycholinguistic conception.

2.1. While briefly summing up this conception, may I emphasize, on the 
one hand, the idea of integrating every message “utterance”, “sentence”, “text”, 
etc.) in the act of communication (that implies emitters and receivers, inter­
related in a social relation^K On the other hand, the idea of integrating the 
messages in contexts of various levels (explicit: linguistic or verbal, and non­
verbal—gestures, facial expression, etc.—; implicit: situational, social and
historic, as well as the context formed by the internal and external coordinates 
of the emitter etc.: schemes 1 and 2). In oral communication (predominant in
human life), but also in writing—in forms we cannot possibly discuss here , 
the dialogues prevails, with it specific “dialogued syntax”, together with a
continuous “mixture” of verbal and non-verbal elements,®) in what I have 
called “mixed syntax” (Slama-Cazacu, 1961 [1959], 1964, 1976, etc.). This con­
ception takes into account emitters and receivers as human beings whose psyche

) This is anotlicr example of a restriction that could not be admitted by modern scientific 
psychology, memory limitations” can never be ignored and one could even say that they aie 

the general” psychological features.
points of agreement between E. Oksaar's approach (as 

present in her printed report—PR) and mine. Generally, there are many points in common

a restriction that could not be admitted by modern sc

between both reports.
.5) .Another point of toiiititlciicc with E. Oksaar's report.

I
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is socially determined. At the same time, it takes into consideration the influence 
of the entire human psyche on the message and conceives the organism as a 
whole (of course, including aspects or parts that have their specific!ty)®>. This 
implies the close relationships between thought and language, the stress laid 
on the importance of consciousness in the emitter’s activity of organizing the 
message and in the activity of interpretative reception of the message, etc.).

The study of every fact in relation with the various contextual levels and.
at the same time, conceptualizing the context as an organized but moving
(dynamical) structure, all these are essential and specific peculiarities of this
conception that I called “the dynamic-contextual theory” (D-C) (with its < 
adequate methodology). Special stress is being laid, in this conception.

own
, on

substantiating every assertion with facts (gathered from corpuses derived from 
real communication, and as far as possible from experiments). I also advocate 
the necessity of statistical data processing ^fore any attempt at generalization, 
and of their interpretation (the necessity of explaining the facts): PL is not a 
descriptive discipline, neither is it a discipline of data systematization, it is an
explanatory field. As an example of this approach w’e may mention the pro-

II

pensity to the study of real communication—the oral one for instance—with 
everything this implies: hence the integration of any utterance in the contexts 
of various levels, the inclusion of non-verbal elements together with the verbal 
ones—whence the study of “mixed syntax”—, the opportunity of realizing the 
dynamics of message concatenation in dialogues—with the characteristic 
peculiarity of completing “reply” via the previous and following ones, whence 
the study of “dialogued syntax”'^’—, within the framework of a situational and 
social context, actually of afferent activity.

I consider that “dynamic-contextual PL” can reveal indeed the aspects of 
human communication as it really is, and even some phenomena of language 
as it functions (that appear when language is studied within communication and 
in connection with human psyche, the latter being considered within the social 
context, beginning with the relationship between emitter[s] and receiver[s]). 
This approach has implied since long (see, e.g.. Langage et contexte, 1961

6) This integrative approach prevents me from subscribing to such splits, as the “classical” 
ones in Chomskyan theory (between competence and performance, for example), or the splits 
operated in his report by Dr. W. Levelt between the "mcxlules” (a concept now in fashion in 
biology and for which he strangely feels it necessary to make reference to a linguist. N. 
Chomsky): the “modules" are considered to be “autonomous”, interaction beine “absent" be­
tween modules (cf. PR, p. 244). I find here, again, the obsessional path followed by Chomskyan 
tradition, namely that of dichotomies where the two members are separated.

7) See also very recent studies that I published using large corpuses of dialogue (Slama- 
Cazacu, 1982a). The study of language functioning in a dialogue may offer other results than 
studies on narration: anaphora and maintaining anaphorically the same referent is not “specific 
to narration” (cf. W. Levelt, PR, p. 249), and it very probably was not so much observed in 
children by Dr. I.evelt’s coworkers not only because in children’s narration parataxis dominates— 
and anaphora mostly appears in hypotaxis—, but also because apparently only narration was 
studied in Nijmegen from this point of view, while anaphora occurs very much in children’s 
dialogue.L
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[1959]) an-in-depth study of “the speaker” or of “message production”«'.
2.2. There follow, I think, some important consequences for linguistics 

The conclusions will show that I do not imagine as being possible yet to give 
up the schemes of traditional linguistics, and hence a complete change of

linguistics as well, that may enable it to break its traditional deadlocks, and_
the much important—especially the present one. Nevertheless some modifica-
tions are possible for the time being, and some of the facts brought to light by 
PL researches resulting from the above mentioned conception can be useful
to present-day linguistics.

2.2.1. The first consequence of D-C psycholinguistic conception is the 
necessity of studying each utterance in a context (linguistic, situational, etc.). 
Irrespective of the “unit” that might be taken as “fundamental” in linguistics 
(“word”, “transphrastic text”), this should be considered as a (micro)-context, 
but has to be overcome too and integrated in other contexts, of various levels, in 
view of its correct interpretation (by the linguist or by the receiver of the com­
munication act). I shall not dwell on examples that are already commonplace, 
such as solving syntactic polysemies of the type la vengeance des oiseaux (“the 
revenge of the birds” or “the vengeance of the birds”), or amor patris. Neither 
shall I insist upon the establishing of the exact reference of pronominal adjectives, 
adverbs of place, of anaphorics, or of the acceptability of the utterance only 
with reference to a context.

I shall mention the fact that apparently the “principle of adapting to the 
context” (formulated more than 30 years ago: Slama-Cazacu, 1956 [1954]) is 
acknowledged now and applied, without having in view, however, all its logical 
consequences. For instance, whereas anaphorics can be interpreted only in a 
context, one has to admit not only the fact that “intraphrastic” (intra-sentence) 
relationships have to be very often surpassed, but also that linguistics cannot 
ignore extra-linguistic contexts (data related to the coordinates of the emitter, 
of the situational context, etc.). Or: an apparenly non-sense, though grammati-
cally correct utterance, such as Flowers pick up humans (cf. also the “notorious”
Colourless green ideas sleep furiously), is semantically acceptable as well in the 
context of a poem written by a Romanian modern poet. Acceptability/non- 
icceptability are concepts which, I think, have no sense unless they are com-

8) .An aspect also largely studied in our works since long (see Slama-Cazacu, 1961 [1959], 
-hapter Technique du langage, or 1973 [1968], Part I, Chapter 3, etc.). That is why I was
stonished by Dr. W. Levelt’s repeated assertion that this study was neglected in PL—or. for 
3me details, that they arc completely new as an issue of Dr. Levelt’s Institute. I have a great 
cspect for the activity of this Center—so as I have for any scientiBc work—, but much of 
hat is considered in Dr. Levelt’s report as being new was already suggested, investigated, 
iscussed, and sometimes advocated for with what was called as a “courage” in the debates of 

and I have done it in some books also translated in more fortunate languages than 
omanian, hence easy to be read, the much more as they were published in Dr, Levelt’s own 

"ere also, these last few years, several studies published on this topic, research 
m various countries, and international meetings organized (as the one in Kassel,

Hintry. There 
>ne in centers
•80, on “Speech production”).



í
pleted by the phrase “within a certain context” (the Romanian utterance Cai
verzi pe perep—“Green horses on the walls”—seems not only semantically, but
also grammatically incorrect because the verb utnbld “run” is missing; it is
however perfectly acceptable to Romanian speakers, with the meaning “to speak
to no purpose”, “to talk nonsense”).®)

AVhile applying the principle of context reference especially in oral com­
munication (where the situational context is greatly implied) “ellipsis” is

t,
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inexistent in fact; therefore it appears to be a false problem of traditional
grammar (Meillet, 1921, p. 60 correctly noticed that some sentences should not be 
considered elliptical only because they have one single component). In fact, any 
utterance, in real communication, is completed by the context, so that ellipsis 
exists but in a schematic view of grammar (when excluding from grammar both 
the completion through dialogical syntax or through gestural components, or 
indirect references to objects in a situation, or to the emitter’s coordinates that 
are known to the receiver, etc.; in the written text the completion of the sentence 
through the linguistic context). E.g.: “[Get] doiun [from the tree]!” (quoted 
from Slama-Cazacu, 1961 [1959], p. 213). —

2.2.2. Another consequence: The necessity of studying grammar in the real 
act of communication, that is in dialogue and taking into account non-verbal 
elements. Hence, the study of dialogical syntax (still almost ignored by
“grammar”), in which the sentences can have connections “at a distance”. as
they are completed by the replies of other partners, or “over” their replies. 
E.g.: “[John is speaking:]—that man ...—[Helen:]—was a high thief...— 
[John:]—no, kindhearted” (Slama-Cazacu, 1982a).

2.2.3. From the methodological viewpoint of studying grammar in real com-
munication there also results the necessity of taking into account the “mixetl 
syntax”. The verbal elements are replaced, to a great extent, within the same 
sequence, with non-verbal elements that are objects, attributes, etc. (so the non­
verbal elements do not have only the stylistic role of potentiating the verbal 
elements: cf. Slania-Cazacu, 1973, a.o. studies). E.g.: "Take [the bag, shown or 
given] and buy some bread. Here [giving the child same coins], don’t lose them!
(other examples, in Slama-Cazacu, 1961 [1959], p. 213, etc.).

The role played by gestures and facial expressions, using the objects or the
“space” as such in communication can no longer be ignored by grammar. At
any rate, for the time being, the study of deictics (connected with everything 
that is included in a situation) has become a "fashion”, so that the studies that
have been published lately are likely to call for a re-examination of the view-

9) I did not give here many other categories of examples of context dependency, which 
were studied by me (among others. o:i anaphora, deixis, ellipsis—of which Di. Levelt 
"little is known"—PR. p. 248). However, as Dr. Levelt mentions in his report—speaking about 

............... . ... Nijmegen—the fact that "A speaker may use a word which 
correct, blit the context also allows for another reading (PR. p. -53). may 1 mention 

lostly presented, ¡n exieuso. in the

new research done in
reading is
rny experiments, done a long lime ago (see 1961 [1959]—i•in«

asserts

on one

Romanian \ersion). as
ilifferenih read by tlie speaker in different contexts).

tt null. — j

well as examples such as: the Romanian verb uiiibla and umblii- (hente
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point of the so-called “linguistic grammar”.
2.2.4. The necessity of studying grammar in social contexts while taking 

into account the adaptation of the interlocutors to the partners and to the 
situation. Hence the selection of means of grammatical expression that can be 

1 correct or not according to its being suited or not to the situation or to the 
I partners’ social status, to their knowledge about the emitter, etc. This is a
desideratum that is achieved to a great extent by present-day sociolinguisticsI LlColtlCraLUlIl LllclL la dLlHtVtU lU ^ICdb CALClll Uy pi CaCIlL-Lldy '^vLlOlingUlStlCS 
(SL). However, it would be scientifically incorrect and damaging to this study
if one considers we are dealing with a "discovery” of SL or that SL alone can
solve this study.

The thorough study of oral communication (through PL methods for the 
time being) is likely to call for a re-examination of some normative rules of 
the “official” grammar (especially that taught in school) and exceptions to the 
accepted rules might be admitted. This necessity will be more and more 
imperative when more elaborate studies are made on communication during 
the process of work and of activity in general (see Slama-Cazacu, 1964).

2.2.5. The necessity of introducing, in the study of grammar and in stylis­
tics, para-linguistic elements occurring in real communication. E.g. the parasiti­
cal elements of hesitation (typical sounds for each language: as, in Romanian,
39 : Ym : ... ; in English ar : . . .) ; or clichés marking hesitation (“/ mean
]...”); or other para-linguistic elements with special functions in the sentence, 
as “blank” pauses with deliberately meaningful role (caution, contempt, etc.), 
lor unintentional (showing the receiver the emiter’s deliberation in choosing an 
alternative).
I 2.2.6. There is another aspect that can be mentioned here: the expression 
fs organized on an interior plan, before its becoming an exterior, sequential 
fact. This organization^®) that begins at the pre-locutory level, on a mental 
plan (where thought and affectivity occur as well), implies, of course, a specific 
psycholinguistic study or even a strictly psychological study, but the problem 
itself is also interesting for the linguistic study of grammar. Once the subject 
t»f a sentence has been chosen, the entire following pattern is also determined 
cf. Warland, in Pottier, 1966, p. 101); or, as Pottier (loc. cit.) mentioned, when

10) See above, note 8. In Langage et contexte for instance (e.g. p. 165, 167, foil.) the 
hronological arrangement of discourse components was dealt with in details. It is sure that 
»earch done in Nijmegen will give us more details and even new facets of these aspects, 
■lit omitting from References tlie pioneering works, or asserting that nothing was done before, 
r ignoring what was already studied is at least not efficient for the economy of a research, 
oucerning "linearization” itself: I do not consider that speech production should be envisaged 
ily or mostly as a simple chain-like or simply “linear” construction: "Language has only 
ipaieiitly a linear dimension, that of time: it cumulates succession and simultaneity” (Slama-

1 
I

azacu, 1961 [1959], p. 186); let us think to the super-segmental dimension at least, even if 
ic does not take into consideration—as one should do—also gestures or other nonverbal com­
ments of the same message, occurring simultaneously with the “words” chain, within the 
me time unit. The effect upon computer models of language and the programs will continue

be of an extremely iineffective influence, if this pluri-dimensional complexity of human
essage (and of "speech production") will be ignored.

L.
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you begin a sentence repeating (in French) les, les, les, that means you know 
that a noun in the plural will follow. The problem is not as simple as it seems 
to be: hesitations, repetitions, recurrences, self-correction, all prove these diffi-
culties in expressing a thought grammatically. The slips of the tongue may also 
prove sometimes the same process of organization on an interior plan, rather
complicated too: “the Batt [le of Watt] erloo” Slama-Cazacu, 1961 [1959], p. 171), 
or: un callo de poldo instead of un caldo de polio (Pottier, 1966 a, p. 95).

3.0 . Consequently, here are some characteristic features of the D-C concep­
tion: the stress laid on the study of the means of communication in real 
"pragmatical” situations of life; on aspects of oral communication that are not 
fully known yet (hence the study of the dialogue); on the connection between 
messages and the psyche of the emitters/receivers, deeply determined socially; 
on the role of the context (at various levels); on the surpassing the “phrastic” 
level when analysing the language facts (“transphrastic analysis); on the connec­
tion “at a distance” of the different elements of a text and on the transformation 
or even the elimination of the concept of “grammatical ellipsis”; on under­
standing the message as a structure intentionally organized by the emitter (a 
structure that also includes extra-linguistic cues—with the indicated “objects” 
as well—and the non-verbal signs, which the emitter presumes to be known to 
the receivers or perceptible for him; on taking into account “the implicit” in 
reception (which is in fact an "interpretation” of the message, going beyond 
what is explicitly given verbally by the emitter: a concept also discussed since 
long in Slama-Cazacu 1961 [1959]).

3.1 . Today, some of these emphases may give the impression of a “déjà vu” 
or, for others, of something new, and discovered ab ovo by them. Various actual 
trends emphasize one or the other of the above mentioned concepts: “prag- 
malinguistics”, ‘‘text linguistics' ‘discourse analysis”, the ‘‘theory of presup­
position” and of “expectation”, “semiotics”, SL. At any rate, it is not the D-C 
theory and methodology that has “copied” or eclectically gathered its various 
characteristics from the trends “fashionable” today. The historical reality is 
that our works that have defended these concepts (or that have even “struggled” 
to enforce some of them) are by far anterior to these trends. It is more significant 
however to notice that what is important for PL and in general for the linguis­
tics of the future is not so much the separate one or another of these characteris­
tics. to put the stress on only one of them, but to integrate them what it was 
done since long as far as I am concerned—in a unitary whole. Emphasizing their 
co-existence, in an integrative view, means also to logically connecting them 
reciprocally: for instance, relating the concept of “dialogical syntax to that of 
“contextual connection”, of “mixed syntax”, etc.).

It is peculiarly important to follow to its last consequences each of these 
concepts and principles, as well as their ensemble. Very probably, the drawbacks 
of some modern trends and the deadlocks they reach come from the onesidedness

L of each of the above mentioned trends, from the fact they are not derived from 
a unitary theoretical conception that may account for them.
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3.2. Therefore it is not indispensable to D-C psycholinguistic conception 
to mark its limits as against SL and the other trends. The necessity of such a 
delimitation may occur for these unilateral trends, which in fact appeared after­
wards. This delimitation might be useful not in order to help psycholinguists 
to make a “living” and keep their jobs, but in view of delineating the specificity 
of each approach and their peculiar capacities in the theoretical solution of some 
problems and in research methodology. It is also necessary not to forget that 
while asserting only one peculiar aspect, one should not neglect the other 
aspects either. Only thus may these trends and disciplines be really useful for
the linguistics of the future and in general for the study of human 
munication.

com-

3.3. Is such a PL but a “well-done linguistics”? (as Roman Jakobson said 
in his report to the International Congress of the Linguists in 1967; he did not 
include this statement in the published text, see Jakobson, 1970)? I personally 
do not think so. There are essential differences between PL and linguistics 
(differences that were pertinently pointed out by Jakobson [1970] too).

Just in case—one can hardly hope for—when it would be decided by a
consensus to transforming linguistics radically in such a direction, the following
possible consequences could derive: a) either linguistics would disappear (see 
the Chomskyan hypothesis of dissolving it into “cognitive psychology”) and it 
would thus become a “well-done” PL; b) or language as such (an abstract 
concept, the general—therefore abstract—system of signs) would be no longer 
studied by any field (or a new one would be especially created to this end), 
because PL (that would be this “well done linguistics”) cannot accept it as its 
subject. I do not think that linguistics is “badly done” because it studies the 
level langue. It is important however for linguistics to take into account the 
existence of the level parole, as well as the explanation of phenomena, that can 
be specifically given by PL. This explanatory science in the true sense of the 
word should link the language facts to the human psyche included in the social, 
while considering the consequences of this determinism for the study of human 
communication.li>

11) Dr. W. Levelt asserted, in his synthesis of discussion, that in this Congress plenary
weresession PL was not represented in ali its trends, because many other psycholinguists 

absent. In my own synthesis—which happened to be the last—I expressed my opinion in this 
concern, maintaining that the general main trends in PL were represented indeed. My assertion
was not based on a lack of bibliographical information. On the contrary, not only I receive 
(as the editor of the "International journal of psycholinguistics”) many papers of PL from 
all over the world, but I also know and read almost all what was published in this field (and 
also make references about—which is unhappily not a frequent procedure). On this basis I
can maintain that PL of today was represented in its main trends. These are, in fact, the two Zl 1 1 A .»fl* __ - » • I »fdirections of human mind, also symbolized in the well-known Raffael’s painting "The School of
Athens" , where Aristoteles points toward earth (reality such as it is), while Plato points toward—*-*vK**^o vv»»****-* ^*** V** cx-a x *. »»a***^ T ---------

s y (the ideal” models, the a priori patterns). And these major trends were represented
here. There is no
Pirandellian

a
ever theory is not necessary"search of a theory” or of those who assert that a 

or oing research, thus wandering blindly who knows where—was not represented here.

great loss, I think, if the third category—that of psycholinguists still in
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4. Giving up, at any rate, “science fiction”,i2) we must say that toda 
linguistics makes attempts at “turning into” a different thing from what it mu: 
be (it becomes “semiotics”, for instance). But proper “linguistics”, that respec 
able science, that must continue to exist with dignity, through itself, has nc 
got an adequate methodology—and it has not a theoretical conception either- 
that may enable it to study the various phenomena we have mentioned. PL 
the field that can gather and interpret, with adequate methods, various fac 
that cannot be grasped by linguistic investigation yet. For instance gramm: 
still proves it cannot give up its traditional schemes, achieved mainly by refe 
ence to written texts. Until the frames and details of “a new grammar fully an 
consistently logical” will be built up, it may not be timely for linguistics 1 
give up the thorough study of “the elements”: word, phrase or sentence, syntact 
connections within the sentence. This is still felt as a “firm ground” (even 
there is a void under it). But it is not efficient for linguistics not to take in 
account the new scientific findings, both methodological and theoretical.

EMITTER
(information)

;ONTEXT
(information)

encoding
MESSAGE 

(Code) decoding

RECEIVER

Diagram 1: Components of the communication act

<2

VlClT CO^K

Linguht/e 
irerit/) 
ttnltt! tfiit/c (ontat > 

ffitv»/, mtfntct/, !

Diagram 2: Contextual levels

of the basic principles of linguistics, in12) I tried to delineate some or u.e ua... ,9326) published in the volun
that Romanian linguists dedicated to this Congress. I can only hope that this will be . 
linguistics of the next International Congress of Linguists.

article (Principles for a science-fiction linguistics
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regards the using of the facts gathered by PL means, as regards the theoretical
study of the various peculiar languages, as well as concerning the principles of
practical work, established through psycholinguistic researches, with a view 
improving human communication.

to

References
Chomsky, N. (1961). Some methodological remarks on generative grammar, Il ord, 17, 219-239, 
---------  (1965). Aspects of the theory of syntax, Cambridge Mass, MIT Press.
---------  (1968). Language and mind. New York...., Harcourt, Brace and World.
De Felice, E. (1962). Per una deftnizione della sintassi nei suoi aspetti psicologici, Nota di—, 

presentata dal Socio G. Devoto, Accademia Nazionale dei Lincei.
Jakobson, R, (1970). Rapport entre la linguistique et la psychologic, in Les tendances princi­

pales de la recherche dans les sciences sociales et humaines, Paris—La Haye, UNESCO— 
Mouton, 518-521) (in: Slama-Cazacu, 1972, 72-75).

Meillet, A. (1921). Remarques sur la théorie de la phrase. Journal de psychologie, 18, 609-616.
Pottier, B. (1966a). Les mécanismes supposés par le passage des catégories de langue à la

syntaxe dii discours, in Méthodes de la grammaire.

1

Tradition et nouveauté (Collogue
international, Liège, ¡96-!), Liège, Université de Liège, 93-104.

---------  (1966b). Sémantique et syntaxe, in Mélanges de linguistique et de philologie romanes 
offerts à Monseigneur Pierre Gardette, Strasbourg, (Klincksieck), 399-401,

Slama-Cazacu (1956 [1954]). Le principle de l’adaptation au contexte. Revue de linguistique, 
1, 1, 79-118 (in Romanian, 1954).

---------  (1961 [1959]). Langage et eonlexie, The Hague, Mouton (in Romanian, Bucharest, 
1959).

---------  (1964). Comunicarea in proeesul muncii (Communication in the process of work), 
Bucuresti, Ed. Stiiniifica".

--------- (1972a). La psycholinguistique. Lectures. Paris, Klincksieck.
---------  (1972b). Is a "socio-psycholinguistics” necessary?. International journal oj psycholin­

guistics. 1, 2 [2] 93-104.
--------- (1973 [1968]). Introdtiction to psycholinguistics. The Hague....... Mouton (in Ro­

manian, Bucharest, 1968).
---------  (1976). Nonverbal components in message sequence: "mixed syntax ”, in W. McCormack, 

S. Wurm (eds). Language and man. The Hague..., Mouton, 217-226 (in Romanian, 1973).
---------  (1977 [1961], Dialogue in children. The Hague...., Mouton (in Romanian, Bucharest, 

1961).
---------  (1982a). Structura dialogului: Despre “sintaxa dialogata" (‘The structure of dialogue: 

On the “dialogical syntax” ■), Studii si cercetSri linguistice, 33. no. 3. 211-224, and no. 4. 
(also in International Journal of Psycholinguistics, 1981, no. 4, [24]).

(1982b). Principles pour une linguistique de science-fiction, Revue roumaine de
linguistigue, 27. no. 2, 171-178 Cahiers de linguistique théorique et appliqué (Special issue 
dedicated to the Xlllth International Congress of Linguists).



The Rationale of Language Choice

Einar Haugen
Harvard University

. .There are, perhaps, two main reasons why one should learn 
the language of another man: in order to trade with him, or 
to have power over him, religious or political.” W. Whitelev, 
Swahili: 'The Rise of a National Language (1969). p. 55

/i
The problem I propose to discuss is the tjuestion of why speakers who have 

a choice between more than one dialect or language choose one rather than 
another. It is closely connected with the problems of “minority” languages and 
language “death”, both of which have been much discussed of late by 
sQciolinguists.

To my knowledge the first to suggest the importance of studying the fate of 
“dying languages” was Morris Swadesh, whose researches on Native American 
languages had given him abundant opportunity to study languages with only 
one or a few speakers. In his “Sociologic Notes on Obsolescent Languages” 
(1938, published 1948) he notes that “many of the circumstances described are 
similar to those found in the languages of some immigrant groups...” (p. 226). 
See also Elmendorf’s (1981) amplification on this theme. The first to consider 
the problem of “language choice” was Simon R. Herman (1961), who described 
the vacillation of immigrants to Israel between their two languages, in this case 
English and Hebrew, according to their reception by the host societies. His 
results could also be generalized to American immigrant groups, as appears from
mv own writings on these (Haugen 1953, 1956, 1972, 1973).

My approach in this paper will be a composite of personal reminiscences.
systematic field work, and reflections on some recent studies by others. My 
reminiscences are not offered as autobiography, but as evidence of some of the 
problems faced by an active bilingual. They should also document my status 
as a “participant observer” who can speak of what it means to be bilingual. 
These anecdotal comments will also suggest the questions and problems that led 
to my systematic field work on the bilingual experience of my own ethnic group. 
My reading of the studies made by others, in the Americas as well as other 
continents, has been long and unremitting. The last section will consider in 
some detail recent studies that I have found especially rewarding, specifically 
those of Nancy Dorian in Scotland and of Carol Myers Scotton in East Africa.

1
There was a time when it looked to me as if I would be the last speaker of 

Norwegian in the United States. In the urban environment of the Middle West 
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where I grew up, I was the only Norwegian bilingual of my generation. Our 
closest friends, mostly immigrants from Norway, were not teaching their 
children Norwegian, as did my parents, even though they preferred to speak 
Norwegian among themselves, attended Norwegian services at the local Lutheran 
church and meetings of societies wholly conducted in Norwegian. I was a mem­
ber of the last confirmation class (1920) in Norwegian in our congregation, and 
the only one in that or later classes who actively participated in Norwegian- 
American affairs. When leaders of the congregation proposed to eliminate the 
word "Norwegian” from the name of the church, I led the opposition; and even 
though we won the battle, we lost the war. Eventually my interests led to my 
majoring in Norwegian at St. Olaf College in Northfield, Minnesota, and then 
going on to become a professor of Scandinavian at the University of Wisconsin. 
I may note that I also majored in English, but I regarded that merely as a form 
of job insurance; at least it indicated that my bilingualism was no handicap in 
my use of English. But why did I choose to devote my life to what was not only 
a minority language, but in the U.S.A, also a dying language?

When I call myself “bilingual,” I am here adopting a restrictive definition, 
closer to the popular understanding of the term than the one I have used in 
my writings. I here mean a knowledge and use of the language that is adequate 
for active participation in the life of the speech community and does not mark 
the speaker as an outsider by his accent. The languages or dialects in question 
must be different enough to require a total or near-total shift in language system, 
from their articulation to their lexicon. I therefore disregard any or all 
languages acquired in school or in later life: my kind of “feeling at home” in 
the language is rarely acquired after puberty. I became, before puberty, not 
merely a bilingual, but a trilingual, or what I would rather call a “double 
bilingual”. By this I mean that I could choose languages according to a double 
dichotomy: (1) between English and Norwegian; (2) within Norwegian between 
a rural dialect and a very different urban standard:

L.
E N

Dia Sta

To this day I have chosen to maintain and develop each of these norms in
as pure and distinct a form as possible. Consequently, I am “at home" in any 
American English-speaking environment, in any Norwegian-speaking environ­
ment in America or Norway, and most especially in Oppdal, the Norwegian 
mountain valley where my parents w'ere born and where 1 have been a fretpient 
visitor.

Since the foundation for these skills was laid in childhood, one may say 
that 1 did not have much choice. My parents spoke only Norwegian at home 
and required that I reply in that language. Being an only child, I did not have 
the leverage of siblings, who typically form a counterforce to parental authority
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in matters of language. My parents could not and did not try to prevent me

I

from learning English: that came to me from playmates in the street and 
agemates in school, which was all American. But the threshold of the home was 
a language border: English outside, Norwegian inside.

I could still have lost my childhood skills while being absorbed into the 
American world of my school friends, if my parents had not transported me back 
to their native valley between the ages of eight and ten. Here I was faced with 
the necessity of speaking the dialect all the time, with playmates as well as 
adults; it was a linguistic world all its own. I well remember the initial shock, 
but also that I was quickly accepted and that these turned into two of the 
happiest years of my life. “Norway” was no longer, as to most of my generation, 
a remote spot on the map where my parents had once lived, but a world 
populated by relatives and friends, real communicating persons of all ages and 
both sexes. By the end of the two years I had come to feel this scenic valley as 
a home, a part of my life, and going back to America, where I had to relearn 
English, was a second shock.

Back in America I discovered that our Norwegian friends were amused at a 
ten-year-old boy’s talking like an upcountry farmer, so I determined to learn to 
talk standard Norwegian as they dhb With their help as role models, my school­
teacher mother, and the reading of Norwegian books I was enabled to make 
the transition. The process was completed after I married a Norwegian girl 
of urban background and impeccable accent, and on the visits to Norway that 
we made together on trips that were both professional and personal. But when­
ever we visited Oppdal, I reverted to the dialect, and even began collecting 
notes toward a monograph (which has appeared as Oppdalsm&let: Innfpring i et 
s^rtr^ndsk fjellbygdmal (Oslo, 1982).

I have since that time asked myself more than once why I made these choices. 
From a 100-percent American point of view I was deviant, not to say un-Ameri­
can. The home atmosphere of ethnic loyalty was basic, giving me my first, deep 
emotional experiences of life; on top of this came my two years in Norway. 
Norwegian became not just a house rule, but a kind of ethical imperative; this 
was reenforced by a variety of rewards. It was pleasant to be praised for one’s 
language skills by sympathetic adults. On looking back, I see that I was enabled 
to play the role of a big frog in a little pond. The pats on the back that went 
with my participation in the immigrant world outweighed the costs that in­
cluded some degree of segregation from classmates. Another cost factor was the 
effort of constantly learning and maintaining the languages in their purity. 
I still smart at the memory of occasional errors that exposed me to ridicule. 
Once I was explaining to some young immigrant friends the difference between 
“hard” and “soft” water. For “hard water” I made up a Norwegian word that 
sounded exactly like the word for “hair tonic” (h&rdvann/hdrvann), a favorite 
beverage for impecunious alcoholics. But all such mortifying errors were more 
than recompensed by the warm glow of being accepted, not just among fellow 
ethnics in America, but eventually also in the urban life of Norway as well as 
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in the rural life of Oppdal, sharing the joys and problems of friends and rela­
tives, enjoying their hospitality and good will.

In later years I have more than once suffered disappointments with fellow 
ethnics in zXmerica, immigrants who refused to speak their native Scandinavian 
language with me. These have typically been immigrants who have been 
successful within the American business or academic community. Rather than 
maintain a conversation initiated in Norwegian, they have switched to an 
English that was far from perfect. I have asked myself: why should people who 
were born and raised in a Scandinavian country become so anglicized that they 
rejected an opportunity to speak their native tongue? Even some that I knew 
as young in their first period of immigration found it difficult to maintain their 
language after a few years in America. Politeness prevented me from asking 
them why or probing their resistance.

2
In order to find some answers to my questions about the problematic situa­

tion of Norwegian in America, I launched a research program in 1936 from the 
University of Wisconsin, where I not only had access to students who had grown 
up in bilingual Norwegian communities, but could myself go out and investigate 
usage in areas where Norwegian was still a common language of communication. 
What I found was fluent speakers of what I have called American Norwegian, 
a contact dialect or interlanguage. Nearly all my informants were born in
America, but could speak dialects with a rural Norwegian base. They readily
submitted to interviews which I had structured around an oral questionnaire 
modeled on that of the New England Dialect Atlas. The opening questions 
were biographical and included such language-sensitive topics as “When was 
or is Norwegian spoken?”, “Do you read or write Norwegian?”, “Do you sub­
scribe to Norwegian newspapers?, “Can your children speak or read Norwegian?” 

The results of my field work have been (in part) presented in my book The 
yiorwegian Language in America (1953, reprinted 1964), where the problems of 
language choice occupy two chapters, respectively entitled “The Struggle over 
Norwegian” and “The Triumph of English.” In these I have added a historical 
dimension to my field work by tracing the conflict back to the earliest writings 
of Norwegian immigrants in the 184O’s, when the first permanent settlements 
were founded in Illinois and Wisconsin. The Church, built by the pioneers 
themselves, became the focus of language maintenance. As a much later writer 
put it, this was a period of “fencing in” the group, using the language to keep 

1 out heretical influences and to provide "something to keep themselves spiritually 
afloat. (Haugen 1953: 244). As late as 1900 the churches established in mid­
nineteenth century were still wholly Norwegian in language. But a restlessness 
was in the air, and the next two decades saw an almost complete reversal in 
attitude on the part of the Church. Norwegian was clearly doomed, but its sup­
porters put up a strong fight to delay its demise, and probably succeeded in
holding the dike for another generation.
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The turning point came with World War I, when the suspicion in which 
all things German were held colored off on the ultimately German-derived 
Lutheran churches of the Scandinavians. I have given some indication in my 
book of how bitter the dispute could be in man-to-man discussion, as well as 
the difficulties of the Church leaders in finding acceptable compromises. When 
the language no longer served the purposes of the Church, it was abandoned. 
In 1905 ninety-five percent of the sermons had been in Norwegian; in 1949 less 
than three percent were so. In less than a half century Norwegian had virtually 
been eliminated, and the surprise is only that it took as long as it did. The 
use of Norwegian was bolstered by the rural settlements, and the overall main­
tenance of Norwegian was noticeably stronger than those of either Swedish or 
Danish.

Some of my informants commented on the changeover. A woman in Wis­
consin who preferred Norwegian sermons added: “As things are in this country, 
people marry into other nationalities, and the children don’t get taught Nor­
wegian. So I suppose it’s best that it’s losing out, but I’ll be sorry to see it go
entirely.” There was a gener;al feeling among them of inevitability: 

1 one man. “We’re in America, Engli
“I think

it has to go that way,” said ‘We’re in America, English is the
language of the land ...’ Several commented on the influence of the American
public school; as one man put it, “When my boy was small, he spoke only 
Norwegian, but after starting school, he changed right over.” (Haugen 1953: 
273) The picture that emerges is one of a large number of individual choices,
not all taken at the same time, but gradually turning whole communities over 
from one language to the other. In horse-and-buggy days the individual farm 
had been a more self-contained unit than it later became. Cultural isolation is 
the obvious explanation in such cases for what is misleadingly called “language 
loyalty”. Even when the parents held out for the language, they found them­
selves getting English replies from children who were addressed in Norwegian.

The Norwegian example, which I have sketched here as one both personally 
and professionally involved in it, proved to be typical of most immigrant groups 
in the United States and Canada, as I demonstrated in my later study called 
Bilingualism in the Americas (1956). To be sure, in Pennsylvania religious and 
social isolation have partially maintained the American-German dialect known 
as Pennsylvania Dutch for three centuries, but not in most other German settle­
ments. In Quebec (and some other provinces) French has maintained itself by 
massive isolation, both social and religious. Spanish is the only non-English 
language that has grown in numbers, but its strength reflects continued immigra­
tion and close contact with homeland bases. To its strength we owe most of 
the growth of bilingual programs, which may function as reinforcements, but 
are aimed at ultimate assimilation. I see no probability that our authorities 
in the long run will support pockets of non-English speaking peoples in our 
midst. The stakes in terms of national unity are too h*gh.

My research on the step-by-step retreat of Norwegian in the lives of im-
migrants and on similar developments in other parts of the world have led me
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to a theory of language as a commodity on what we may call the language 
market. In a paper given in 1980 at a conference in Glasgow, Scotland, on 
North Atlantic minorities, I suggested that learning a second language exacts 
its price from the learner and that he will resist paying this price unless the 
benefits it brings are commensurate with the cost. (Haugen: 1981). Any language 
or dialect has its market value, which like those of all other commodities, 
fluctuates. Happily the market value is not only or even necessarily monetary, 
although that is certainly an important factor. In an immigrant group that is
dependent on the majority society for jobs, knowledge of the majority language
is essential for all well-paid positions. Some of the pressure is removed if the 
speaker can find a job within his ethnic group, say as minister, editor, or 
teacher, or even as doctor or merchant. It is precisely from these professions 
that most of the agitation for language maintenance comes, in part because their 
living depends on it, in part because of strong ideological commitment to the 
absolute value of the language. For many who are deeply indoctrinated in the
mystic value of a language for the health of individual and community, the
value of an immigrant language is very high indeed. But for most members of 
the group it is comparatively low, since it wins them respect neither from the 
younger members of their group nor from the outside world. As I wrote in my 
1981 paper: “A language is a precious treasure so long as it serves as a reservoir 
of wit and wisdom from the past that provides guidance for the future.” But 
to most people the future lies with the language that offers the greatest economic 
and social rewards.

3

In his study of immigrants to Israel, Herman (1961) pointed to the value 
of language choice as an indicator of the "direction of acculturation”: “The 
choice of language is often a significant indication of the group with which they 
wish to identify.” With some qualifications he concluded that language choice 
could “indicate the trends in the assimilation of members of one group by 
another.” This is another way of saying that language is one of the salient 
boundary markers between ethnic groups, as shown by Fredrik Barth (1969).

These insights are given concrete formulation in the brilliant work of Nancy
C. Dorian in Gaelic Scotland. Her Language Death (1981) is the concentrate of 
Sixteen years of field work and participant observation among the Gaelic
peakers in eastern Sutherland. Partial results have appeared earlier as articles, 
»fith more details about the linguistic nature of the local Gaelic. The area is 
me that for a long time was isolated, not only from the rest of the world, but
ven from

Like so
most of the Gaelic-speaking areas of Scotland.
many speakers of Celtic languages, the younger generations, one after

lie other, have gradually chosen to speak the language of their political masters 
nd have little by little yielded up their linguistic identity. The Scottish story 
s Dorian tells it is a sad one, comparable to the evacuation of the Acadians to 
ouisiana, and resulting from the desire of landowners to introduce sheepgrazing
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so that the Highlands of Sutherland might be turned to greater profit. The
crofters who had their homes there were evicted and removed to the coast,
where they were expected to learn fishing. a trade for which they were quite 
unprepared. As a result they became a fishing proletariat in the coastal villages, 
looked down upon and socially segregated, except as purveyors of cheap food. 
But they also proved to be the most “loyal” to Gaelic. One reason was that 
they were largely excluded from participating in the general turn-over from 
Gaelic to (Scots) English on the part of their fellow townsmen. I put the term 
“loyal” in quotation marks, for the loyalty was more like an exclusion from the 
“advantages” of their better-situated neighbors. It is questionable to speak of 
“language choice” in such a case, for the fisher folk had little choice, whether
in determining their occupation or in acquiring English. At one point Dorian
uses the term “linguistic lag”, which is applicable in the same degree to the 
rural Norwegians who created compact Norwegian-speaking settlements in the 
Middle West. Sociologists Ruth and John Useem long ago (1945) compared 
rural and urban Norwegian immigrants in this respect, only to find that while 
the urban speakers were far Imore ideologically aware (“mobilized”) than the 
rural ones, it was the latter who continued speaking the language, while (as I 
said earlier) the former did not even teach it to their own children.

Dorian’s treatment goes far beyond the community she has studied into the 
theory of language shift and acculturation. She notes that in 1500 Gaelic speech 
was virtually universal in Scotland, but the practice of the anglified upper classes 
set a model for language choice that gradually proved irresistible—like the 
reputed mafioso “offer they could not reject.” The language that once was all 
of Scotland’s was gradually stigmatized until anyone who used it was auto­
matically branded, first as being lower class, and as the language retreated into 
the Highlands, as being wild, barbarous people. One could not find a better 
account of the deterioration of the position of a language under the social pres-
sure of “upward mobility.” Nowadays it is again the “lower class stigma. 
Given a long-time political dominance, which is therefore also economic, social.
and educational, any language can fall victim to any other. Dorian is clearly 
sympathetic to the linguistic plight of her informants and hotly denies that the
residt is inevitable (p. 72, 111). But her careful and lively account biings to 

as close as possible tolight social trends and human weaknesses that come
making language death inevitable.

Like so many language choices, the Scotch Gaelic one is largely illusory. 
While each individual may have some choice as to where he/she wishes to stand 
on the spectrum of GaeliOEnglish, the goal has long since been set by the 
government and the ruling elite. Anyone who did not wish to participate in

. __ .. < . _ 1 o fori »♦isolated, “queer,”was or eventhe bilingual cycle from Gaelic to English
obstreperous, as we see from the punishments meted out to Gaelic-speaking

of education that was also known in Americanchildren, a barbarous form
schools in immigrant communities. Even where the stick has been hidden behindL the schoolroom door, the carrot that replaced it has the same effect. Tlic larger-
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society has a plethora of inducements for the bright boy or girl, provided they 
are not orally deviant. Gaelic speech is a remediable “defect.” It is one part 
of group identity that can be shed, and the amount you lose will depend

It is one
on

the tolerance of the receiving society.
For a further study of language choice we now turn to the remarkable work 

of Carol Myers Scotton in East Africa. It seems a long way off, but as Scotton
has outlined the situation after years of research, it has features 
similar that we are tempted to begin to look for universals.

so remarkably

From her several writings on East Africa we select her book Choosing a
Lingua Franca in an African Capital (1972), which concentrates on Kampala, 
capital of Uganda. Language choice takes place here under rather different 
circumstances than in our previous cases. Here there is apparently a three-way 
choice, between one of a multitude of vernaculars, an East African lingua 
franca, Swahili, and the language of the former colonial rulers, English. Since 
one does not usually speak one’s vernacular except to members of one’s own 
tribe, the main choice when one meets other speakers is between Swahili and 
English. While neighboring Tanzania has made Swahili an official language, 
and Kenya has to some extent followed suit (since 1974), in Uganda the only 
official language is English.

One reason for this anomaly is that Swahili is not native to Uganda, but 
was spread from the Kenya coast and the islands of Zanzibar and Pemba (p. 24). 
It was spread by Arab traders, and for some is associated with the Muslim 
faith, while Uganda is mostly Christian. Nevertheless it has had phenomenal 
success in spreading among the people, even in Uganda, as the language one 
uses to speakers of other vernaculars. Being a Bantu language, it is not hard 
to learn for Bantu speakers; Kampala even has a dialect of its own. But edu­
cated speakers either deny or minimize its role in the daily life of the country, 
calling it the language of “prostitutes and swindlers.” Scotton’s informants 
agreed that it was the language of the uneducated, even though 97 percent of 
them admitted that they knew it and occasionally used it.

English, on the other hand, is the language of the educated, learned only 
in school, where it is the medium of secondary instruction as well as taught in 
all the secondary schools. Use of English is also associated with wealthier and 
more developed nations, like Britain; and within Uganda it “characterizes the 
everyday public dealings of the educated and successful African.” (p. 26). 
Scotton foresees two possible developments: either universal education, which
could eliminate Swahili, or a nationalistic movement which could make it the
national language and restrict the role of English. In view of Uganda’s limited 
resources, she believes that the two will compete as lingua francas “in the fore­
seeable future.” (p. 27).

Scotton s data were collected in exemplary sociolinguistic fashion by a com­
bination of participant observation, interviews, and questionnaires, some oral, 
administered by native speakers, others filled out in writing. Her findings 
clearly indicate that as between Swahili and English, the former is neutral,
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i. e. unmarked, while the latter is prestigious, i. e. marked. “When one African 
speaks to another in Kampala, chances are he is speaking some Swahili if the 
two do not share the same first language. When the situation contains oppor­
tunity to Improve status, those who are able will use English.” (p. 51). So only 
those who have gone far enough in school to learn English have any real choice.

The vast and rapid industrialization and urban development in places like 
Kampala has brought together a motley population. On the job most people 
have to work with speakers of other vernaculars than their own. Here the 
dominant language is Swahili, often intermingled with English (p. 59). For 
those who know English it is usual with Asians and invariable with Europeans 
(p. 64). But the most interesting case is its use with other Africans: always to 
those of higher position. The use of English is a means of “showing off”; one 
is trying to impress. To use it with fellow workers of one’s own status woidd 
be offensive, a "putting down.” Hence there is a third situation, in which 
one switches between the two languages. This satisfies both demands; that 
one be friendly and that one be competent.

The image of Swahili ,as a “neutral” language, which implies nothing about 
one’s ethnic or socioeconomic status, is confirmed by Scotton’s studies in Kenya 
(Nairobi), supplemented by her study of Pidgin English in Nigeria (Lagos) 
(Scotton 1976). These situations show that “neutral ethnicity” is a quality 
that adheres to these languages by contrast with the local vernaculars. The 
educated have the further option of using English as well, in some situations 
as a device of status-raising, in others of varying the social distance.

The trilingual situation in East Africa is remarkably reminiscent of my 
own, as I have presented it earlier. In speaking to a member of my own dialect 
community, I will use that dialect; it is the vernacular of my childhood and of 
my contacts with its speakers. Standard Norwegian, on the other hand, cor­
responds to Sw’ahili as a neutral language with which I communicate not only

is a
are

with all other Norwegians, but also with Swedes and Danes (as apparently 
Ugandans do with Tanzanians and Kenyans). There is even an interesting his­
torical parallel in that what I have been calling “Standard Norwegian” 
foreign importation into Norway, much as Swahili is in Uganda. There 
good arguments for calling it “creolized Danish,” and as is well-known, attempts 
are being made to replace it by a “New-Norwegian” based on the native dialects. 
The difference is that in Norway its lingua franca has been established as a 
standard language through its use over several centuries by the elite. It has 
thereby been raised to a language of status, with a social meaning much like
that of English in Uganda. This explains my use of it and my efforts toown

the language of my textbooks.learn it, as well my adoption of it as 
.Among Norwegian immigrants in America, however, the choice between

sermons and parochial schoolsvernacular and standard existed only as long as
were held in Norwegian. Then and later the major choice was between an 
American-Norwegian vernacular and .American English, conesponding to the 
African choice between Swahili and English and the Scottish one betweenone between
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Gaelic and Scots English. There is in Scotland, for some of the educated, the 
further choice between Scots vernacular and “Highland English” or even RP, 
whatever one considers most “status-raising.” (Dorian 1981:84; cf. also Aitken 
and McArthur 1979).

Finally, we should emphasize that in none of the situations of language 
choice are we speaking of an absolute “either-or”. Wherever possible there is a 
continuum, within which each speaker places him- or herself in relation to other 
speakers. Dorian has been particularly explicit about the nature of the Gaelic 
she has studied in east Sutherland. Not only is there constant switching of 
codes, but there is extensive transfer from one language to the other, inevitably 
from the more to the less prestigious. She has made a special study of what 
she calls the “semi-speakers” of Gaelic, a very valuable afterthought. As she
did in the beginning, I rejected such semi-speakers after running across one or 
two of them; in hindsight one sees that they might have been very interesting. 
They represent that fringe of passive bilinguals w’hose memories retain much 
of the grammar and lexicon, but not enough to quality as proper speakers. 
Scotton also mentions the frequency of swiching from Swahili to English and 
of the borrowings in Swahili from English.

In short, the situations described by these scholars correspond very closely 
with those that are well-known in American immigant language, as Swadesh 
Foresaw. My dual bilingualism or triglossia appears to have its parallel 
wherever languages meet under conditions of unequal prestige on the jiart of 
he populations who speak them. Minorities are dominated by elites, and 
anguages are means by which elites dominate minorities, making them uncer- 
ain of their own values and pressing or encouraging them to reject their old 
ihnicities, without necessarily granting them admission to or status in the 
lew society.

Scotton and Dorian are in a sense looking at the problem of language choice 
rom opposite ends of the spectrum. While Dorian is studying “language 
eath”. Scotton may be said to be studying “language birth.” Scotton has re- 
□rded the trend toward the adoption of what is essentially a foreign, though 
asily learned, language. Except where populations have been decimated (cf. 
¡te famous case of Ishi), the “last” speaker is also a “first” speaker; what they 
tve in common is language shift. Scotton says little about potential disap-

1

iarance of the local vernaculars, but she notes a certain resistance by the
iganda who have lost power in recent developments. Such vernaculars would 

threatened if English and Swahili should become, singly or jointly, perma­
nt lingua francas in Uganda. Both scholars are dealing with the dynamic
aects of language choice: why do people learn anti use a second language, not
:n own? Dorian notes the importance of the social isolation of the fisher 
k as a factor in
w breakdown of isolation leads to shift. They agree that individuals differ 
their acceptance of linguistic change. Both have found that innovations 
emotionally charged, and that anyone who deviates from the norms of the

their linguistic maintenance of Gaelic (p. 102). Scotton shows
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stigmatized group by adopting the dominant language will be “viewed as some­
thing of a traitor to his original group” (Dorian, p. 103). In eastern Sutherland 
such people are described as “proud.” The identical term is used by one of 
Scotton’s respondents: people “prefer using Swahili to avoid the suspicion that 
they use English because they are proud.” (Scotton p. 120) Among the Norwe­
gian immigrants terms were invented for the concept of “anglified”; engelsk- 
sprengt and yankeesprengt. These were pejorative and carried the connotation 
of “stuck-up”, i.e. “proud”. (Haugen 1953: 476).

Both Dorian and Scotton account for some of their findings in terms of 
value, as I have done in notes earlier about the “language market.” Dorian 
writes: “Parents and children agreed on the positive value of English and the 
negative value of Gaelic for the rising generation.” (p. 105). Scotton goes back 
to a theory launched by George Homans (1958), perhaps derived from M. 
Mauss’ Essai sur le don (1925), of social behavior as an exchange. Thibaut and
Kelley (1959) saw human relations “in terms of a balancing of costs and re-
wards of the participants.” (p. 102). Extending this to language choice. Scotton 
sees the choices made by weighing the relative costs and rewards incurred in 
that choice (Scotton 1972: 109; also Scotton 1976). She admits that it is diffi­
cult to test this hypothesis by assigning numerical values to such terms as 
“costs” and “rewards”. In an informal way, however, we can all recognize the 
gross values assigned to languages, if only by trends toward their greater or 
lesser use. She has clearly anticipated my idea of the “language market”, and 
it was only when François Grosjean pointed it out to me, that I became aware 
of the similarity of our ideas.

The major difference is that I give the idea of the language market a wider 
purport: I include the process of learning and its motivation as well as actual 
use in discourse. As for the further question of whether the outcome is inevit­
able, 1 agree with Dorian that it is not. The market value of a language can 
change, if the social norms of the speech community are changed. Within re-
corded history many languages have survived and even been born again, thanks 
to vigorous social and political movements that have rescued them from extinc- 

Israel offers perhaps the most spectacular instance, but Scandinavia also tion.
has its candidates, e. g. in Faroese and New Norwegian.

the “death” or the birth of lan-Summary. Language choices that lead to 
bilingual and by others who have studiedgiiages, as observed by myself as a

the problem, are significant social decisions based on the speaker s view of the
respective values of two languages or dialects on what may be called the lan­
guage market.” These values, which ultimately involve the speaker’s oppor- 

' --------- ---- f a community, will
market.”

tunities for living a good life as an accepted member of
of the individual and his relation to theshift according to the circumstances 

.In a relatively isolated community, 
develop, leading to a loyalty that will prevent language shift. The isola-

community. a strong linguistic cohesion
can
tion need not be a physical one; as in eastern Sutherland it may be purely
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social. But to the extent that the community is economically and politically 
dependent on' ' ’ ’ ’ ’the goodwill of a community with a different language, the
value of its own language will fall and those who are upwardly mobile will 
be tempted if not forced to change languages. Learning and maintaining a 
second language is costly in time and mental energy, but its values far exceed
the cost if one can use the languages to maintain contacts with both com-
munities, thereby broadening one’s experience and enriching one’s life. With-
out that, language death is a foregone conclusion. But the “death throes” 
be lengthy and painful, with individuals taking quite different positions

can
on

the problem. There is often a kind of senescence that leads to reduced mastery 
of its resources by its last “semispeakers”, as suggested by Swadesh and con­
firmed by Dorian.
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Soziolinguistische Probleme in der Bundesrepublik Deutschland

Johann Knobloch 
Universität Bonn

Meine sehr verehrten Damen, meine Herren!
Es hiesze, Eulen nach Athen tragen oder als Europäer in Japan Kimonos 

verkaufen zu wollen, wenn ich hier vor diesem internationalen Publikum die 
Absicht hätte, über die soziolinguistische Problematik im Sinne von Sir Basil 
Bernstein, Ulrich Oevermann und William Labov zu sprechen, Namen, die 
noch heute als Etikett für eine Entwicklung stehen, die in der Bundesrepublik 
Deutschland sehr lebhaft diskutiert worden ist und auch ihren Niederschlag in 
pädagogischen Masznahmen gefunden hat (Stichwort: kompensatorischer 
Sprachunterricht).

Ich sehe meine Aufgabe vielmehr darin, einige Schwerpunkte aufzuzeigen, 
wo sich das Eingreifen soziolinguistischer Erkenntnisse im Sinne einer Verbesse­
rung menschlicher Lebensverhältnisse und zwischenmenschlicher Beziehungen 
auswirken könnte.

1) Soziolinguistische Implikationen orthographischer Regelungen
Es ist bekannt, dass Fragen einer Orthographiereform gerade für die 

deutsche Sprache eine grosze Rolle spielen. Die erste Orthographiekonferenz 
fand 1876, die zweite 1901 statt. Nach langjährigen Beratungen ist zu erwarten, 
dass wir in diesem Jahrzehnt zu einer internationalen dritten Konferenz nach 
Wien einladen können (während der Tagungsort der erwähnten Konferenzen 
Berlin war). Was steht an Problemen an?

Im deutschen Sprachraum hört man immer wieder: alle anderen schreiben 
die Substantive klein—warum machen wir das nicht schon längst nach?

Die Reformisten plädieren für die gemäszigte Kleinschreibung nach dem 
Vorbild der anderen Sprachen des europäischen Schriftenkreises, also der 

Die Groszbuchstaben sind hier Buchstabenschrift semitischen Ursprungs.
zunächst als ein formschönes Alphabet für die Monumentalschrift entstanden 
und in einer Zeit mittelalterlicher Schreibgewohnheiten in erster Linie für die
Hervorhebung religiöser Namen, aber auch der Kapitelanfänge (Miniaturen) 
verwendet worden. In der deutschen grammatischen Lehre wird schlieszlich 
der Gebrauch sanktioniert, alle Hauptwörter (sowie die Namen und die Satzan­
fänge) durch Groszbuchstaben herauszuheben. Eine solche Auszeichnung trifft 
(im Sinne der modernen Textsemantik) gerade das jeweilige ‘Thema’ im Satz.
Beispiel: Ich komme gern.Beispiel: Ich komme gern, mein Kommen (meine Ankunft) ist aber noch nicht 
sicher. Beim Überfliegen der Spalten einer Tageszeitung ebenso wie beim 
suchenden Blättern in einem Buch wird gerade der Vielleser einen solchen

329
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social. But to the extent that the community is economically and politically 
dependent on the goodwill of a community with different language, thea
value of its own language will fall and those who are upwardly mobile will 
be tempted if not forced to change languages. Learning and maintaining a 
second language is costly in time and mental energy, but its values far exceed 
the cost if one can use the languages to maintain contacts with both com­
munities, thereby broadening one’s experience and enriching one’s life. With­
out that, language death is a foregone conclusion. But the “death throes’’ can 
be lengthy and painful, with individuals taking quite different positions on 
the problem. There is often a kind of senescence that leads to reduced mastery 
of its resources by its last “semispeakers’’, as suggested by Swadesh and con­
firmed by Dorian.
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Johann Knobloch
Universität Bonn

Meine sehr verehrten Damen, meine Herren!
Es hiesze, Eulen nach Athen tragen oder als Europäer in Japan Kimonos 

verkaufen zu wollen, wenn ich hier vor diesem internationalen Publikum die 
Absicht hätte, über die soziolinguistische Problematik im Sinne von Sir Basil 
Bernstein, Ulrich Oevermann und William Labov zuXsprechen, Namen, die 
noch heute als Etikett für eine Entwicklung stehen, die in der Bundesrepublik 
Deutschland sehr lebhaft diskutiert worden ist und auch ihren Niederschlag in 
pädagogischen Masznahmen gefunden hat (Stichwort: kompensatorischer 
Sprachunterricht).

Ich sehe meine Aufgabe vielmehr darin, einige Schwerpunkte aufzuzeigen, 
wo sich das Eingreifen soziolinguistischer Erkenntnisse im Sinne einer Verbesse­
rung menschlicher Lebensverhältnisse und zwischenmenschlicher Beziehungen 
auswirken könnte.

4

1) Soziolinguistische Implikationen orthographischer Regelungen
Es ist bekannt, dass Fragen einer Orthographiereform gerade für die 

deutsche Sprache eine grosze Rolle spielen. Die erste Orthographiekonferenz 
fand 1876, die zweite 1901 statt. Nach langjährigen Beratungen ist zu erwarten, 
dass wir in diesem Jahrzehnt zu einer internationalen dritten Konferenz nach 
Wien einladen können (während der Tagungsort der erwähnten Konferenzen 
Berlin war). Was steht an Problemen an?

Im deutschen Sprachraum hört man immer wieder: alle anderen schreiben 
die Substantive klein—warum machen wir das nicht schon längst nach?

Die Reformisten plädieren für die gemäszigte Kleinschreibung nach dem
Vorbild der anderen Sprachen des europäischen Schriftenkreises, also der
Buchstabenschrift semitischen Ursprungs. Die Groszbuchstaben sind hier
zunächst als ein formschönes Alphabet für die Monumentalschrift entstanden 
und in einer Zeit mittelalterlicher Schreibgewohnheiten in erster Linie für die
Hervorhebung religiöser Namen, aber auch der Kapitelanfänge (Miniaturen) 
verwendet worden. In der deutschen grammatischen Lehre wird schlieszlich 
der Gebrauch sanktioniert, alle Hauptwörter (sowie die Namen und die Satzan­
fänge) durch Groszbuchstaben herauszuheben. Eine solche Auszeichnung trifft

der modernen Textsemantik) gerade das jeweilige ‘Thema’ im Satz.(im Sinne ----------- . - -----
Beispiel: Ich komme gern, mein Kommen (meine Ankunft) ist aber noch nicht

Beim Überfliegen der Spalten einer Tageszeitung ebenso wie beim 
suchenden Blättern in einem Buch wird gerade der Vielleser einen solchen
sicher.
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Blickfang zu werten wissen.
These 1: Es wird viel mehr gelesen als geschrieben. Die Orthographie

muss jedem Leser die grösztmögliche Verständlichkeit der Texte gewähr­
leisten.

Ich habe, als Mitglied der österreichischen Kommission 1960 durch die 
freundliche Vermittlung von Prof. Wolfgang Fleischhauer in den Vereinigten 
Staaten umfragen lassen: die dortigen Deutschlehrer sind mehrheitlich für die
Beibehaltung der Groszschreibung. Ich habe dann 15 Jahre später als
Vorsitzender der gleichen Kommission durch die freundliche Vermittlung von 
Prof. Eijiro Iwasaki in Japan umfragen lassen—die Antwort war die gleiche: 
die Groszbuchstaben sind hilfreich für die Erlernung des Deutschen.

In Wien sind auf Betreiben von Prof. Eugen Wüster in einer Subkommis­
sion sprachpsychologische Versuche (Zusammenarbeit von Prof. Maria Hornung 
und Prof. Vanecek) angestellt worden. Sie ergaben den signifikanten Wert von 
5 Prozent für die Groszbuchstaben beim leisen, sinnerfassenden Lesen. '\V'’enn 
ich die Möglichkeit hätte, dann liesze ich Caesars Bellum Gallicum mit 
groszgeschriebenen Substantiven drucken. Ich bin sicher, dass die Lateinkennt­
nisse der Sextaner davon profitieren würden.

Prof. Jean Zemb (Paris), bekannt durch seine kontrastive Dudengramma­
tik, hat vor einiger Zeit in Wien gesagt: in zwanzig Jahren schreiben wir Fran-

I

I

zosen die Hauptwörter grosz. Er weisz um die Vorteile: Erleichterung der
Sinnerfassung, Vereinfachung des elektronischen Information Retrieval. Die 
These des engagierten und kenntnisreichen französischen Linguisten sollte uns 
zu denken geben.

These 2: Es ist möglich, dass das Zeitalter des Computers auch der fran­
zösischen und der englischen und allen anderen Sprachen unseres Kultur­
kreises die Groszschreibung der Hauptwörter (der Substantive) aufzwingt.

In den jahrelangen Diskussionen, die im ganzen deutschen Sprachraum 
geführt wurden und noch werden, hat man sich auf die Linie der ‘gemäszigten 
Kleinschreibung’ zurückgezogen. Freilich werden immer wieder andere Pro­
bleme erwähnt, so die laufende Angleichung der Fremdwörter an die deutsche 
Schreibweise. Hier muss scharf widersprochen werden.

These 3: Fremdwörter sind Schlüsselwörter für den Zugang zu den geläufi-
gen Fremdsprachen. Es ist falsch, ihre Schreibweise verändern zu wollen, weil
man damit innereuropäische Sprachbarrieren schafft.

Die deutsche Orthographiereform ist und bleibt ein internationales Problem. 
Nicht nur, dass—zuletzt in diesem Juni—Vertreter aller deutschsprachigen 
Staaten zusammenkamen und noch laufend weiter beraten. Deutsch als 
Verständigungs- und Verhandlungssprache, die Weltgeltung der deutschen
Literatur, dies alles verlangt Berücksichtig

2) Hochsprache und Dialekt

ung.

Aus der vielschichtigen Problematik, die gerade für den Schulunterricht, die 
Sprachpädagogik einer sekundären Sozialisation, eine bedeutende Rolle spidb



J. Knobloch 331

möchte ich hier einen bisher vernachlässigten Punkt herausgreifen. Voraus-
geschickt sei, dass man den Dialekt in der Elementarschule nicht bekämpf«en
soll, sondern ihm Raum zu seiner Entfaltung geben muss—in der Freizeit des
Schülers, als ein wichtiges Mittel, die Bindungen innerhalb einer Gruppe 
festigen. Die Bedeutung der Pflege des Dialekts hat der Innsbrucker Sprach­
forscher Hermann Ammann schon in einem Aufsatz hervortrehoben der 1017

zu

einem Aufsatz hervorgehoben, der 1917
geschrieben, wegen des damaligen Papiermangels aber erst aus seinem Nachlass 
(1958) veröffentlicht wurde.

Das Anliegen, auf das ich hier aufmerksam machen möchte ist dies: es gibt 
keine orthographischen Regeln, wie Dialektwörter sinnvoll mit den Mitteln 
der hochdeutschen Orthographie wiederzugeben sind. Ich möchte daher gerade 
für die Gremien, die sich um Orthographiefragen bemühen, die Empfehlung 
aussprechen: bleibt auch weiter bei der Arbeit und wendet eure Aufmerk­
samkeit auch den jeweiligen Dialekten und ihrer Schreibung zu!

3) Die Haussprachen der Roma (Zigeuner) und ihr Verhältnis zu den Sprachen
der Gastländer

Die Problemkreise, die hier zu behandeln sind, haben alle einen nationalen 
und einen internationalen Aspekt. Evident ist dies für das Volk, dessen ver­
streute Angehörige schon seit 500 Jahren unsere europäischen Mitbürger sind— 
die Sinti und Roma (Gypsies, Tsiganes). Sie werden als eigenes Volk neuerdings 
bei den supranationalen Organisationen anerkannt. Es ist verständlich, dass 
sie ein Volk mit eigener Sprache werden wollen und dass dies das Ziel einer 
langfristigen Sprachpolitik sein kann und soll. Dies Streben erinnert irgendwie 
an ein anderes uraltes Volk, dem aber die Einheit in der Sprache der religiösen 
Schriften erhalten geblieben war und das in unseren Tagen in seine alte Heimat 
zurückgekehrt ist.

Aber alle diese Vorbedingungen fehlen den Sinti und Roma. Ich kann hier 
nur das Problem der Schreibung kurz skizzieren. Die Ausarbeitung von ortho­
graphischen Systemen der Zigeunerdialekte kann nur auf der Grundlage der 
Schreibung der Sprachen ihrer Gastländer erfolgen.

Es ist besonders erfreulich, dass sich in den Reihen der Linguisten immer
wieder Kollegen finden, die sich mit der Frage der Zigeuner und der Bewahrung 
ihrer Sprache befassen. Während es früher ausschlieszlich Wissenschaftler der 
Gastvölker waren, die sich um das Erzählgut und um die Sprache bemühten, 
darf man heute bereits hoffen, dass gleichgerichtete Bemühungen auch von

Interessenverbänden zusammenschlieszen.Seiten der Zigeuner selbst, die sich .
ausgehen. Freilich stehen dort zunächst dringendere Be ür nisse, der Wunsch 
nach Beendigung der Diskriminierung und nach besseren Lebensbedingungen, 
vorrangig auf Tagesordnung. Aber mit der Hebung des .e ensstandards und 
mit den durch Sesshaftigkeit notwendigerweise vermehrten ontakten

zu

werden
sich auch bei den Zigeunern selbst Bestrebungen durchsetzen, Sprache und
Kultur zu erhalten und die Verbindung der Stämme untereinander auszubauen.
Bei der weltweiten Verbreitung der Roma taucht in diesem Zusammenhang
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natürlich die Frage auf, ob es nicht zu einer Vereinheitlichung der Zigeunerdia 
lekte kommen könne, ja, der Vorschlag, ob ein solches, bisher auf natürlichem 
Wege entstandenes Sprachsystem mit recht einfachen grammatischen Regeln 
nicht etwa in der Lage wäre, als Weltsprache das Esperanto abzulösen oder 
ihm in gewisser Hinsicht zur Seite zu treten, ist bereits gemacht worden.

Sprachwissenschaftliche Bedenken gegen ein solches Programm brauche ich 
hier wohl nicht eigens zu betonen. Ich möchte aber darauf hinweisen, dass 
man auch mit dem Wunsch einer gelenkten Vereinheitlichung über das 
Erreichbare hinausgeht. Als erste Aufgabe der Schulbildung der Zigeuner- 
jugend kann nur die Vervollkommnung des Gebrauches der Sprache ihres
Gastlandes gelten. Dass daneben die Haussprache weiterhin der Romdialekt 
bleiben soll, entspricht der Analogie zur Empfehlung hinsichtlich des Schutzes
und der Pflege heimischer Dialekte (im Deutschen). Es sollte aber von
sprachkundigen Lehrern, die es dort, wo Zigeunersiedlungen bestehen, geben
sollte und müsste, die Verschriftung der Rom-Dialekte angestrebt werden. 
Grundsätzlich sind dabei zwei Wege möglich. In der internationalen Rom- 
Linguistik hat sich eine mehr oder weniger vereinheitlichte Schreibung 
durchgesetzt. Es wäre nun falsch, diese auf die Alltagsbedürfnisse heutiger 
Romdialekte zu übertragen. Eigene Beobachtungen haben mir vielmehr 
ergeben, dass des Schreibens kundige Zigeuner, seien sie nun Roma oder Sinti, 
sich durchaus der Regeln der deutschen Schreibweise bedienen (also z. B. den 
5-Laut mit unserem sch schreiben). Dies ist aber, wenn man hier die Sache im 
Sinne der Soziolinguistik (und nicht vom Standpunkt eines phonologischen 
Lautsystems aus) betrachtet, der einzig gangbare Weg. Eine Schulung in zwei 
verschiedenen orthographischen Systemen müsste zu ständigen Interferenzen, 
also Fehlern beim Unterricht der Gastsprache führen, was wohl niemand 
wünschen kann.

These 4: Die Ausarbeitung von orthographischen Systemen der Rom- 
Dialekte auf der Grundlage der Schreibung der Sprachen der Gastländer zählt 
zu den wichtigsten soziolinguistischen Aufgaben der Gegenwart.

These 5: Diese Aufgabe und ihre Lösung wird wesentlich dazu beitragen, 
dass die Akkulturation der Zigeuner als eine soziale Verpflichtung in unserer 
Generation, in diesem Jahrzehnt, vollendet wird. Die Entfaltung einer Zigeuner­
literatur sollte von allen Gastländern durch zuständige Fachleute (nicht zuletzt 
aus der Linguistik) gefördert werden.

In diesem Zusammenhang darf in Dankbarkeit an die groszen Leistungen 
der englischen Gypsy Lore Society als ein Vorbild für ähnliche Organisationen 
in anderen Ländern hingewiesen werden.

4) Gastarbeiterkinder; eine verlorene Generation oder eine Hoffnung für 
die Zukunft?
Die Bedeutung dieses Problems gerade für die Bundesrepublik Deutschland 

ist allen Deutschen bewusst. Zur Information unserer nichtdeutschen Kollegen 
sei mir die Wiedergabe einer Zeitungsmeldung aus einer Bonner Tageszeitung

L.
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I

vom 8. Oktober 1981 gestattet.

Deutsche Grundschulkinder sind zum Teil schon eine Minderheit. 
Konzentration von Ausländerkindern führt zu einer neuen Ghettobildung.

Auf die Gefahr einer erneuten ‘Ghettobildung’ bei Ausländerkindern
im Bereich der Grundschulen haben die SPD-Stadtverordneten Franz
Stadelmeier und Waltraud Christians sowie die SPD-Fraktion im Schulaus­
schuss hingewiesen. In einer groszen Anfrage wollen sie von der Verwaltung 
wissen, ob es zutrifft, dass der Ausländeranteil an einigen Grundschulen 
(Marienschule und Robert-Koch-Schule) mehr als 50, zum Teil sogar mehr 
als 75 Prozent beträgt...

Was ist bei diesem Sachverhalt zu tun? Jedem von uns ist klar, dass es sich 
hier um ein eminent soziolinguistisches Problem handelt. Wenn diese Kinder 
nicht in das Abseits einer verlorenen Generation gedrängt werden sollen, 
müssen erforderliche Masznahmen ergriffen werden, wobei es sich vor allem 
um den Einsatz von geschulten Fachkräften handelt. Über die Universitäten 
hinaus, an denen Kurse für die erforderlichen Sprachkenntnisse angeboten 
werden, schalten sich zusehends auch die regionalen Volkshochschulen ein, 
deren Leitungen allerdings durch die derzeitige Restriktion der finanziellen 
Mittel bedrängt werden.

‘‘Laut Erlass des Kultusministers kann den Kindern ausländischer Arbeit­
nehmer an weiter führenden Schulen die Amtssprache des Herkunftslandes als 
erste oder zweite Fremdsprache statt der üblichen Pflichtfremdsprachen ange­
boten werden, sofern die organisatorischen und personellen Voraussetzungen es 
zulassen.”—Ich glaube, dass es unsere Aufgabe ist, diese personellen Voraussetz­
ungen zu schaffen. Wenn rings um uns ein neuer ‘babylonischer Turm’ mit 
seinen Folgeerscheinungen, den Kommunikationsbarrieren, entsteht, können 
wir Linguisten nicht in unserem ‘elfenbeinernen Turm’ unseren früheren 
Lieblingstheoremen allein huldigen.

Die öffentliche Diskussion über die Gastarbeiter und ihre Kinder wird von
verschiedenen Positionen aus geführt. Hier ist nicht der Ort, dies weiter darzu­
legen. Ich möchte aber darauf hinweisen, dass kein Grund für eine pessi­
mistische Beurteilung der Lage gegeben ist, sofern nur für eine Entfaltung der 
frühkindlichen Zweisprachigkeit der jeweiligen Sprachgruppe einerseits und den 
Grundschulen andererseits die erforderliche Förderung zuteil wird. Dann wird
sich bald erweisen, dass diese heranwachsenden Jugendlichen nicht heimatlos
und ohne Orientierung dastehen, dass sie nicht etwa, wie man so sagt, die 

____________________nirni 1____1_____

Muttersprache verlernt und die Sprache des Gastlandes nicht erlernt haben.
sondern dass sie vielmehr durch eine gute Beherrschung beider Sprachen eine
»uiiuan uadd aic uwivn
Brückenstellung einnehmen und für eine Aufgabe bereit sind, wie sie ja Ziel
der jeweiligen bilateralen Kulturabkommen ist.

These 6: Die Situation der
sie bietet vielmehr die Chance einer

These 7:

Gastarbeiterkinder ist nicht bemitleidenswert,
bilinguen und bikulturellen Ausbildung.

Die so'ziohnguistische Forschungsrichtung innerhalb der moder-
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nen Sprachwissenschaft im Verein mit der Psycholinguistik ist in der Lage,
Empfehlungen und Programme auszuarbeiten, wodurch es ermöglicht wird, den 
Kindern von Gastarbeitern hinsichtlich ihrer Schulprobleme die erforderliche 
Obsorge zu widmen.

5) Das Problem sprachlicher Minderheiten in Europa
Das Problem der Gastarbeiter hat im Verlauf der letzten Jahrzehnte den 

Blick der bundesdeutschen Öffentlichkeit geschärft für eine Sachlage, wie sie 
an den überlappenden Grenzen der Sprachräume in Europa schon immer zu 
beobachten war. Man mag an die Österreichisch-Ungarische Monarchie denken 
oder an Jugoslawien oder an die Union der Sozialistischen Sowjetrepubliken: 
jeweils taucht die Frage des Zusammenlebens, belastet mit sprachlichen, 
ökonomischen und sozialen Problemen, auf. Wie die leidvolle europäische 
Geschichte gezeigt hat, gibt es kein Allheilmittel, keine Patentlösung. Und
doch ist die Aufgabe des Minderheitenschutzes (und das ist: Schutz der
Muttersprache) eine Verpflichtung, die nicht dem einen Staat vertraglich aufer­
legt wird, während sie andere—das lehrt uns leider die Vergangenheit—mit 
tödlichen Folgen missachtet haben. Es gehört zu den Aufgaben der Friedenssi­
cherung, dass sich die verantwortlichen Politiker um alle Gefahrenherde 
bekümmern. Umso besser, wenn sie sich dabei auf gesicherte Ergebnisse einer 
internationalen soziolinguistischen Forschung stützen und ihre Ergebnisse 
nützen können.

These 8: 
werden.

Durch Sprachenfrieden im Innern kann der Völkerfriede gesichert

6) Sprachwissenschaft als Zweckforschung
Motto: Ich wuchs unter Weisen auf- :in Leben lang. Und fand nichts

Besseres als Schweigen. Nicht das Forschen ist wichtig—sondern das 
Tun.

(.Aus der Sammlung jüdischer .Aphorismen: Sprüche der Väter)
Und so sollten wir, bei aller Beachtung, die eine zweckfreie Forschung 

,'erdient, angesichts der Weltwirtschaftskrise uns mit den brennenden Probie­
nen der sprachlichen Gegenwart befassen. Denn die allgemeine Sprachwissen-
ichaft wird an dem Nutzen gemessen, den sie als angewandte Forschung für
ie Allgemeinheit erbringt.

Mein Wiener Lehrer Wilhelm Hävers mahnte uns, bei der Beschäftigung
lit Sprache nicht den sprechenden Menschen
ienso.
arschun!

Lebendige Anteilnahme am Sprecher
zu vergessen. Das gilt heuteo

muss die soziolinguistische
ig motivieren und legitimieren.

Ich möchte nicht missverstanden werden: gründliche und gründlichste 
jischung ist die Grundlage unseres Mühens, aber nicht Selbstzweck.

1
1

T

!
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a1



r

Sociolinguistics: The Past Decade

William F. Mackey
Université Laval

I

I
In keeping with the general theme of this Congress and its theoretical thrust, 

this report will treat of the underlying assumptions of the study of language 
in society as practiced in the past decade and of their implications in recently 
published research.

The study of sociolinguistics is based on the premise that there can be no 
society without language and that there can be no language without society. 
Only people speak and they speak to one another. This main social function 
of language has in the past been the basis of theories of language, ranging 
from Saussure’s notion of a linguistics to be integrated into an as-yet-non- 
existant science of signs in society to Firth’s people-centered and context-oriented 
analysis of human speech. It has also been argued that since language, as a 
basis for social communication depends on the existence of linguistic signs and
that these in turn depend on a system of mental representation, such a system
must be the basis of all language study. Man, as species must be biologically
imprinted with a potential for such representation and for a potential for
speech. Such mind-centered theories, however, are not really incompatible with 
a sociology of language. They simply have not yet been integrated into the 
biological theories of society such as sociogenetics (the study of the evolution 
or behavior and of the hypothesis that genetics controls both potential and 
performance) and sociobiology (the study of the structures and dynamics of 
social groups)*.

During the past decade, much of the debate over sociobiology as an inte­
grating discipline in the social sciences has centered around the relative strength
of acquired as opposed to heredirary social abilities. It has been argued that

•1

ethnicitv, which includes language, is essentially biological by nature. Mankind 
has evolved a basic drive toward ethnicity which has become both biologically . ' 
and ecologically imprinted^.

Vet the societal component of language study is as old as the idea of a 
standard language—particularly when that standard, often the speech of the 
king and his court, had to be reduced to writing. Some historical linguists,—
Meillet for instance—had seen language in its social context, while sociologists 

in society3. It is only 
in the past few decades that the study of language in society has been divorced 
from “linguistics”, which had become pure and formal. Likewise the study of 
the role of society in language-change, as it conditions vaiiables in speech, has

like Durkheim were concerned with the role of language

developed separately.
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Most of the sociolinguistic studies of the past decade were the outgrowth
neither of linguistic theories of language nor of social theories of society. The 
rapid growth of sociolinguistics has been a response to divergent demands—
in developed and undeveloped countries. In the developed world the rapid 
leveling or regional dialects through post-war mobility, nation-wide media and 
accelerated urbanization attracted the attention of descriptive linguists to the
study of social dialects—mostly urban dialects :o-existing in the same region.
The need to delimit and co-relate the social components of these sociolects 
resulted in the development and refinement of methods in sociolinguistic 
dialectology*. In the developing countries the great increase in the demand for 
solutions to national language problems and the dilemna of language in educa­
tion was in part responsible for the phenomenal increase in the number of
studies on the sociology of language, especially as it affected language policy^.

Yet for most of the period such studies remained largely discipline-oriented. 
The societal determinants of language varieties were often regarded simply as a 
new dimension in fashionable linguistics. The latter, having graduated from 
the phoneme to the sentence and from the sentence to the conversation, was 
now going to proceed beyond, to the analysis of communication as such. The 
more analytically oriented linguists turned to the study of the minutae of social 
interaction, so detailed that no generalizations were possible. Psychologically- 
oriented linguists and social psychologists added to the collection of studies 
labeled “sociolinguistics” with measures of language-related attitudes and values. 
In this way, the repertoire of “sociolinguistics” was put together from products 
appearing on the fringes of such disciplines as social psychology, social dialecto­
logy and social anthropology. By mid-decade, the field had encorporated so 
much material that it began to generate a life of its own—in the process, engul­
fing such young disciplines as ethnolinguistics, exolinguistics, demolinguistics, 
glottopolitics, language planning and others. During this period it evolved 
from being programmatic to data-oriented, from sociographic to quantitative 
and theoretical. It became much more comprehensive than “linguistics” and 
more disciplinary. At the same time, formal linguistics tended to become more 
pragmatic and inclusive, tending toward a general theory of language by taking 
into account its uses, and the role of context. Since context depends on social 
relation, the line of demarcation between what constitutes sociolinguistics and 
what does not had become even fuzzier at the end of the decade.

The underlying assumption of sociolinguistics is that there exists a relation­
ship between the groups to which people belong and the way they express 
themselves. The groups to which people belong, by choice or by necessity, 
vary in size and nature and range from the close-knit family to work groups, 
voluntary organizations, professional societies, ethnic groups, nation-states, and 
multinational societies”. The determinants of these groups, may be genetic, 
regional, religious, economic, cultural or some combination of these and other 
social characteristics. The life of such groups and their very social existence 
depends on the possibility of interpersonal communication, and this, to such an

U



W. F. Mackey 337

extent that the modes and means of such intercommunication themselves be­
come characteristic of the group. Such characteristics of expression, as language, 
dialect, accent or lexicon, may sometimes be considered as the sole determinants’. 
It is as if the consensus of the group were based on such a reasoning as: Here 
is someone who speaks like us. Therefore, this person must be one of us.

One assumption of sociolinguistics has been that such groups are identi­
fiable. This itself is now debated. The groups depend on the structure of
the society to such an extent that it becomes difficult to generalize from
society to the next. Society itself is only 
depend on this abstraction. They depend

one
an abstract category. People do not 
on other people and this dependence

may affect their language behavior. It is therefore such social variables in 
behavior that must be observed and explained. Such a grouping of inter­
dependent people has been conceived as a network whose working and inter-
communication may be analysed by appropriate methods'^. In the last analysis, 
the distinction is a philosophical one. It is the problem of the existence of 
categories and of their comparability®.

Sociolinguistics postulates the existence of both social categories and lan­
guage categories and the possibility of studying the relation between both, that 
is, the relation between such social categories as ethnicity, culture, occupation, 
heredity and education and such language categories as dialect, accent, 
vocabulary, register, and type.

According to our starting point in the analysis of this relationship and the 
direction taken, the theoretical issues in sociolinguistics during the past decade 
may be studied from two angles, the language determinants of social -grouping, 
and the social determinants of language behavior. Let us first examine the 
language determinants of social groupings. Each grouping may vary along 
the dimensions of space (territoriality) and time (stability), the variations being 
affecetd by such social forces as mobility, exogamy and acculturation, the latter 
ranging from incipient to residual bilingualism. The nature of such groupings, 
however, depends on the structure of the society, which may vary in complexity 
from the nomadic tribe to the industrial state. In primitive societies individuals 
may belong to a single and only group of all their needs. At the other extreme, 
in a highly complex urban society, persons may belong to a diffeient group 
for each social need.

A common mode of speech may unite societies as small as a clan; or it

may 
tiers.

be the bond that links populations extending across many national fron- 
The French language, for instance, is the unifying force behind a cultural

commonwealth that embraces a great variety of nations, races, cultures and

religions®.
Since the possibility of linguistic intercommunication is the primary pre-

requisite for the existence of any social group, it may be a^ued that any in- 
____ .1... ,„,a,wi!« mmmnnifation facilities would be followed by ancrease in the availability of communication facilities would be followed by

increase in the number and types of social groups. In fact, this is what has
lllClCddC 111 LllU liumuc-i «iiu - ----------- n ’ «1
been happening during the past century—esepcially during the past few decades.
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and at an ever accelarating rate.
In every quarter of the globe, primitive societies are becomming features 

of the past. Rural, stable and simple family-oriented societies have been 
rapidly evolving into urban, mobile and complex social structures—even in 
those parts of the world where we used to go to study the working of primi­
tive societies.

One result of this evolution from the isolated traditional society to the 
mobile, urban industrial megapolis is that we are now polysocial, belong to 
two or more groups for work, trade, profession, recreation, culture, schooling 
or religion. To the extent that any of these groups functions in a different 
language or language variety, people by becoming bi-social must become bilin­
gual and diglossic in language use.

The phenomenal increase in the urbanization, mobility and possibilities 
of interpersonal communication has transformed some societies into groupings 
of multisocial individuals. In the process many have, of necessity, become 
multilingual. In some parts of the world, the very act of attending school sup­
poses the acquisition and use of a new and unrelated language; there, to 
become educated means to become bilingual.

Not only do people belong to a number of different groups for different
purposes but they may belong to each with a different degree of intensity, 
both as regards commitment and investment. Identity is dependent on the 
structure of the community, its stratification, degrees of differentiation and 
group solidarity. Language is an indicator of social status. If the identity is 
ethnic, status may be achieved through various types of language planning. 
Such status modification has been attempted in officially bilingual states like 
Belgium and Canada, and to a lesser extent among non-official language 
minorities^®.

In developed nations, the requirements of standardization, of norms and 
behavioral systems of the post-industrial society, with the consequent losses of 
identity and individual differences, has generated a reaction against conformism, 
coupled with a quest for community, for cultural identity and self identifica­
tion through language^i. Contrariwise, in the developing countries, ethnic 
identity has become associated with inherent limitations in living standards and 
national potential in science and technology. The trend has been toward a cul­
tural of supra-national identity. And it has become associated in some areas 
with such supra-national groupings as the “Francophonie”.l^ In other parts
of the developing world the English language has served as means of supra­
national cultural identity, determining who exercises power. The term “Afro- 
Saxons” has been used to identify this English speaking trans-national African 
elite. 13

There may admittedly still be societies where the population can be classi­
fied as if all people were permanently in one pen or the other. But there are 
also societies with a multiplicity of groupings for different purposes some more 
stable that others—each grouping or occasion for association or belonging being

L
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available to each person at certain times and under certain circumstances. At­
tempts have been made to describe such language communities—particularly 
the bilingual ones characterized by the co-existence of two official major 
standard languages— like German and Italian in Alto Adige’-*, Dutch and 
French in Brussels’^’, French and English in Montreal*''. These are in contrast 
with newly revived regional language groups like the Catalan”, and the
Basque'^ where the administrative elite is more bilingual than the majority 
they administer. Numerous studies have been made on how states have legis-
lated to protect minority language usei». The consequences of importing 
formulas from abroad have also been studied^^.

Belonging to any language group however, may simply be a matter of degree
—at least, that is what recent investigations would seem to indicate. Lan 
guage minorities, far from being isolated entities, may be part of a wider so­
cial system. This seems especially to be true in industrial and post-industrial 
societies, where the necessity of interaction with the majority presupposes the 
use of another languages2i.

In the past decade researchers have also theorized on the determinants of 
ethnolinguistic identification. Three determinants have been agreed upon— 
paternity, patrimony and potential. In other words, both ethnic origin, and 
cultural maintenance can determine ethnic identification, which becomes func­
tional only if the potential can be manifested through existing supportive insti­
tutions. In addition to trying to isolate the determinants of ethnic belonging, 
researchers have examined the process of language identification through the 
use of variants of regression analysis (path analysis), starting with the ultimate 
dependent variable and working back to possible predictors^^. Secondly, socio­
linguistic theorists have studied the social determinant of language behavior 
in the context of communications theory. In the past decade, much attention 
has been paid to the notion of the ability to make oneself intelligible, and to 
the idea of communicative competence^^. Such competence implies that speakers 
can function in the language; it does not however assume grammatical or 
phonetic correctness, but rather the ability to initiate conversations, to argue, 
to convince, to refuse politely and the like, according to situation, topic and 
participant-^. Social behavior in language use has also been expressed in terms 
of norms and rules. The model has been called deterministic—as if an abstract
construct

/>5(society) made “rules” to which all had to conform2“.
.Social control however, has been seen as the price one had to pay for inter­

personal intelligibility. This is achieved through limiting the language free­
dom of the individual by cutting down on his options. The fewer the options 
the greater the standardization; the greater the standardization, the greater the 
potential intelligibility, and the greater the social control of language. The 
more the options, the less potential interintelligibility, but the greater the free-
dont of choice in language behavior.

in linguistically monolithic societies like those created by long stable nation­
states anv deviation from the norm is either not understood or not tolerated.
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Strangers are expected to conform. In such societies, language standardiza­
tion constitutes a form of behavior control in the use of the written word, 
where spelling mistakes may be universally condemned. Contrariwise in multi­
lingual societies there may be a rapidly evolving norm, permitting the individual 
to adjust to each situation to achieve certain objectives, speaking one way to 
give one impression (like wanting to conform to outside job requirements) 
and another way to give the impression of solidarity with the people of the
area2®. Thus, pluralistic societies may survive through tolerance of free 
variation.

Interintelligibility depends on a wide range of differences in competence 
between each individual’s idiolect and the capacity for understanding those 
of others. A high degree of non-reciprocal multidialectalism is the norm.

Such observation have seemed to confirm the theory of language accomoda­
tion based on research into similarity attraction, whereby individuals can induce 
others to evaluate them better by reducing dissimilarities2^. This reduction 
means an expenditure on the part of one or of both parties for which a return 
is expected. The relationship has been expressed in terms of exchange 
theory2®. The extent of accomodation required to make one’s speech acceptable 
in any given type of situation depends on variables of person, place and type, 
related to age, sex, education and ethnicity2®.

Accomodation theory is concerned with the processes of convergence, 
divergence and complimentarity in social interaction. Speech convergence is 
a device by which persons make themselves more similar and more likable to 
others by reducing linguistic and paralinguistic dissimilarities. Beyond this, 
the observation that most languages contain systems of interpersonal accomo­
dation gave rise to the possibility of discribing a language on this basis®®. Most 
languages, for example, have registers of polite speech the purpose of which 
is social accomodation®!. Another example is the change one adopts in talking 
to children, or the register used for foreigners®2. When contact involves mem­
bers of different language groups, however, there is at first a search for dimen­
sions whereby each may be seen as distinct from the relevant outgroups, but 
positively so. According to the theory of intergroup processes, the different 
groups compare each other according to attributes important to their respective 
value systems®®. This may lead not to convergence but to divergence in langu­
age behavior, a type of behavior characterized by the “revolt of the minorities” 
during the past decades. Tired of adjusting to the language of others, a lan­
guage minority may diverge in behavior, asserting its right to be different and 
obliging others to try to understand them. This has been noticed in Quebec 
after the Quiet Revolution, in the Arab world in the mid-seventies and in 
the appearance of counter-standards in unilingual states®^.

which
Thirdly, the accomodation may lead to a relationship of complementarity
---I linguistically reflects differing social roles, such as those of master­

servant relationship®®. In bilingual communities, such accomodation may 
result in a degree of language alternation or code-swirching®®. Whether all
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such alternation is socially motivated is a moot question.
Dialect complementarity has been studied in the context of urban language

surveys. The concept of a social dialect (sociolect) or speech variety has been 
refined in this context»’. Studies of sociolects have also been made in Eng-
land«« France»» and the Netherlands"’, and other areas. The standardization
and reconstruction of social dialects has often been be a particular preoccupa­
tion of sociolinguistics in the Soviet Union-*!. There have also been
of descriptive studies on

a number
how and why standard speech has actually evloved 

following urbanization, mass media, mass education and democratization!2.
In many industrial states the massive influx of millions of foreign workers 

has given rise to the creation of other language communities whose socio­
linguistic characteristics have become the objects of study«. When the focus of 
observation was to change from that of people to that of the language varieties 
they use in types of social interaction, the theories are likely to be modified in
so far as the interest affects person, place, purpose, function, and time.

Fishman’s basic and often quoted question ‘who speaks which language to 
whom’ has engendered a good number of descriptive studies in a number of 
different countries. To answer this question is to predict the life and death 
of languages. For all theories on language survival relate to “the users and 
uses of language^-*’’ Other theories in turn depend on data, which, for the most 
part, are lacking. Very little is known about what social forces or combination 
or proportional distribution of forces is sufficient to change the direction of 
language use!-’. So little, in fact, that any survey of language use may have 
potential theoretical significance. But such surveys are so costly that only 
governments who need them can afford them. The need arises from political 
urgency for modifications in language policy. For example, results of the care­
ful and extensive survey of language use in Quebec were used to determine 
some of the key elements of Quebec’s language policy. The findings demonstrated 
that the language of work was, in the last analysis, the decisive element in the 
survival and valoration of the French language in that part of the world!®.
Similarly in Ireland, an extensive national survey of Irish language use, com­
missioned by the government, supplied measures of the complex interielation­
ships between language competence, language attitude and language use!*.

A number of other surveys on language use became necessary as a basis for 
some of the languagethe elaboration of language policies made possible as

minorities of the Fourth World (the stateless nations) gained some measure
One of the most extensive of these was the survey ofof regional autonomy. -------- ------

Basque usage in Spanish Vasconia!®. The survey also strengt ened the policy 
of the Basque Language Academy in the language planning (standardization 
and terminology) necessary for the implementation of any future language
policy.

Similar sociolinguistic work had been in progress in Catalan areas long be-
fore the obtaining of local cultural autonomy in Spain. serving the changes 
in language use in Catalan sociolinguists supplied a num ei of original theories
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on the social psychology of language®». Some have used the data as a basis to
elaborate general theories on language power and prejudice®*.

Surveys in other areas were related to language revival idology. The 
Frisian language movement, backed by the Frisian Language Academy (Fryske 
Akademy) has generated studies of language attitudes and language use with 
some comparative studies of other minorities®2.

The effects of the mid-century revolution in communications and media 
were being felt in the past few decades by official minority language groups 
in highly developed bilingual states like Belgium, Canada and Finland. 
Realizing the rapid decline in the use of highly developed languages like French 
and Swedish in minority status relationship, the speakers demanded to know 
the reason why. This demand instigated some careful quantitative surveys 
aimed at testing various hypotheses. For example, in Finland a research group 
on the relationship between ethnicity and mobility has produced a series of 
studies on the language consequence of both vertical and horizontal mobility 
in the bilingual population. For the Swedish minority, emigration to cities 
like Helsinki produced a regressive bilingualism, which, through the language 
demands of intermarriage, results in the eventual decline of the Swedish­
speaking population®«.

The findings of this research group also cast doubt on the ethnic or lan­
guage-centered mcxiel assumed in most policy-oriented studies. It has demon­
strated that in situations of contact between two languages groups it is neces- 
sary to take the existence of a third group into account,—namely the
bilinguals"’*. It seems that some of the problems in the implementation of 
language policy therefore stem from the presence of ethnic bilingualism main­
tained through a functional distribution of language uses in the community— 
but seldom taken into account®®.

In other areas, where no language revival movement had existed, the fate of 
the regional language has become the concern of scholars. In Galicia, for 
example, the fact that Galician had not been used as a school language has 
become a matter of concern for its survival®«.

Social problems of regional languages in post-industrial societies of Europe 
are not comparable with those of the multilingual areas occupied by rural 
primitive societies in Asia, Africa, and Oceania, some of them harboring 
hundreds of mutually incomprehensible tongues within restricted areas which, 
in the past few decades have became dependent on the modern world. This

1I new dependence has changed the social function of the indigenous languages, 
the attitudes towards them and the consequent development of new types of
lingua francaOT.

In other areas of Africa and Latin America the co-existence of partially in- 
teicomprehensible varieties of different languages produces a type of speech mix­
ture where any comprehensible combination becomes acceptable®®. The very 
existence and feasibility of such areas seems to have cast some doubt on the 
theoretical foundations of synchronic linguistics®«. Who speaks which language
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to whom, it seems, also depends on where the speaking is done. In industrial- 
ized states whose wealth depends on interactional trade, the language of the
customers may have been taken into account in the development of national lan­

I

guage strategies««. Independent of the real number of their speakers, languages 
like German and Dutch may be strong in one part of the world, but weak in 
another. Studying the geographic determinants of such language use has given 
rise to a new and growing discipline called geolim uistics’^.

Studies have been produced on the relationshi > between language geogia- 
phy and social development«2, the social psychology of some language fron­
tiers has also been quantified««, the viability of bilingual districts ha<^ been 
studied in terms of both human geography«* and in terms of socio-p.jiitical 
models«’. Study of the determinants of language borders however are to be 
distinguished from descriptions of language behavior along such borders— 
especially traditional ones such as exists in Alsace-Lorraine, Eupen and 
Malmedy, and in the American Southwest. For such studies the term “border 
linguistics” has been used. There have been studies of such language usage in 
the German-Wallon district««, the Luxemburg area«’ and that of the Dutch- 
Wesphalia border«« in addition to studies of the Danish-German language 
border, among others.

Large scale language use surveys have also been focussed on large metro­
politan areas. One of the first such studies was the survey of language use and 
language usage in the French city of Orleans the results of which are still being 
analysed«®. The Orleans study is a survey based on a structured sample of
citizens with the purposes to find out exactly what sort of French was actually 
used by people of different social roles in different everyday circumstances. 
Another type of urban language study was the one undertaken in the city of 
Brussels. In this study of urban bilingualism and language use a number of 
scholars from various disciplines—psychology, sociology, political science, 
linguistics, history and geography were asked to study a particular aspect of 
language use in Brussels. In periodic symposia (every three to five years) at­
tempts have been made to arrive at a synthesis or 
the results^**.

a theoritical consensus on

A more precise focus of the study of language use has been the social insti-
tution. The most important of these has been the school. A vast littérature 

ispecially in the area of bilingualhas been produced during the past decade 
education”. There have also been comparative studies on the bilingual uni­
versity’®. Other important social institutions, like the courts, have been studied
from the point of view of language use’«.

In addition to the where and the who of language variation in society
investigations have been made into how languages survive in societies, how

be revived.others become extinct, and how some can even
Survival of languages and dialects, like Platt ’> Pennsylvaanish, 

Piedmontese, South-Schleswig Danish, Westerland Frisian, Friulian, Ladin,
Roussillon Catalan, and Gorizian Slovenian—to name only a few—have become 
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causes of concern and objects of study. Languages and dialects like these, 
situated as they are in modern industrial societies have been slated for revival 
at the very time they have become most threatened with extinction. The 
threat has come, not from persecution, but from the economic benefits of indus­
trialization, mobility, and urbanization. The implications for Western Europe 
have been studied on a comparative basis’^. Various studies on some of the 
language minorities have also been documented'^®. In bilingual states like 
Canada, Ireland and Switzerland, the central government has taken a hand in 
the maintenance of official language minorities'^®.

The central state has at its disposal means of mass communication often 
unavailable to language minorities. These may be used for the promotion and 
maintenance of non-official language. The proposed use of the Canadian satel­
lite Anik for Eskimo programs in the Canadian north is a case in point. Na­
tions have pooled technical resources for the mutual promotion of the languages 
of their respective minorities. Thus the trans-national Scandinavian satellite 
Norsat can relay Swedish television to Swedish minorities in Finland, and 
Finnish television to Finnish minorities in Sweden'^’’.

How best to guarantee the survival of minority languages has been the 
subject of numerous symposia. The theoretical framework for such discussions 
has encompassed such distinctions, as Abstand languages and Ausbau lan­
guages^® and policies such as status-planning and corpus-planning"®. Other 
models have been proposed by Haugen, Rubin and Fishman®®.

A recent development in the promotion and maintenance of minority lan­
guages has been the official internationalization of languages and language 
groups. International language treaties recognize language boundaries as being 
distinct from political ones. An example is the treaty between Belgium and 
the Netherlands whereby a Dutch language area is recognized as belonging to 
both countries. It includes a policy for the re-unification of the Dutch lan­
guage.®*. Even in areas covered by different but related languages, language 
policy has been based on areas of common interest, aided by partial interintel­
ligibility®®. A separate Nordic Language secretariat has been created, for ex­
ample, for Scandinavia®®.

Lessons for language survival have also been gleaned from descriptions of 
how languages become extinct. The very few available studies of language 

I death therefore have become notable. Research has been done on the decline
of Breton®'* and on the causes of the extinction of a dialect of Scots Gaelic, which 
is revealing in its detail®®.

Just as rare are documented cases of language revival. The most successful
example is surely the revival of Hebrew as a national tongue; it has already 
been well documented and indeed often cited by would-be revivers of other
tongues. Studies on the revival of such languages 
Cornish have so far been largely programmatic.

as Basque, Breton and even

Most of the programs for language revival have to do with increasing the 
number of language functions, the purposes and areas for which the language i
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may or must be used. The first step may often be the creation of a diglossic 
cial structure. Relevant to status planning are studies on the functional dis-

so-

tribution of languages in the communities. Also relevant have been the 
dies on the allocation of social function for each language within the 
munity®®. In Quebec, for example, by September 1982, all public signs :

: stu- 
com- 
must

be in French only, according to language implementation regulations based 
on the official language policy.

The functional distribution of written languages may create a sort of 
literary diglossia®*. Theoretically, the distinction between language and dialect, 
if one can be made, is less relevant than the functional distribution of language 
varieties in standard and regional languages®®. Secondly, the creation of lan­
guage functions has been made possible by the establishment of language rights. 
Relevant studies of the creation of language rights have been made for coun­
tries such as Canada, Finland, a number of African countries, Netherlands, 
Quebec, Switzerland and the United States®®. There have also been a number 
of usefid comparative studies®®. The history and relative success of language 
policies and language treatment has also been documented for a number of 
different countries®*. So has the impact of social context on the relative success 
of such language policies®®.

In the context of nation-building, language policy often takes on the form 
of behavior modification. In the creation of monolithic states, the elimina­
tion of language varieties becomes a leading national priority, ^ince all are 
equal, all should speak the same language, to be propagated through universal 
education and public schooling for social equailty. This has been the main 
preoccupation of most revolutionary regimes®®. The demands of a central 
administration can also promote social re-organization through the application
of a national language policy®*. The idea of creating a classless language for a
classless society has led to the use of ideology as a framework for theoorizing 
on the functions of language varieties in society. Writers have theorized on 
the relations between language and colonialism®*, language and power®-’ and 
language and social influence®®.

In contradiction to the practice in most socialist states where a standard
language is regarded as a force for equalization, Marxists linguists in the West
have portrayed it as an
sistently critical of Bernstein’s well-quoted theory

instrument of repression®*. Yet they have been con- 
on the elaborate middle-class

code tvhich guarantees economic success®®. Much of this ideological polemic,
however has been long on theory and short on fact—especially historical ones.
This lack of historical perspective is characteristic of much sociolinguistic 
theory®®. There are nevertheless notable exceptions which bear citing. Several 
of the studies of the Brussels Centrum have documented the history of Dutch
language use in that city■100'. The study of the use of French and German in
Switzerland before the First World War is another example*®*. A social his­
tory of speech usage in 18th century Germany is also woith noting*®®. Much
of the material available on sociolinguistic history, however, must be gleaned



!46 Plenary 8: Sociolinguistics

from the external history of various languages. Contrariwise, references to titles 
devoid of historical perspective would number in the thousands—as would 
my survey of sociolinguistics in the past decade. I have here referred by way 
jf example to only a few studies. There may be important gaps which I should 
like to know about and fill in.

The foregoing must be regarded simply as a brief overview of the theore- 
dcal dimension of the sociology of language in the past decade, with examples 
:rom recent research. I hope that most of the important issues have been raised 
ind that the few titles cited below as references are representative.
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Summary of the Plenary Session on Syntax and Semantics

Akira Ota
Sophia Vniversity, Tokyo

0. Arrangement

There were three reporters for the first plenary session: Professor Talmy 
Givdn, Professor Susumu Kuno, and Professor Masayoshi Shibatani. Since 
Givon's paper and Shibatani’s paper had more in common with each other than 
either had with Kuno’s paper, the order of presentation was Giv6n, Shibatani, 
and Kuno. Each reporter was given twenty to thirty minutes. In addition, <£ 
with the approval of the organizing committee, I asked Dr. Alec Marantz to 
be the discussant of Givdn’s and Shibatani’s papers. Marantz’s very interesting 
dissertation presented to the MIT in 1981 entitled ‘On the nature of grammati­
cal relations’ takes up problems related to the ones discussed in Givdn’s and 
Shibatani’s papers from a different angle. I also asked Professor Ellen Prince 
to be the discussant of Kuno’s paper. She had written some interesting papers 
on discourse phenomena. The time allotted to the discussants was ten mini^es 
for each paper. Questions and comments were invited from the floor after each 
discussant’s presentation.

1.1 Giv6n's paper

.Assuming that the participants in the Congress had read his paper contained 
in the Preprints of the Plenary Session Papers (henceforth Preprints), Givdn 
devoted most of his time to stating his basic assumptions or principles reflected 
or implicit in his Preprints paper. He stressed the importance of the study of 
discourse function and pragmatic factors coupled with cross-linguistic typologi­
cal study, the neglect of which by Chomsky and others, he says, made it impos­
sible to ask the real interesting question, ‘What is natural/non-arbitrary about 

5^

two linguistically-the coding relation in syntax?’ According to him, there are 
coded functional areas in language (apart from lexical semantics), namely pro- 
positional semantics and discourse pragmatics. The former deals with proposi­
tional information about events/states/actions, etc., with agent/patient/etc. as­
sociated with them. The latter deals with sequencing of successive propositions 
in discourse. The syntactic structure of a sentence must code both the proposi­
tional-semantic and the discourse-pragmatic information associated with the 
proposition. This will lead to the need for a structural compromise by which 
neither function is coded perfectly but both are coded sufficiently when context
is taken into account.

He tlien delineates the notion ‘functional domain’, which plays an impor-
-U.
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tant part in his framework. Functional domains are scalar and multi-dimen­
sional. They are defined structurally, on the one hand, by exploiting natural 
iconicity. On the other hand, examination of texts with a view to categorizing 
functions will be needed for establishing functional domains. These two ap­
proaches must complement each other. He illustrated these points by referring 
to relevant parts in his Preprints paper.i>

1.2 . Marantz’s comments on Givon’s papers>
Marantz’s discussion was directed to two things: (1) He tried to clarify the 

role of functional principles in the explanation of syntactic phenomena; (2) He 
also presented what he believed to be a superior analysis of Givon’s UTE data,
the description of which lies, according to Givdn, at the core of his Preprints 
paper.

(1) Marantz claims that a functional explanation of syntactic principles 
like the ones proposed by Givdn can successfully work only in conjunction 
with a theory of language change, development, or acquisition. He also claims 
that at present he does not know any convincing functional explanation for any 
interesting syntactic principles. As an example, he takes up Principle (9) given 
by Givon in his Preprints paper.

(9) Principle of syntactic coding of transitivity: ‘To the extent that the 
transitivity of a clause is coded by its case-marking, the case-marking of 
the agent plays a less important role in the coding of transitivity than 
the case marking of non-agent arguments.’ Givon, Preprints paper, p. 11; 
Givon 1981, p. 170

Marantz says that Principle (9) can be immediately explained by autonomous 
syntactic theories such as Chomsky’s Government-Binding Theory. Briefly 
speaking, in Chomsky’s theory, ‘Case-marking is performed under government. 
Verbs govern their objects, but not their subjects. Therefore, the transitivity 
of a verb will generally show up in the case-marking on its object which it 
governs, but not on its subject which it does not.’

(2) Marantz says that if we interpret -ta- in UTE as an impersonal subject 
marker on an active verb (i.e. a suffixal pronoun meaning unspecified person(s)) 
instead of identifying it as a passive marker as Givon did, most of the phenome­
na Givon discusses will be explained without further ado—such problems as 
(i) obligatory deletion of agent/subject in -ta- clauses, (ii) what Givon thinks 
is plural agreement of verbs with obligatorily deleted plural subjects, (iii) what 
Giv6n calls pronominal agreement, and (iv) active-transitive property of -/rt- 
clauses.

's comments are upon
1) Giv6n s Preprints paper is missing in this volume, because lie has replaced it bv what 

delivered at the plenary session. On the other hand, Marantz’s comments are upon 
n ns Preprints paper, and not upon the one contained in this volume. Interested readers 

are reterred to Giv6n 1981, which is identical to Givdn's Preprints paper.
9\ X’i-.»-.. 1 * 12) See Note 1.

b



J

A. Ota 353

Thus Marantz insists that highly developed autonomous syntactic theories 
seem better suited than functional principles for interesting and predictive 
typological study.

Professor Ivan Kalmar (University of Toronto) from the floor.
Kalmar expressed his agreement with Marantz concerning the role of 
functional explanation. He also pointed out the necessity of clarifying 
or specifying innate ability if Chomsky’s theory is to stand.
Marantz answered that the theory Chomsky is developing does assume 
the theory of language acquisition, and that although Chomsky himself 
does not talk much about language acquisition, others working in his 
framework to take upon themselves to specify the assumptions that need 
to be made about language acquisition and to make these innate linguistic 
principles explanatory.

Professor Henry Kucera (Brown University) from the floor.
Kucera commented, apropos of the autonomous (or independent) syntax, 
that it now seems that for most interesting cases, for example in the case 
of tense and aspect, it is totally impossible to even tackle the simple 
question of the well-formedness of a sentence in terms of any syntactic 
concepts. Givôn agreed with Kucera’s comment, saying that in his recent 
work on tense and aspect from the functional standpoint, he has found 
out that discourse factors were indispensable to define precisely which 
tense and aspect is proper to use, and that he sees no way of specifying 
such things in terms of independent syntax. He added that the same ap­
plies to such topics as definiteness, anaphora, etc., and that in spite of 
repeated revisions of theory formulatins, transformational grammarians 
have not come out with any viable solutions that can cope with un­
cooked data in such areas.

2.1. Shibatani’s paper^)
Shibatani’s presentation followed fairly faithfully the content of his Pre­

prints paper. He points out similar deviation both in accusative languages and 
ergative languages. Examples are stative sentences such as (3) and (4) ((9) and 
(10) respectively in this volume), where case markings and grammatical rela­
tions/functions do not match. On the basis of this observation, he posit.s a 
schema like (5) (missing in this volume), which displays a continuum of the 
degree of transitivity with clear ergative pattern at one end and clear accusative 
pattern at the other end, and neutral pattern exemplified by (3, 4) in the middle.

He then discusses the function of case marking, particularly the function 
of nominative in an accusative language and that of absolutive in an ergative 
language, and its relation to subject. He points out that in such sentences as

3) Shibatani’s paper contained in tins volume is a lather extensively revised version of his
Preprints paper, but my summary presented here as 
are based upon Shibatani’s Preprints paper.

vv’ell as Marantz s comments in this volume
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(3), it is the dative NP rather than the nominative NP that exhibits syntactic 
properties of subject. He also examines pragmatic notions (focus of interest, 
speaker’s perspective, etc.) that have been associated with subject and tries to 
establish some correlation between them and case-marking. His conclusion is 
that ‘just as syntactic properties associated with subject may be distributed
over different NP categories depending on different languages, pragmatic or
semantic properties may be shared by different NP categories.’

2.2. Marantz’s comments on Shibatani’s paper

Marantz says that sentences (3, 4) cited by Shibatani do not argue for a con­
tinuum represented by a schema like (5). According to Marantz, logical sub­
ject and object of verbs are ‘direct arguments’, and receive semantically neutral 
case marking. Other arguments are ‘indirect’ and receive semantically ‘loaded’ 
case markings or adpositions. In many languages a verb will appear with both 
a logical subject and object only when it is associated with both an agent and 
a patient/theme. Since the verbs in (3, 4) lack agents, they will take only one 
direct argument—the patient/theme. As an indirect argument, the experiencer, 
possessor, etc. must take semantically loaded case—an oblique case. Semanti­
cally loaded cases indicate the same syntactic roles cross-linguistically because 
we identify such cases by the semantic roles they convey. Thus regardless of 
our theory of the ergative-accusative distinction, we would expect that the hook­
up between semantic roles and cases would be the same in both sorts of lan­
guages for the dative-nominative and the dative-absolutive sentences in (3, 4).
Shibatani’s arguments for a continuum is possible only because case markings
and grammatical relations are identified and classified outside of any developed 
grammatical theory. Other arguments (including the function of case marking) 
presented by Shibatani suffer from the same shortcoming. Marantz concludes: 
‘The project of uncovering the function of case-marking should best be embedded 
within some syntactic or other theory which could provide Shibatani’s hypo­
theses with empirical and predictive force.’

Professor Henc-hsing Jeng (National Taiwan University) from the 
floor.
(1) Jeng presented some evidence that he claimed would support Shi­
batani’s continuum hypothesis. Referring to some language used in Tai­
wan and also some Philippine languages, in which diverse cases (agent, 
objective, instrumental, dative, locative, etc.) can be subjects, he claimed 
that there is gradience in the choice of subjects depending upon different 
types of languages, and that the dichotomy of accusative vs ergative 
would not work in the cross-linguistic typology.
(2) Jeng also questioned the role of ‘point of view’ posited by Shiba­
tani, saying that the notion was not clear enough. Citing the case of 
Chinese and an aboriginal language used in Taiwan that he studied, he 
said that different semantic/pragmatic criteria are used for the choice
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of subjects.
Marantz responded to Jeng’s first comment, saying that it again 
illustrates the difficulty of talking about subjects/topics outside of a par­
ticular linguistic theory. He said that the Philippine languages that he 
(Marantz) examined in some detail split into two sets, and that by dis­
tinguishing between these two sets and by working in a syntactic theory 
where notions like subjects/topics are clear and predict empirical conse­
quences, the Philippine languages that Jeng mentioned would not pose 
a problem for the sort of distinction that he (Marantz) made between
ergative and accusative languages. Shibatani said, apropos of what Jen ‘̂Ö

and Marantz said, that the question he (Shibatani) raised toward the end 
of his paper is the one that demands the kind of work done by many peo­
ple like Giv6n, Comrie,., etc., adding that it would be impossible to get 
any clear picture of what ‘topic’, or ‘old information’, or ‘point of view’ 
is in the framework Marantz is working.
Giv6n claimed that there is ample diachronic evidence indicating gradual 
and slow change from accusative to ergative patterns or vice versa and 
that in the process there are lots of intermediate stages. To handle such 
situations, therefore, the best thing will be to talk about the two extreme 
types and lots of possible in-betweens.
Marantz said that diachrony might disconfirm what he (Marantz) said, 
but it is not obvious without looking at the theory and its predictions.

3.1. Kt no’s paper
11

Kuno started with a short preamble about the motivation and aim of the 
kind of study he was pursuing. For the kind of problems he has been interested 
in, such as pronominalization, reflexivizatlon, deletion, etc., purely syntactic 
explanation i.s hardly sufficient to account for the acceptability judgments of 
native speakers, which are often gradient and variable. We have to clarify ex­
tremely complex interactions among syntactic, semantic, pragmatic, and dis­
course-based rules, of which syntactic part is the easiest and non-syntactic part 
is the most difficult and challenging. But this latter part is often neglected or 
even looked down upon by theory-oriented workers. The discourse deletion

example of such phenomenon.phenomena that he takes up in his paper is an 
fVith this brief preamble, he presented the outline of the content of his

order of deletion’ coupled

Preprints paper, omitting some examples and adding some new ones. Tn his 
Preprints paper, which is reproduced in this volume, Kuno icplaced his notion 
of old vs new information that he had used earlier by that of lelative impor­
tance, asserting that deletion of optional constituents in a sentence proceeds 
from less important information to more important information( and not in 
the reverse order) provided that syntactic constiaints allots it. This pecking 

' _■ ■ ■ ■ T with another independently motivated principle,
which says that only ‘intentional’ violation of discourse principles result in 
unaccepiabilitv, gives us a means, he claims, for initiating a systematic analysis
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of extremely complex and poorly understood discourse deletion phenomena,
and he substantiated his claim with abundant examples carefully scrutinized.

3.2. Prince’s comments on Kuno’s paper

Prince agrees with Kuno. Furthermore, saying that Kuno’s clear formula­
tion makes it possible to make empirically testable hypotheses, she herself tests 
one such hypothesis concerning affirmation. Her hypothesis and test is a good 
follow-up of Kuno’s study.

Professor Richard Hudson (University College, London) from the 
floor.
(1) Hudson questioned why there was no reference to intonation in 
Kuno’s paper, the introduction of which would have made it unnecessary 
to refer to relative importance.
Kuno answered that what decides the intonation (more specifically, the 
location of the nucleus of intonation) is relative importance rather than 
vice versa.
(2) Hudson also made the following comment: ‘Is the contrast be-
tween “functional” and “non-functional” aproaches anything more than 
a difference in the personal interest of the linguists concerned? After 
all, Givdn and Bolinger, who are supposed to be “functionalists”, have 
both recognized in print that grammars are needed, and that some parts 
of grammars may be actually dys-functional, and Chomsky has recognized 
in print that functional explanations may be possible for some parts of 
grammars. So where is the difference?’

4. By way of conclusion^'
At present there seems to be no concensus or paradigm in grammatical

theory. There are more than a dozen syntactic-semantic theories or models 
and a multiplicity of approaches. See, for example. Current approaches to syntax 
edited by Moravcsik and Wirth (1980). But beneath (or beyond) this variety 
of theories, we can discern two main, underlying trends. On the one hand, there 
are Chomsky and his group, who distinguish between competence and per­
formance, concentrate on ‘sentence grammar’ (and more recently on ‘core gram­
mar’), separating syntax and semantics from discourse functions and language 
use, and insist on the autonomy of syntax (or the computational component), 
although nobody including Chomsky denies the interaction between these vari-
OUS components. To them explanation in linguistics boils down to clarifyii'S 
the problems of language acquisition. On the other hand there are a numh^* 
of other scholars who start with ‘communicative competence’, emphasizing 
importance of discourse function and language use in context. They 
that significant generalizations and true explanation in syntax and sein''"’’

iist
tl'fS

■i) The greater part of what follows is what I said at the outset of the session, but 
.,l,s

more appropriate to put it at the end. 
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can come only or chiefly by paying due consideration to discourse and pragma­
tic factors.

This plenary session seems to have reflected these two trends, and all in all, 
the frank exchange of different views and opinions was salutary and fruitful, I 
believe. It seems to me that the existence of diverse approaches and different 
conceptual frameworks and theories will eventually prove to be beneficial rather 
than harmful. Of course, when one theory is pitted against another, we will 
find a lot of incompatibility between them as well as inadequacies in each, 
but when in the course of time the inadequacies are corrected or eliminated 
and the superficial differences are ironed out, what will remain as fundamental 
difference will reinforce or supplement each other, and together will shed light 
upon various facets of this complex affair called human language. In the mean­
time, what seems to be important is to keep our mind open and try to derive 
benefit from approaches, and theories different from our own. In this connec-
tion let me quote a passage from Quine: ‘Knowledge normally develops in a 
multipilicity of theories, each with its limited utility and each, unless it harbors 
more danger than utility, with its internal consistency. These theories overlap 
very considerably, in their so-called logical laws and in much else, but that they 
add up to an integrated and consistent whole is only a worthy ideal and hap­
pily not a prerequisite of scientific progress.’ (Quine 1960, p. 251)

At the same time I got the impression that on whatever basic, underlying as­
sumptions we may work, we will need a fine-grained and precisely formulated 
theory with predictive force.

References
Giv6n, Talmv, 1981. Typology and functional domains. Studies in language 5.2. 163-193.
MoRAvcsiK, Edith .A. and Jessica R. Wirth (eds) 1980. Current approaches to syntax. Syntax 

and semantics Vol. 13. New York: Academic Press.
Quine, Willard van Orman. 1960. Word and object. The Technology Press of the MIT and 

John Wiley and Sons.



Condensed Summary of Comments on Givon’s Paper

Alec Marantz
Harvard University

In my comments I clarify the potential role for functional principles in the 
explanation of syntactic phenomena and provide what I believe to be 
superior analysis of Givdn’s Ute data.

a

Coidd functional principles somehow replace syntactic principles in syntactic 
explanation, where by syntactic principles we mean features of innate linguistic 
competence? Consider Givdn’s principle (9), could such a “Principle”—really 
just a generalization over observations—be explained by, e.g., functional coding 
principles? A functional explanation of (9) and other syntactic principles can 
only work successfully in conjunction with a theory of language change, develop­
ment, or acqinsition. To see this, replace (9) with structural principle (G),

(G) Giraffes have long necks

There is a functional explanation for (G): Giraffes have long necks to reach
leaves in tall trees. However, this explanation is valid only in the context of 
the theory of evolution and natural selection. Without such a theory, the func­
tional “explanation” is merely a description of the use of Giraffe structure
(long necks),
is an

a description without any particularly interesting status. There
independent structural explanation for (G): Giraffes have long necks 

because they are genetically preprogrammed for long necks (the theory of 
developmental biology is concerned with the expression of the genetic program). 
We thus have two equally valid explanations for (G), one functional, one genetic. 
But the functional explanation i,s an historical one, requiring a theory of natural 
selection.

At the moment, I would claim that we have no convincing functional ex-
planations for any interesting syntactic principles, such as principle (9), On 
the other hand, autonomous syntactic theories, such as Chomsky’s Government­
binding theory (Chomsky 1981), immediately explain (9) and a host of other 
observations and principles. Briefly, in Chomsky’s theory case marking is
performed under “government.” Verbs govern their objects but not their sub­
jects. Transitivity is a property of verb. Therefore, the transitivity of a verb 
wdl generally be manifested in the case marking on its object, which it governs.
not on its subject, which it does not.

Gi\6n has failed to argue against a simple alternative analysis of Ids Ute
data whicli much more economically explains most of the phenomena he dis­
cusses without special statement, AVbat Giv<)n calls the “passive” marker—the
suffix -ta- —is actually an impersonal subject marker on an active verb, i.e..

358
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a suffixal pronoun meaning “person or persons unspecified.” This hypothesis
immediately accounts for the fact that agent/subject is obligatorily deleted 
from the Ute passive clause” (sec. 4. 1.); one cannot express the subject in -la- 
clauses for the same reason one cannot add an extra subject to any active 
sentence; there already is a subject in -ta- clauses, i.e. -ta- itself. The plural 
subject agreement facts in Ute (4. 3. 1) follow from our assumption that -ta- 
is a subject meaning person (singular agreement) or persons plural agreement 
unspecified. What Giv6n calls “pronominal agreement” in Ute (4. 3. 2) is
actually just a clitic pronoun. Givón’s “agreement” may not agree with any
argument in a clause but, just like a pronoun, may “agree,” i.e., be coreferent 
with something outside the sentence. If -ta- is an impersonal subject, it cannot 
co-occur in the same clause with a clitic pronominal subject. It should be 
obvious that the active-tjransitive properties of -ta- clauses that Givón lists (4. 4) 
are predicted on the present analysis because, on this analysis, Ute -ta- clauses 
are active and, when they contain an object, transitive.

Just as on Givón’s analysis, it is a mystery on the present account why the 
Ute suffix -fa- may not appear on verbs taking no “arguments” (4. 2). Givón 
suggests this restriction follows from the necessity for some constituent to 
serve as topic in a passive clause, but of course the -fa- marked verb itself could 
qualify as topic if some constituent must.

In short there seems little reason to call a Ute -fa- clause a “passive.” One 
might make this appellation in order to emphasize the “impersonal subject 
function” of -fa- clauses, but identifying -ta- as an impersonal subject makes 
this “function” clear as well. Within a highly constrained syntactic theory (see, 
e.g., Marantz 1983), identifying a verb as passive automatically produces a set 
of predictions about the verb’s syntactic behavior. As we have just seen, the 
proper predictions for Ute -fa- verbs result when we identify them as active.

Givón’s “functional typologies,” which lead, for example, to identifying Ute
-ta- clauses as passives. are purely descriptive. Interesting and predictive
typologies follow from highly developed syntactic theories. See the “principles
and parameters” approach of Chomsky (1981), the cross-linguistic analyses in
Marantz (1983), and the typological work of Ken Hale.

Autonomous syntactic theories, theories about the innate linguistic com­
petence of children, seem better suited than functional principles to explaining 
the sort of syntactic phenomena Givbn discusses.
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Condensed Summary of Comments on Shibatani’s Paper*

Alec Marantz

/

In the first section of my comments, I explain why Shibatani’s arguments 
against a clear typological distinction between accusative and ergative languages 
are not convincing. In the second section, I question Shibatani’s approach to
discovering possible functions for case markings and his conclusion that

.'h
“syntactic properties associated with the subject may be distributed over dif­
ferent NP categories depending on different languages.”

Shibatani’s arguments for a continuum between ergative and accusative
languages only work when case markings and grammatical relations are identi­
fied and classified outside any developed linguistic theory. For example, none 
of his considerations undermine the clean ergative-accusative split proposed and 
supported in Marantz (1981; see Marantz 1983 for summary). Consider first 
the dative-nominative/absolutive constructions in Shibatani’s (3-4). ((9-10 
respectively in this volume —A. Ota). In Marantz (1983) I explain why logical 
subjects and objects of verbs are “direct arguments” and receive semantically 
neutral case-marking. Other arguments are “indirect” and receive semantically 
loaded case-markings or adpositions, markings associated with some set of 
semantic roles. In many languages, a verb will appear with both a logical sub-
ject and a logical object only when it is associated with both an agent and a
patient or theme. Since the verbs in (3-11) lack agents, they will appear with 
only one direct argument in such languages—the theme/patient. As an indirect 
argument, the experiencer/possessor/etc. in sentences (3-4) must take semanti­
cally loaded case—here, the “dative.” Semantically loaded cases indicate the 
same semantic roles crosslinguistically because we identify such cases by the 
semantic roles they convey. For example, we call “dative” the case-marking on 
certain goal/possessors. Thus, regardless of our theory of the ergative-accusative 
distinction, we would expect that the hook-up between semantic roles and cases 
would be the same in both sorts of languages for the sentences in (3-4). Such 
sentences cannot argue for a continuum between ergative and accusative 
languages (see Tsunoda, this volume, for similar reasoning).
Nor can the existence of so-called “split-ergative” languages be used as

evidence for such
of

a continuum. Shibatani identifies case-markings on the basis
morphological form. However, theoretically significant classifications of

case-markings are based rather on the manner in which the case-markings are 
OMigned or determined. For example, “accusative” may be defined as the case

The following commentsThe following comments were upon Shibatani’s paper contained in Preprints oj the Plenary 
Session Papers, the rather extensively revised version of which is contained in this soilline.— 
A. Ota
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assigned by verbs. In split-ergative languages, different types of nomináis (e.g.,
animates vs. inanimates) may require different morphological forms for, say,
the accusative case as defined above, but this does not imply anything about
the uniformity of the case-marking system in such languages when this system
is analyzed with an interesting syntactic theory. From a theoretically interesting
point of view, split-ergative languages may be consistently “ergative” (or 
“accusative”).

Shibatani wishes to investigate the function of case-marking, yet he works 
outside any highly developed syntactic theory which might be able to identify 
case-markings in a consistent manner crosslinguistically. As should be clear 
from the above comments, outside a syntactic theory we cannot individuate or 
identify case-markings in preparation for examining their functions. In the 
wilderness between syntactic theories, what is, e.g., “nominative case”?

Shibatani’s conclusions about the non-uniform syntactic behavior of NPs 
bearing the “same” case or grammatical relations also suffer from his approach 
of working outside a theory. How can he determine what the same case or rela­
tion is? In Marantz (1983) I show that a highly constrained theory of grammati­
cal relations may possess a great deal of predictive power. Within such a 
theory, syntactic properties associated with, e.g., the subject may not be dis­
tributed over different NP categories depending on different languages. It is 
not possible to refute such a theory by examining languages while using fuzzy 
concepts of “subject,” “object,” “nominative,” and “accusative.” Rather, one 
must show that the theory makes wrong predictions or that some competing 
theory performs better. My remarks on Givon’s paper (this volume) are relevant 
to Shibatani’s search for a functional account of case-marking. When Shiba­
tani claims, “A most obvious function of case-marking is that distinguishing 
A from O in a transitive clause,” what is the empirical content of his claim? 
How could we decide if case-marking does or does not serve this function? 
Does Shibatani mean, for example, that children could not learn a language in 
which As were not formally distinguished from Os? The project of uncovering 
the function of case marking would best be embedded within some syntactic

acquisition, theories which couldtheory and some theory of language change or : 
provide Shibatani s hypotheses with empirical and predictive force.
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Discussion: Kuno’s ‘Principles of Discourse Deletion’

Ellen F. Prince 
University of Pennsylvania

Kuno’s paper, ‘Principles of discourse deletion’, represents an important 
advance in functional syntax in its refinement of the notion of old/new infor­
mation. In particular, a new information-status is distinguished, called impor­
tant/unimportant, where important represents focal information (more or less) 
and unimportant represents background information (more or less). Important/ 
unimportant information, shown to be scalar rather than dichotomous, is 
related to Chomsky’s (1972) focus/presupposition and to Wilson and Sperber’s 
(1979) focal/background, but is more fine-tuned than either in its correlation 
with linguistic form.

In addition to defining a new information-status, Kuno in this paper 
provided us with a clear formulation that enables us to make empirically test­
able hypotheses about discourse deletion. In what follows, I shall briefly make 
and test one such hypothesis relating to affirmation. First, however, a very 
brief discussion of affirmation is in order.

In English, a tensed V may simultaneously convey (at least) three pieces 
of information: verb meaning, tense, and affirmation. Consider, for example, 
the following three question-answer pairs:

(1) Q: 
A:

(2) Q:
A:

(3) Q:
A:

What did John do after we left? 
He ate.
Is John eating?
He ate.
Did John eat?
He ate.

In IQ, it is assumed that John ‘verbed’; lA supplies the lexical content of the 
verb: it was eating that John did. In 2A, the lexical content of the verb is as­
sumed and what is added is the past tense. In 3A, both the lexical content of 
the verb and the tense are assumed; what has been requested is the polarity— 
affirmation or negation—and affirmation is what 3A supplies. The facts con­
cerning the morphology of affirmation in English are poorly understood (by 

1

me, at least), but it seems as though, in (nongapped) affirmative finite clauses, 
the affirmative ‘allomorph’ is somehow absorbed by the tensed item; if there 
IS no tensed item, yes occurs. Compare 3 with 4:

(4) Q: Did John eat?
Al:
A2:

Yes.
Yes, and he was sick afterwards.

362
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I shall now propose a hypothesis concerning affirmation and discourse 
deletion:

(5) Hypothesis:
A. The tensed VP (i.e. Aux VP) is deletable, leaving yes, if and only if

1. the sentence is affirmative, and

B.
2. polarity is most important.

The subject remains with yes only if it is more important that the 
deleted tensed VP.

The first part of 5 tests the claim that discourse deletion depends upon impor­
tance, and the second part tests the claim that importance is scalar rather than 
binary.

Now consider 6:

(6) Q: Do you like pizza?

I

I like pizza.Al:
A2: I do 0.
A3: #I yes 0.
A4. #I 0.
A5. Yes.

In 6Q, the information requested is simply the polarity—affirmation or nega­
tion—and thus affirmation is the most important item in the answer. Since dis­
course deletion is not obligatory, 6A1 is ok. In 6A2, VP Deletion hds occurred, 
leaving (tensed) do to carry affirmation, and, since tensed verbs generally re­
quire subjects, 7 also surives. In contrast, a sentence of the form of 6.\3 is 
predicted to be acceptable just in case the subject (here 7) is more important 
than the deleted VP (here h'Ae pizza), which it is not, and thus 6A3 is correctly 
predicted to be unacceptable. Similarly, 6A4 is correctly predicted to be unac­
ceptable by Kuno’s Pecking Order Principle, since the most important informa­
tion, affirmation, has been deleted, leaving less important information, 7. Final­
ly, 6A5 is correctly predicted to be acceptable, since the most important informa­
tion is affirmation.

Now consider 7:

(7) Q: Does your family like pizza?
Al: I like pizza. My husband and child do not, however.
A2: I do 0. " // // // " "
A3. 1 yes 0. " » H r' " "
A4. #10. " » » " >' "
A5. #Yes. " „ » " "

Here again, the information requested, and hence the most important informa­
tion in the answer, is the polarity. Different from the situation in 6, however, 
the answerer in 7 has chosen to subdivide the referent of the subject such that,
for one subset (— the speaker), the polarity supplied is affirmative, while, for the 
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complement of the set (= husband and child), the polarity is negative. Con­
sidering only the relevant, i.e. affirmative, half of each response, we find once 
again that the predictions are borne out. 7A1 is exactly analogous to 6A1, in 
that no deletions have occurred. Note, however, that the information in 7A1 re­
presents not two but three levels of importance: affirmation is most important, 
as in 6A1, tense and liking pizza is unimportant, again as in 6A1, and I is in 
between. This situation is, of course, compatible with 7A2, which is thus cor­
rectly predicted to be acceptable by the Pecking Order Principle. The crucial 
test for the hypothesis in 5, however, is 7A3: since I is more important than the 
deleted material, 7A3 should be acceptable—and it is. Again, 7A4 is correctly 
predicted to be unacceptable by the Pecking Order Principle. On the other 
hand, 7A5 raises an interesting question for Kuno’s theory: while it does not 
invalidate our hypothesis or Kuno’s principles of discourse deletion, it suggests 
that relative unimportance of an item is not sufficient to warrant discourse dele­
tion and that some notion of absolute unimportance is required. That is, I 
having some importance, is undeletable, even though nothing of greater impor­
tance has been deleted. This suggests that 5B should be revised as follows:

(S') B. The subject remains with yes if and only if it is more important than 
the deleted tensed VP.

Now consider 8:

(8): Q:
Al:
A2:
A3:
A4:
A5:

Who in your family likes pizza?
I like pizza.
I do 0.

#I yes 0.
I 0.

#'Ves.

In contrast to 6 and 7, the information requested in 8 is not the polarity but for 
which member(s) of the answerer’s family is it true that that member likes pizza. 
Polarity here is thus assumed to be affirmative and is part of the unimportant 
information. As always, discourse deletion is not obligatory and hence 8A1 is 
acceptable, I being most important, everything else—polarity, tense, VP—being

‘о

equally unimportant. On the other hand, 8A2 raises a second interesting ques­
tion for Kuno’s theory: while it does not violate the hypothesis in 5, it does 
show that it is possible to delete unimportant information (‘liking pizza’) while 
retaining equally unimportant information (tense and polarity), without any 
obvious grammatical compulsion to do so. Perhaps, though, the reason is gram­
matical, after all: possibly, one always has the grammatical option of uttering 
a sentence of the form NP VP. Further examination is clearly required. More 
pertinent to the hypothesis in 5, 8A.3 is correctly predicted to be unacceptable, 
while 8A4 is correctly predicted to be ok. Finally, 8A5 is predictably
unacceptable.

In sum, the hypothesis in 5, formulated on the basis of Kuno's principles of 
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discourse deletion, has been shown to make the right predictions, although two 
questions have been raised about possible further refinements of the principles. 
Regardless of how these questions are to be answered, however, it is very diffi­
cult to imagine how something other than a function-based theory of discourse 
deletion of the sort Kuno provides could succeed in accounting for the data 
presented above.
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Summary of the Plenary Session on Syntax

Henk van Riemsdijk
Tilburg University, The Netherlands

Ladies and Gentlemen,
AVhen one is given the last word in some discussion, as I am now, one is 

always torn between the option of shamelessly exploiting the opportunity and 
the option of being noncommittal and vague. Since the latter course of action 
is quite foreign to me, I will do the former, shameless though that may be, 
and hope that I may be forgiven for speaking my mind with a few admittedly 
very personal observations about the plenary syntax session held last Monday 
afternoon.

In my opening words I said then that we would be presented with four 
vastly different points of view and that hopefully there would be occasion to 
bridge some of the gaps. And if it is possible at all to speak about results 
after such a session, I would say that the four reporters have to a certain 
extent succeeded in making their models and persuasions more comprehensible 
to each other and the audience, though perhaps not necessarily more palatable. 
We heard a general and helpful introduction to professor Culioli’s quite com­
plicated paper on “The role of metalinguistic representations in syntax”. This 
was followed by Professor Dik’s elucidation of a number of salient properties 
of his Functional Grammar. Then Professor Hudson introduced his most re­
cent non-transformational theory of language structure. Finally, in a rather 
theory-neutral presentation, Professor Wasow offered a new analysis of idioms.
In the discussion period there were a number of excellent interventions from 
the floor from which I would like to single out in particular those by Professors 
Hasegawa and Bierwisch.

My own overwhelming impression, especially after thinking about what I 
should say today, is that I am amazed at how little I have learned in the way 
of new insights into the structure of language. I immediately hasten to exempt
Professor Wasow’s paper which presented a fine classification of idiom types
and made a good case for a more compositional analysis of the meaning of 
idioms. There were facts there that I was not familiar with and the proposal 
contains much food for thought. I also immediately add that I am quite willing 
to accept part of the blame myself, particularly in the case of Professor 
Gulioli’s paper, since I had a lot of difficulty in understanding his system. By 
and large, however, the nagging feeling remains that we have heard some pro­
posals for new models of grammar by researchers who are more concerned with 
affirming and reaffirming their beliefs and persuasions as to the nature of lan-

L
guage and with finding their own nicely protected little niche in the pluralistic
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domain of modern linguistics than they are concerned with endeavoring to
broaden and especially deepen our understanding of syntax.

Let me substantiate this overall impression by highlighting a few points 
that were raised during the discussion. Professor Hagège stated that he felt 
that Functional Grammar wa.s a notational variant of Transformational 
Generative Grammar. Professor Dik answered that this meant extending the 
term notational variant to a much too loose and uninteresting concept. I think 
he is right, though not quite for the right reasons. One might sharpen Professor 
Hagège’s observation to mean that present day Functional Grammar is a 
notational variant of the Transformational Grammars of the mid sixties, 
certainly in the sense that these two systems offer an enormous descriptive 
power. Functional Grammar may not have any transformations in the techni­
cal sense, but this is more than counterbalanced by a host of other and largely 
unconstrained rule types. It is to be feared that functional grammarians, 
sharing the concern for constraining their model, will have to spend years and 
years rediscovering all sorts of principles and constraints that generative gram­
marians have been searching for over the past fifteen years. AVhere Generative 
Grammar has frequently been guilty of ignoring and then rediscovering earlier 
insights, as Professor Uhlenbeck correctly observed during the banquet, we are 
now facing a second generation of similar problems. What is said here about 
Functional Grammar carries over to, and is illustrated by, ’fVord Grammar. In his 
treatment of unbounded dependencies. Professor Hudson has rediscovered the 
successive cyclic treatment of such dependencies. We will eagerly await the 
rediscovery that there are problems which arise in languages with multiple 
filler-gap dependencies. As long as new theories of this type are not answerable 
for the whole wide range of facts that present-day syntactic theory is struggling
with, it is not surprising that Professor Hasegawa didn’t get any answer when 
he asked where the empirical differenceshe asked where the empirical differences were that distinguished these models.

Finally, it was disturbing to see how great the difference often is between 
и hat is said and what is actually done. Professor Bierwisch pointed out that 
claims with respect to the autonomy of syntax are empirical claims. This was 
flatly denied by Professor Dik who countered that the non-autonomy of

Functional Grammar follows from the underlying assumptions. 
Honevei, a short look at the organization of his model suffices to demonstrate 
that there are no less than

syntax in

seven subcomponents of rules, neatly separated by
levels of representation. If these subcomponents are not autonomous with 
respect to one another, what sense does the drawing make?

Ladies and Gentlemen, I announced that my remarks would be personal
and that I would vent my feelings freely. I hope you will forgive me for
having done so. I would like to end this report by expressing a wish for the 
1987 CIPL-confcience. I sincerely hope that we will then have a plenary syntax 
session which is bursting ^vith truly new discos'cries and exciting new insights.

Thank you.



Summary of the Plenary Session on Semantics

F. R. Palmer
University of Reading

The four papers that were read and the questions addressed to them left 
me with two general impressions, one a familiar one, one a little surprising.

The first impression was that, superficially at least, there is little general 
agreement about the subject matter of semantics. The debate seems to be not 
so much about models for describing meaning as about the nature and defini­
tion of meaning itself.

For Akhmanova meaning is simply a ‘fact of language’—words have meaning. 
The problem appears to be a practical one, based on the needs of the dic­
tionary. (In Akhmanova’s absence the paper was read by the Chairman; there 
was no discussion.)

For Bierwisch the subject matter of semantics concerns the interface be­
tween the formal linguistic system and the conceptual system. There is, then, 
not one kind of meaning, but two kinds, though only the former appears to 
have been the subject of serious investigation. Indeed, does the conceptual 
system have some kind of logical form (I-K Lee)?

For Coseriu semic analysis (‘analyse s^mique’) is concerned with mental 
facts; his is a mentalist version of componential analysis.

The paper by Schank, Birnbaum and Mey (read by Birnbaum) seemed dif­
ferent from the others. They conclude, from their work in AI (Artificial In­
telligence), that there is no independent semantics, that semantics and pragma-
tics are completely integrated—‘there is no 
pedia” ’.

"dictionary”, only an “encyclo-

On second thoughts, are these so different? There was one telling question 
(B. Rieger). He asked Bierwisch how he could test his empirical assumption 
that there is an independent level of semantic representation and he asked 
Birnbaum where he gets his lexical data from if he has no independent seman­
tic representation. He could have asked Coseriu to justify the existence of his 
mental facts. For here is a dilemma. It is difficult to see how we can proceed 
without some kind of orderly semantic representation in terms of structures, 
relations, components, etc., and equally difficult to justify their assumption in 
the face of the complex and vague features of meaning with which we are pre­
sented in experience. One way out is to adopt the mentalist view—there are 
mental facts. This is, of course, invulnerable, a matter of faith, not observation. 
Another is to postulate a logical formal semantic system that somehow under­
lies human speech. But isn’t there an element of faith here too? On the other 
side, one can simply deny the existence of semantic representation, but surely 

J
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only in theory, never in practice. Without some abstraction or generalisation 
nothing can be said.

When we look at specific examples we find that, after all, the different 
scholars are concerned with the same things. Both Coseriu and Schank et al, 
for instance, discuss the relation of buy and get. (Lyons had suggested that they 
are synonymous in e.g. I'll go to the shop and — some bread.) For Coseriu there 
is a simple dogmatic statement of fact that these do not have the same ‘signifi­
cation’. Schank et al work their way from the primitive concept PTRANS ‘to 
physically transfer an object from one location to another’ to M-BUY ‘the com­
mercial transaction scenario’, and fail to see that such representations as these 
are precisely the kinds of abstractions that belong to semantics as opposed to 
pragmatics. In fact, one suggestion (S. Morag) was that they do not go beyond 
the semantic markers approach. For Bierwisch the problem would be one of 
contextual specification, clearly involving the relation between the (semantic) 
language system and the conceptual system.

The second impression was that the session was more remarkable for what 
was left out than for what was said. In particular, apart from a little in 
Bierwisch’s paper, where was the discussion of formal truth-conditional seman­
tics, which is undoubtedly the latest fashion in linguistics? Where, too, was the 
discussion of pragmatics in the form of presupposition, implicatures and speech 
acts? (I noticed some of these were discussed in section meetings.)

Many of the questions addressed to Bierwisch and Coseriu were concerned 
with their failure to deal with such topics. How can Bierwisch handle expres­
sions whose meanings are definable with reference to some data base—adjectives
like expensive, tall, rich or quantifiers (H. Kucera), or presuppositions (I-H. 
Lee), or contextually determined types of language function (A. Newman)? 
How can Coseriu handle theme/rheme or analytic/synthetic (H. Rosén), or the 
role of the hearer or reader (B Schlerath)?

Inevitably the paper by Schank et al came in for particular criticism and 
questioning. Was there any psychological reality (W. Dressier)? Wasn’t it 
concerned only with the ‘significant’ and not the ‘signifié’? But I cannot help 
feeling that such Questions simply miss the point that workers in AI are trying 

whether notions of psychological reality or the signifié are in any
way necessary for understanding semantics-pragmatics.

As a convinced, . . empiricist (which pace Coseriu is a very different animal
from a e aviourist), I was a little bemused by much of what I heard. For me xV« oncu’pr« arp 1« ___ ' _ -the answers are in one sense simpler, in another more complex. If we ask what

need to know,we in order to understand the meaning of a linguistic expres-

room

Sion, the answer les m such things as denotation, the context in which it may 
be uttere an its syntagmatic and paradigmatic relations (collocation, field 
and sense relations) with other linguistic elements. There is plenty of 
here for semantics and plenty of work for the human mind, but no obvious or 
special place lor concepts and conceptual representation.

Finally. '1 ’«ggested that it would have been helpful to have had a 
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survey of the substantial achievements made since the last Congress (S. Morag). 
I listened to several excellent, most scholarly, accounts in other plenary ses­
sions, and fully concur with this suggestion.

Discussion: participants and questions/comments (put in writing).

W. Dressier (Birnbaum): Modelling of linguistic processes with AI is fine.
But do you also claim ‘psychological reality’ for (or a mental correspon-
dence to) your model and, if yes, has such a claim been substantiated?

J. Hewson (Birnbaum): Workers in Artificial Intelligence have so far failed 
to face a fundamental problem: that what they enter as language in 
the computer is only one aspect of language. When a ‘word’ is entered 
it is only as a signifiant in the Saussurian sense, without its signifié. 
Furthermore, this is still done under the same format (i.e. by signifiants) 
and the problem is recursive. If this fundamental problem is not solved, 
does it not invalidate all of the work in AI?

H. Kucera (Bierwisch): How would you propose to handle—within a model 
of independent semantic representation—the many expressions whose 
meaning (and, consequently, the truth value of the sentences containing 
them) are definable only with reference to some data base, e.g. adjectives 
such as expensive^ tall^ rich, small, etc., quantifiers such as many, a great 
many, a good deal, several, etc., etc., cf. sentences such as: Many/Most 
rich people in Los Angeles own at least several expensive cars 
(as well as others given by Zadeh and other ‘fuzzy logicians’).

E. Keenan (Birnbaum); I wish to challenge the claim that expressions with
similar meaning should have similar meaning representations. Rather 
expressions with similar structure (syntactic) should have similar meaning 
representations. Examples like (1) and (2) below support this claim:
(1) Only John left.
(2) John left and no one other than John left.
In general the work in formal logic—showing that syntactically distinct 
logical forms are logically equivalent—supports my claim more generally.

I-H. Lee (Bierwisch);

(1) Given a sentence, does your utterance meaning nt include the so-called 
presupposition (or implicaturcs) that the sentence may have? If not, 
where do they belong?

(2) As you mentioned in your paper, your sern represents a sort of logical 
translation. Do you intend to represent your m in a similar logical form?

C. Lehmann (Bierwisch): From your paper it becomes clear that the relation
between semantic representations and conceptual representations belongs 
to the subject matter of semantics. It does not become clear rvhether 
the relation between syntactic and semantic representations also belongs 
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to it. Traditional structural semantics, such as represented by E. Coseriu, 
has been much more concerned about the latter than with the former. If 
both these relations constitute the subject matter of semantics, there 
w’ould have to be, according to you, one part of semantics which belongs 
to the grammar and another part which does not. Could you clarify this?

S. Ldbner (Bierwisch): You talked about the phenomena of conceptual shift 
and conceptual specification. The examples you used were nouns for 
conceptual shift and verbs for conceptual specification. I would like to 
ask whether this is just a coincidence or whether you have some evidence 
indicating that the phenomena of conceptual shift and conceptual speci­
fication are characteristic for the categories of nouns and verbs respec­
tively?

S. Morag
(a) (Birnbaum): Could Dr. Birnbaum please summarize the new’ elements 

presented in his paper which are of some relevance to semantic theory? 
As I see it, his discussion of the difference between sentences such as 
John bought it at Macy’s ¡John got it at Macy’s does not go beyond the 
semantic markers approach.

(b) (general): Would it perhaps be helpful to include in the plenary ses­
sion devoted to semantics in coming congresses a survey of the substantial 
achievements attained since the former congress?

A. Newman (Bierwisch): Since the formal framework cannot be determined 
without reference to the context of situation or frame of reference almost 
all ambiguity arises from context or lack of context. Why not determine 
your type of classification or semantic markers by the purpose of the 
exercise? I suggest just a few:
(a) writing a thesis supervised by yourself;
(b) translating between two specific languages;
(c) a specific pedagogic purpose;
(d) a computerised restricted language, etc., etc.
Surely this would be more feasible and rewarding approach? Youra
system would thus vary with the context. For which context is your sys­
tem designed?

B. Rieger
(a) (Bierwisch): ‘There is an independent level of semantic representation

(as an interface between grammar and conceptual systems) and this is
an empirical assumption! How can it be tested?

/b) (Birnbaum): 
' ' onil

‘Lexical structure is virtually indistinguishable fr. 
memory and/or knowledge structure—there is no computation of 
dependent semantic representation’. Where do you get the lexical 
ture/memory or knowledge structure data from?

om
an in- 
struc-
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H. Rosén (Coseriu): Assumant le caractère exhaustif de la dichotomie ‘expres­
sion’: ‘contenu’ (dans le sens que toutes distinctions, qui s’expriment ou 
qui sont exprimables dans un système de langue donné, appartiennent au 
domaine du ‘contenu’, où situerons-nous dans la tripartition proposée 
(contenu—a) désignation, b) signifié c) sens) les distinctions portant sur 
les fonctions énonciatives (p. ex., le rhématique vs. le non-rhématique)? 
Est-ce qu’une telle distinction peut être classée parmi les signifiés 
syntaxiques, ou bien devrait-on élargir la sous-division des ‘contenus’ afin 
d’y pouvoir inclure la distinction dont nous parlons? Ou bien, ne fait- 
elle, selon M. Coseriu, pas du tout partie du ‘plan de contenu’? Même 
question pour les distinctions, exprimables dans quelques langues, entre 
des types de prédication, tels que la prédication analytique et la prédica­
tion synthétique?

B. Schlerath (Coseriu): How can we include in semantic analysis the role of 
the listener (reader, dialogue partner)? Understanding of the speaker 
and listener is never completely identical. What is not understood did 
not become a social fact—cannot be included in semantic analysis. For 
example: Impossibility of giving a final interpretation of poems (like. 
Rilkes Duineser Elegien).

T. Slama-Cazacu (Birnbaum): oral comment only.



Summary of the Plenary Session on Morphology

Victoria A. Fromkin 
University of California, Los Angeles

The four reporters at this plenary session on morphology who commented
on their preprinted papers were:

Mark Aronoff, State University of New York, Stonybrook;
Wolfgang U. Dressier, University of Vienna;
Judith N. Levi, Northwestern University, Illinois;
Arnld Zwicky, Ohio State University.

The topic of the plenary session was very much in keeping with the theme 
of this 13th International Congress of Linguists —“Linguistics in the 198O’s’’— 
since the beginning of this decade has been marked by, among other things, a 
reawakening of the traditional linguistic interest in the nature of the word, 
and that part of linguistics concerned with the form and meaning of this unit, 
morphology. The interest, of course, is not a new one since it goes back at 
least as far as Plato and Panini. There was however a gap in the recent his­
tory of our science which may have been in part a reaction to the fact that 
for many years most linguistic research concerned only phonology and
morphology; during this gap a number of linguists viewed the interface between 
phonology and syntax as a direct path. Fortunately, this path has once moie 
been extended, and morphology has again captured the interests of both young 
and seasoned scholars. Nor is the interest simply a repetition of what went 
before; present research has already mnp far bevond earlier studies with con-

direct path. Fortunately, this path has

present research has already gone far beyond earlier studies with 
cern for the simple word, the derivational and inflectional complex word, the 
form, structure, and meaning of the word, how the word is represented in the 
grammar and in our mental lexicon, how it is formed, generated, and derived, 
how it is processed in both speech production and perception. These concerns 
also rely on different kinds of evidence in the search for an understanding of 
word formation and meaning. It is thus that I started this summary with the
view of the appropriateness of including a plenary session on moi phologs at 
this Congress, and both I and the plenary reporters are thankfid to the (.on- 
----- -----.opportunity to hear and discuss thegress organizers for providin
rich and stimulating ideas presented.

An important characteristic of our session was the lack of ad-hominem and
“• . ........ different and alternativesubstantive argumentation. Although there wer

.,nd theories presented and discussed, a „.gdiodological prind- 
IV through listening and debating the ^,,5„ns at this Congress did

pies couhl we arrive at the 'truth’. Sadly, all the

non
views
on
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]
not appear to be as united in their goal.

The first reporter. Dr. Aronoff, discussed two related pairs of oppositions 
related to the word: actual words vs potential words, and frequency vs produc­
tivity, showing how the two interact and how they can shed light on some 
theoretical issues. He then presented a number of experimental and statisti­
cal results, analyzing them in terms of these theoretical constructs, and showing 
how such results can lead to a better understanding of certain questions; most 
particularly, he showed how an unproductive rule might be distinguished from 
one which is no longer part of the grammar. Finally, he outlined a method for 
studying changes in productivity, using the OED and presented the residts of 
some preliminary work involving this method.

Dr. Dressier then outlined his theory of word formation in Natural Mor­
phology. He contrasted the functions of language—(1) communicative (2) as a 
support of cognition—with the functions of word formation in language which 
he described as (1) lexical enrichment (2) lexical motivation (3) predication and 
(4) textual cohesion. He also discussed a major approach used in Natural Mor­
phology which aims to establish universal scales of naturalness from best to 
worst, and language types which are determined by the specific constellation of 
(good and bad) choices from these various universal scale, and finally language 
specific systems and processes. Dressier also contrasted the views propounded 
by adhérants of Natural Morphology with those of generative and structural 
models, providing an overview for the session in the form of a metatheory 
which, he later reiterated, was compatible with various alternative theories of 
grammar.

In Dr. Levi’s comments on her preprinted paper, she stressed the fact that 
her theory of complex nomináis aims at predicting all regular form-meaning 
pairs (which cluster as one form matched with multiple—about eleven—poten­
tial meanings). These patterns are, according to her theory, context-independ­
ent and generate all “potential” complex nomináis in grammars. She pointed 
out, however, that a related and distinct problem is the pragmatic one of 
achieving a three-way match of form, meaning, and referent, a task obviously 
context dependent. While her theory is concerned with the syntax and seman­
tics of complex nomináis, she recognizes that a pragmatic account of complex 
nominal use in context must complement her analysis; it does not, however, 
she emphasized, replace a syntactic/semantic analysis.

Dr. Zwicky concluded the reporters’ primary comments by reiterating the 
traditional role of morphology as a separate system between syntax and 
phonology. He summarized some basic assumptions which he showed hase im­
portant consequences for linguistic and morphological research:

or
(1) The linguistic system is composed of separable, autonomous components 
modules; morphology itself encomposes separate modules, i.e. word forma-

tion rules, allomorphy rules, morphophonemic rules.
(2) The linguistic system itself is autonomous although it interacts with 

other cognitive and extralinguistic systems and abilities. It is, however, in­
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dependent of them in principle.
(3) The linguistic modules mentioned in (1) above, interact with one an­

other in non-random specific ways.
(4) The interactions of the modules, mapping one level of linguistic re-

presentation onto another, e.g. morphological onto phonological, have direc­
tionality.

Given these assttmptions, one goal of linguistics is then to provide substance 
to the nature of the autonomous modules and the ways in which they interact 
with themselves. Morphology then becomes enriched by providing deeper 
description and e.xplanation of the form and structure of word units and rules.

Following the initial presentation, the discussion was lively and substantive. 
Some of the questions and comments raised the following issues:

(1) Synchrony vs diachrony in the speakers’ lexicon. It tvas noted that 
while we need to recognize diachronic residues, it is important to distinguish 
them from productive synchronic morphological rules and processes.

(2) The problem of determining when complex forms become lexicalized 
was raised. It was also pointed out that there are degrees of lexicalization and 
it is not always a simple matter to decide when, for example, a complex nominal 
or a derived word has been generated by productive rules as opposed to being 
fixed forms in the lexicon. /

(3) The question of experimentation in morphology was raised, and what 
constitutes a reliable experiment.

(4) The relations between scales of naturalness in morphology and marked­
ness in phonology was questioned. Dr. Dressier disassociated the two.

Other specific examples, comments, and questions were addressed to the 
speakers, whose answers not surprisingly sometimes did and sometimes did not 
satisfy the questioners. Morphology is a vital part of a tremendously complex 
phenomenon—human language. Substantive debate and disagreement is there­
fore not only to be expected but to be cherished. IVe hope through listening
to each other as well as continuing our own research to keep approaching the
tiuth knowingn that, as in all science, we have not yet attained it.



Summary of the Plenary Session on Phonetics and Phonology

Herbert Penzl
Universitv of California. Bcikelcv

Tlie three reporters briefly amplified their accounts as contained in the 
Preprints, pp. 179-208. The first speaker, Professor Eugénie J. A. Henderson, 
University of London, had provided a detailed account of significant phonologi­
cal studies following Chomsky and Halle’s The Sound Pattern of English (1960). 
She characterized such approaches as natural phonology, natural generative 
phonology, autosegmental phonology, dynamic nonsegmental phonology. She 
rightly pointed out that hardly any investigations following the Chomsky-Halle 
canon of distinctive features (which Ladefoged partly defended) had differen­
tiated between the classificatory features of the alleged ‘deep structure’ and the 
scalar features of the ‘surface’. Generativists may have smashed the phoneme 
into its distinctive features but, as Mrs. Henderson indicated, continued pho­
netic research in the Eighties shoidd lead to a drastic revision of this feature 
matrix. Mrs. Henderson did not use the distinction, not just facetiously pro­
posed by scholars like W. F. Twaddell, M. Joos, later F. Householder in the 
days of phonological structuralism, between “hocuspocus linguists” and ‘‘God’s 
truth linguists” but her prediction was a continued ‘swing away from the highly 
abstract constructs proposed in earlier studies towards phonological forms which 
are felt to be closer to the surface forms’. Judging by questions and comments 
the audience completely agreed with Mrs. Henderson’s account.

Professor Ilse Lehiste of Ohio State University reported on the role of 
prosody in the internal structuring of a sentence, containing various word
groups. She referred to her own experimental work as well as to a variety of
Other studies recently completed. Her results that temporal cues were more 
important than intonation in the comprehension of word grouping within the 
sentence seemed to surprise some of the audience. The suggestion tvas made 
that in fvhispered speech some additional factor beside timing marks junctures.

Professor John J. Ohala of the University of California at Berkeley, dis­
cussed the use and usefulness pf data and methods of neighbouring fields like 
acoustics, psychology, and others for phonological interpretation. The partici­
pants at the meeting emphatically endorsed this position without discussing 
specifically his examples.

The comments and questions from the audience were only made in English, 
although the reporters and Professor H. Fujisaki had agreed to translate, if 
necessary, remarks in Japanese, German, French. It has been one of the striking 
eatures of this international congress of language experts that one language, 

English has had ' ’
L

practically it monojjoly. not because of the organi/eis but
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because of the participants. Practically all members from German-speaking
countries and most members from French-speaking countries have used English
exclusively.

■ W)



Summary of the Plenary Session on Historical Linguistics

Thomas V. Gamkrelidze
Institute of Oriental Studies, Tbilisi

Mr. President! Ladis & Gentlemen! I have had the honour and a great 8-
privilege to chair at our Congress the plenary session on historical linguistics.

The historical linguistic studies at the present Congress, unlike some previ­
ous linguistic Congresses, were in the center of attention and scholarly interest, 
this being a reflexion of general tendencies in the development of contemporary 
linguistics.

The latter half of the 20th century has been marked in the history of lin­
guistics by an enhanced interest in problems of diachronic studies of language, 
this being in a sense a return to the treatment of traditional problems tvhich 
arose in the classic comparative Indo-European linguistics.

This growing concern with problems of diachronic linguistics stems from 
the general development of linguistic thought over the past decades. Over­
coming the Saussurean antinomy between synchronic and diachronic linguistics, 
it is striving to build a linguistic theory that would have more explanatory 
power in comparison to strictly synchronic theories of taxonomic structural and 
transformational generative grammar.

That is why the present linguistic Congress was held under the imprint of 
ever growing concern for problems of historical comparative linguistics, of 
diachronic linguistics in general; that is why the plenary session on historical
linguistics at this Congress aroused a lively interest among the audience, 
more so as the speakers were eminent contemporary historical linguists.

so

This growing concern with problems of language history and linguistic 
diachrony is realized in contemporary historical linguistics at a netr methodo­
logical level, with new, more rigorous techniques of linguistic analysis elabo­
rated in structural synchronic linguistics of diverse contemporary schools and 
directions. One of these trends in contemporary linguistics—typology and the 
linguistics of language universals—has special implications for comparative his­
torical linguistics and language reconstruction being a discipline intimately 
connected with the problems and methodologies of the latter. This has been 
clearly demonstrated by the late Roman Jakobson in his famous paper on Typo­
logical linguistics and its implications for historical comparative studies held 
at the VIII International Congress of Linguists in Oslo, 1957.

But this relationship between the typological and historical comparative 
linguistics appears to be not unilateral, and typological linguistics may also re­
ceive new impetus and fresh ideas from historical studies, as we have learnt 
at our plenary session from an excellent paper presented by Calvert A\'atkins

I

and entitled “New directions in Indo-European: 
L.

historical comparative lin-



T, V. Gamkrelidze 379

guistics and its contribution to typological studies”, the subtitle of which is a 
clear allusion to the classic paper of his great teacher—Roman Jakobson, the 
sad news of whose passing away has recently reached us.

a
Prof. Watkins maintains that—and I quote: a “proto-language is an artifact, 

model, a scientific hypothesis which is always subject to alteration, and im­
provement in the light of new data or superior analysis.” This statement which 
many a historical linguist would subscribe to, should apply indiscriminately to 
the status of any reconstructed structure of a proto-language, even to the tradi­
tionally established and the most time-honoured structures of Proto-Indo-Eu­
ropean, postulated in the classic Indo-European historical comparative studies. 
In due course, we have to alter and improve on them, if the traditional paradigm 
turns out to be contradictory and implausible in the light of new insights into 
the structure of language gained in course of later linguistic research.

Prof. Antonio Tovar of Madrid dealt in a highly interesting report on 
“Linguistic similarity and its significance: Comparative procedures” with 
typology and problems of genetic classification of languages. He assumes that 
linguistic taxonomy can be used as a classificatory instrument, both in a 
genealogical taxonomy and in 
features.

purely descriptive taxonomy of externala

Dr. Bynon of the School of Oriental and African Studies, University of
London, discussed in her most stimulating paper: “Syntactic reconstruction:
A case study and some implications” questions of diachronic reconstruction of 
syntactic structures that have previously been thoroughly analysed synchroni- 
cally in individual languages, in particular certain verb-compliment construc­
tions in contemporary English and German, the idea involved being an illustra­
tion of the procedure of interrelating the two Saussurean dimensions in a uni-
tary synthetic process of linguistic analysis.

In the ensuing discussions from the floor quite a number of participants
took their stand on diverse issues raised in the presented reports. The many 
interventions on the part of the discussants also contained a host of new ideas 
and viewpoints. Although necessarily limited in time and scope they contri­
buted a great deal to the elaboration of topics dealt with in the main reports. 
Some participants from the floor were more active than others in exposing their
views on diverse issues of historical linguistics, some of them even more active
than the main speakers
more than once.

on the stage, requesting to come to the microphone

Historical comparative linguistics emerges once again in the light of the 
strictly systemic discipline dealingscholarly work done at this Congress as a : , .

with language as eter variable and evolving a phenomenon subject to a rigorous 
structural analysis in terms of synchronic and diachronic rules of transforma­
tion. I hold that the present Congress was a complete success in this respect 
and it seems to have contributed considerably to further developing the theory 
and methodology of historical comparative linguistics, of diachronic linguistics

was a

in general. 1 hank you. Tokyo, September 4, 1982



Summary of the Plenary Session on Psycholinguistics

Walburga von Raffler-Engel 
Vanderbilt University

Madame chairman, Proiessoi' Hattori, Professor Inoue, ladies and gentle-
men: I have the honor to report on the Plenary Session on Psycholinguistics.
Going from the general to the specific, the order of presentation of the three
major speakers was a survey paper by Professor Oksaar, a position paper by
Professor Slama-Cazacu, and a research paper by Professor Levelt. The formal 
presentations were followed by a lively discussion from the audience and the 
panelists among themselves. Before the closure of the session each major 
speaker had a chance to briefly summarize his main points. The emphasis of
my report will be on the discussions as the official presentations are available for
reading in the Preprints and eventually in the Proceedings.

Before I report on the issues discussed during the session, I would like to 
talk about something that was not mentioned in the session. The most recent 
research in neurology points to inherent differences in the brains of men and 
women. It is therefore quite possible that the differences in the conversational 
behavior of the sexes are largely innate. Men and women may differ in what 
they have to contribute to linguistics. This was the first International Con­
gress of Linguists where women were adequately represented in the plenary 
sessions. Professor Hattori, president of the Congress, and Professor Inoue, 
secretary-general, should be complimented by all of us for making linguistics 
more open and diversified.

In other ways, too, this has been for me a most rewarding congress. About 
this same day ten years ago at our Xlth International Congress in Bologna I 
stressed the concept of the unit of communication and it was gratifying to sec 
that the idea has now become commonplace. It was the basic concept under­
lying all three presentations and explicitly mentioned by two speakers. Pro­
fessors Oksaar and Slama-Cazacu.

This was also the first of our congresses to have two Working Groups on
Nonverbal Behavior (no. 2 and no. 26). In the same vein, the two general papers
by Professors Slama-Cazacu and Oksaar insisted on the necessity of including
nonverbal behavior in linguistic analysis and the author of the research paper. 
Professor Levelt, did not challenge this contention which throughout the last 
ten years seems to be firmly established. Professor Oksaar classified paralanguage 
with verbal behavior and grouped time and space within an extraverbal category 
but none of the speakers entered into a discussion of the relationship of the 
verbal and the nonverbal components of the unit of communication. According
to Pribram, the brain stores language separately from paralanguage and

Â
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kinesics. Physiologically, however, language and paralanguage are obviously 
together in contrast with the visual channel of kinesics. The dichotomy still 
needs to be addressed in our research.

Work in any of the many sub-fields of psycholinguistics entails the study 
of language, jjaralanguage, and kinesics. Language must be examined against 
the context, as was suggested long ago by Professor Slama-Cazacu and reiterated 
again by her in this session. We have come a long way but Slama-Cazacu
warns us not to overshoot our goal by abandoning the study of linguistics for 
the sake of psycholinguistics and sociolinguistics. The study of man as a social 
being must constitute a separate science from the study of language as an 
abstract system of signs. Her opinion is not shared by Professor Oksaar who 
believes that the traditional concern with language as a system at the expense 
of speech communication constitutes 
in scientific orientation.

a faulty approach rather than a difference

There was a substantial discussion concerning the aims of psycholinguistics. 
Professor Slama-Cazacu had expressed the need for the study of “the real con­
crete man " while Professor Levelt insisted on discovering “the underlying princi­
ples of mental organization.” Eventually, this proved to be a pseudo-argumen­
tation as all participants were interested in language-and-cognitiotE Opinions 
differed concerning the interdipendency of the latter and Professor Fromkin 
clarified the issue by providing the example of a mentally retarded individual 
who had the correct use of lexicon and grammar without cognizance of the 
corresponding referential notions. One participant challenged our competence 
in dealing with brain functions as none of the linguists present had the neces­
sary background in psychiatry. This, which in my opinion is a valid objec­
tion, was not taken up by the audience.

The question period brought out a further theoretical divergence among 
the panelists. Professors Oksaar and Slama-Cazacu view the production of lan­
guage exclusively .as communicational process while Professor Levelt’s research, 
in addition to the latter, points to aspects of language behavior which do not 
shots communicative interaction. 1 must side with Professor Levelt as our own
empirical studies 
view.

on self-monitoring during translation support his point of 

A large portion of Professor Oksaar’s paper was devoted to language acquisi­
tion. 1 was very pleased to hear that the meeting I organized in Florence in 
1970 where for the first time there were separate sections for maternal language, 
lor the acquisition of kinesics, and for child bilingualism had borne fruit, and 
that these have since become standard sections at congresses on language acquisi-
tion. Professor Oksaar insisted__ on the necessity of “motherese” while Professor 
Levelt quoted data to show that the use of this register is not a since qua non. 
Professor D’Arcais agreed with Professor Levelt and concluded that before we
ipend valuable timeSI on the study of maternal registers we should concentrate
our efforts on what is truly essential for the child’s acquisition of language.
Professor Ito gave examples from Japanese to document that emotive com-
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munication is prior to intellectual language. Professor Oksaar said that she did 
not deny that affect plays an important role in language development but in 
the ensuing discussion it became apparent that the two scholars were not 
talking about the same concept. Prof. Ito’s examples were concerned with 
specifics of affect while Prof. Oksaar mentioned “mood” which is a different 
and much broader concept. Needless to say, I am with Professor Ito. There 
was general consensus on the desirability of in-depth case studies to understand 
how language is acquired and stored in the brain.

Professor Oksaar made an important point when she stated that mono­
lingualism is not necessarily the norm but did not go into any of the psycho­
linguistic issues, concerning neither the storage capacity of the brain nor the 
semantic structuring of linguistically distinct but ostensibly identical referents. 
I would also have liked to see some statistics on the diffusion of individual 
bilingualism as distinct from societal bilingualism. The latter pertains to the 
area of sociolinguistics. It is an external factor which bears greatly on psycho­
linguistics. The presentation on first language acquisition by Professor Oksaar 
was oriented more towards sociolinguistics than psycholinguistics and this, 
probably, was a limiting factor in the discussion of problems in linguistics pro­
per. Nobody touched on some of the main controversies of our time, such as 
whether language acquisition constitutes addition or specification.

Concerning second language question. Professor Oksaar listed some of 
the major factors influencing motivation and then described the well known 
areas of conflict between language and culture. In this context, two points 
were hotly debated. Professor Oksaar made a distinction between “behav- 
ioreme” and “cultúreme”. These are well established terms. The crux of the 
matter is to isolate a behavioreme that goes beyond the most fundamental 
human emotions and Discovered Actions in the sense of Desmond Morris. Pro­
fessor Slama-Cazacu pointed out that all behavior is culture-specific and would 
dispand with the term behavioreme all together while Professor Oksaar held 
on to the dichotomy but without adequate documentation. The most ardently 
debated issue of the session concerned foreign language teaching. Professor 
Oksaar proposed that the goal of second language teaching should be perfect 
bilingualism-cum-biculturalism. Professor Nickel, on the contrary, insisted that 
his experience in this field makes him doubt that genuine bilingualism is pos­
sible or even desirable in a realistic situation, where it would be better to con­
centrate on simply eliminating errors that cause miscommunication.

The final summaries of the panelists showed how difficult it is for us lin­
guists to move into the eighties. Professors Oksaar and Slama-Cazacu were still 
totally enmeshed in the controversies of the sixties attacking transformational- 
generative grammar and Professor Slama-Cazacu even attacked American lin-
guists as a whole. 1 realize that at the time 1 was in a very small minority but 
1 am an American linguist and 1 have criticized transformational grammar 

Its inception but I do believe that time has come that we devote our ef- 
to more constructive endeavours. It is my hope that we can finally emerge

from 
forts
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as true scholars willing to acknowledge the contributions of our predecessors 
and co-workers, whatever their theoretical persuasion. I look forward to an in­
ternational community of linguists who base their theories on solid empirical 
research and who all share their findings. This is our first congress in the
Orient and as we have finally, at long last, crossed the Pacific Ocean may-be 
can also cross our sectarian boundaries.

we

I am grateful to the Organizing Committee of the Congress for the oppor­
tunity to speak to my distinguished colleagues in this beautiful Toshi Center
and look forward to five fruitful years of international and inter-sectarian
operation until our next congress.

co­
The committee was wise in assigning a

secretary to each chairman and Prof. Kunihiro made sure that I did not miss 
anybody in the audience who wanted to speak. I am grateful for his attentive­
ness and if I am guilty of any omission or misinterpretations the fault is mine 
and not his.

•J
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Summary of the Plenary Session

Werner Winter 
University of Kiel

I

on Sociolinguistics

The plenary session on sociolinguistics followed the pattern that had 
gradually evolved in the course of the Congress. After a brief opening statement 
by the chairman, who stressed the differences in approach found in the papers 
by the three reporters, Professors Haugen, Knobloch, and Mackey proceeded 
to a presentation on their papers or of comments on these papers. Einar Haugen, 
who in the preprint version had chosen a very personal way of discussing the 
problems of language choice and of values attached to languages that were 
within the range of choice for the individual, concentrated on the nonauto­
biographic issues which in the preprint version had been both backgrounded 
and highlighted by an account of the experiences, negative in part, but over­
whelmingly positive, which life as a bilingual or even trilingual had given to 
him. Johann Knobloch in effect read his preprinted paper, with the notable 
exception that he now placed his comments on orthography reform in German­
speaking countries at the end of his talk—a decision which was to have rather 
surprising consequences. William F. Mackey, whose concise overview of the 
sociolinguistic literature of the past decade given in the preprints could 
hardly be repeated, let alone condensed in an oral presentation, chose to raise 
very general questions: Is sociolinguistics part of linguistics proper, a branch 
of it as it were, or does it combine the two disciplines of linguistics and soci­
ology, or is it even to be considered part of sociology rather than of linguistics? 
Can one predict what direction (or directions) sociolinguistics will take in the 
remaining years of the eighties? As the preprinted papers had done, the oral 
statements thus focused on three aspects of the general topic of the session:
How do (or should) individual users of languages react to the conditions 1 a 

so-society provides for the use of particular languages? How do (or should) 
cieties provide answers for language-use based problems encountered by groups 
within these societies? What have been the most notable results, in recent years, 
of the scientific study of language within societies and of society as a condi­
tioning factor in the development and change of languages, and what are the 
prospects for the future?

Apart from the panelists and the chairman, twelve members of the con-
giess participated in the discussion. A slightly amused, slightly exasperated 
1 emark by Einar Hauge;;n to the effect that the problem of capitalization or 
noncapitalization of nouns in German orthography seemed hardly of central 
’mportance for a session on sociolinguistics, led to an extended exchange of 
'tews on this issue, not surprinsingly mostly presented in German and rarely
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nonspecific enough to permit generalizations. Other components of Professor 
Knobloch’s paper, however, also attracted attention, inter alia the much-dis- 
cussed question of the desirability of total linguistic integration of the children 
of immigrants and of these immigrants themselves, with a concomitant con-
troversy about the desirability or harmfulness of pidgin-like foreigner talk.
Here, connections with Professor Haugen’s observations became obvious, and 
general agreement seemed to prevail that a preservation of language diversity, 
including protective measures for endangered minority languages, would be in 
the best interest of a society, but that social integration nevertheless ought not 
to be lost sight of. As to be expected, some of the comments made remained 
isolated, which did not deprive them of their innate value; thus, remarks con­
cerning the much greater difficulties to be faced by members of non-Western 
cultures and speakers of non-Indo-European languages when trying to become 
fluent in a Western language and to acquire a culture competence, were duly 
appreciated; it was obvious to everyone that the converse was equally true.
viz., that the barriers were equally formidable for a Westerner trying to be­
come a member of a non-Western linguistic and cultural community.

The diversity of the contributions, both by panelists and discussants, did 
not lend itself to an easy generalization beyond mere enumeration; it would
seem to me that this fact can be taken as an indication that sociolinguistics ‘o
is the study of a field with many directions to take and many interesting 
developments ahead; it will be worth watching and, more important, worth 
pursuing.
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Un problème d’équivalence sémantique; les nominalisations

Annie Boone
V'rije Universiteit Brussel

1. Les nominalisations se définissent comme l’enchâssement dans une
phrase matrice d’une proposition nominalisée, c’est-à-dire transformée en 
syntagme nominal. On peut alors distinguer quatre grandes catégories de POÇ 

_ _ ___1* 1 M i «-A •-> 1 ■■ C >-> *■ 1 y-x»-» C C1 •« M fi n 1 fl Y roc O ARv Q 1 oc Of ni ot 1VOCnominalisations: les nominalisations simples, infinitives, affixales et complétives.
Seules ces dernières retiendront notre attention (a. Paul viendra, je crois cela; 
b. Je crois que Paul viendra). Dans le cadre de la grammaire générative et 
transformationnelle, les complétives (par exemple que Paul viendra dans Je 
crois que Paul viendra) sont généralement considérées comme des phrases 
nominalisées qui sont dominées dans l’indicateur syntagmatique par un con­
stituant de type nominal. Nous limiterons notre étude à l’examen de/quelques 
cas de complétives objet direct de verbes personnels.

La théorie générativiste qui veut que les complétives soient dominées par le 
noeud SN (syntagme nominal) en structure profonde se heurte à de nombreux 
problèmes d’ordre syntaxique. Car, s’il est vrai que les complétives et les SN 
ont un certain nombre de propriétés communes, ils ne se comportent pas 
toujours de la même façon par rapport à la transformation pronominale et 
passive, par rapport à la transformation dite d’ “extraction”, etc. (Boone, 1980).
C est, toutefois, sur la soi-disant équivalence sémantique entre les phrases com­
portant une complétive et celles avec un SN que nous voudrions attirer l’atten­
tion.

2.■f Pammairiens assimilent habituellement la complétive à un sub- 
stanti . ertains disent simplement que la complétive est “comparable” gram- 
mqtira pmpnt xx-, ___ i^maticalement à un substantif ou
stantif. D’autres établissent des
de phrase suivants: a. On

qu’elle peut jouer le même rôle qu’un sub­
liens transformationnels entre les deux types

. , . m’annonce que Jean est parti; b. On m’annonce le
par e ean. assimilation étant complète on dira que la complétive est

transposée dans la catégorie du substantif et qu’il n’y a aucune différence• y» -‘*'-'‘^«.«111,11. Cl u u 11 11 y « auvMiiv uiuvt tntt
syntaxiqu re un complément phrastique et un complément nominal, 

omme nous avons noté plus haut, la construction complétive et la con- 
./•tion nnminalo *. j__struction nominale ont des propriétés communes. La question se pose alors

de savoir SI 1 une des deux constructions est réductible à l’autre ou si elles sont 
1 une et au au onomes. A première vue, il semble qu’on puisse passer, ou 
repasser, de: première vue, il semble qu’on puisse passer.

a:

(1-a) crains_ , vienne
(2.a) On mannoncegue Jean est parti
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(l.b) Je crains sa venue
(2.b) On m’annonce le départ de Jean

Mais partant de, par exemple:
(3.a) Je pense que Jean est parti

nous ne pouvons aboutir à:
(3.b) *Je pense le départ de Jean

Cette substituabilité, dans le sens où la conçoivent les grammaires tradition­
nelles, a donc ses limites. Si nous constatons que la double construction est 
possible (construction par que et construction nominale), tous les problèmes 
n’en sont pas pour autant résolus: on peut encore se demander si on exprime 
exactement la même chose paF-l’une ou l’autre construction.

Nous essayerons de démontrer que, si l’on compare le système de l’expansion 
nominale à celui de l’expansion verbale, on peut dans bien des cas démontrer 
l’autonomie sémantique (et syntaxique) des constructions complétives. Des 
verbes tels que dire, croire, penser, etc. acquièrent soit un sens totalement 
différent, soit un sens supplémentaire dans la construction complétive.

3. Les verbes déclaratifs entrent habituellement dans la construction:

SN.+V, + {^^J p} + <a+SN.)

où que P symbolise la complétive introduite par que. Dans les phrases:
(4) Jean dit que Pierre a raison
(5) Jean dit la vérité

que Pierre a raison et la vérité auraient, en vertu de certaines propriétés com­
munes (par exemple, la pronominalisation au moyen de le, la), la même fonc­
tion, à savoir la fonction objet direct. On peut toutefois se demander si, en 
procédant de cette façon, on ne déguise pas sous une même étiquette deux 
réalités linguistiques différentes. La phrase (4) illustre ce qu’on appelle le
„discours indirect”.
„discours direct”:

Il est loisible de dire la même chose en adoptant le

(6) Jean dit: „Pierre a raison”
Le choix de l’un ou l’autre de ces modes d’expression peut dépendre de différents 
facteurs, dont la capacité d’ „imiter” la personne dont on rapporte les propos. 
Le nombre d’énoncés pouvant apparaître derrière dire dans (4) et (6) est 
illimité. Le nombre de SN admis après ce même verbe est, en revanche, 
extrêmement restreint et limité au „proférable” (exception faite du conditionnel 
de dire à certaines personnes). Nous pouvons conclure, avec G. Bernard (1971, 
P- 73) que dans (4) et (6) le complément du verbe est le „propos relaté”, alors 
que dans (5) et (7)-(8), cités ci-dessous, il est le „contenu du propos”:

(7) Jean a dit un mensonge à Paul
(8) Jean a dit des bêtises à Paul

Cela explique pourquoi nous n’avons pas, à côté de:
(9) Il dit que Paul part

Une phrase telle que:

h
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(10) *Il (lit le départ de Paul
Les „noms d’action”, qui ne renvoient pas au „contenu du propos”, ne peuvent 
donc apparaître dans la construction nominale.

Ce qui précède nous amène nécessairement à la conclusion que, sémantique­
ment, il est nécessaire de séparer la construction nominale et la construction 
complétive. Le choix de l’une ou l’autre construction est, entre autres, fonction 
du message: doit-on référer au „propos relaté” (complétive) ou au „contenu du 
propos” (SN)?

Le verbe assurer ne devient un verbe déclaratif que lorsqu’il entre dans la 
construction complétive. Dans la construction nominale assurer a le sens de 
„garantir l’octroi”: „assurer {une rente, un avantage, une pension} à quelqu’un”. 
Lorsqu’il est suivi d’une complétive assurer est un verbe de dire. Nous avons 
l’expression d’une communication (que P) vers un interlocuteur (à + SN):

(11) Pierre a assuré à Paul qu’il était sincère
Aucun lien transformationnel ne peut être établi entre la construction com­
plétive et la construction nominale: le verbe a, dans les deux constructions, un 
sens totalement différent.

Avec certains verbes, tels prétendre, seule une classe restreinte de SN 
„lexicalement vides” (quelque chose, un truc, etc.) peut venir prendre la place 
de la complétive: Dans:

(12) Il le prétend
(13) Il prétend cela

le et cela ne peuvent renvoyer qu’à une complétive. /
4. Le problème de la relation entre la construction nominale et la con-

verbe d’opinion tel que croire des aspectsstruction verbale présente pour un verbe d’opinion tel que croire des aspects 
intéressants. Dans la construction nominale SNj + croire + SN™, le substantif 
objet direct peut être /humain/ ou /non humain/. Seul le cas où N2 est /non 
humain/ nous intéresse lors de la comparaison avec la complétive.

Le nombre de SN admis couramment en position postverbale directe de 
croire est assez restreint:

(14) Pierie croit [cette histoire, cette nouvelle...}
C’est le „contenu de l’histoire, de la nouvelle auquel on peut croire ou ne pas 
croire. C est la raison pour laquelle la catégorie des noms verbaux semble exclue
dans la position objet direct:

(15) *Je crois le départ de vos enfants 
¿16) *Pierre croit l’étonnement de Paul

Les phrases suivantes:
(17) Je crois I----
(18) Pierre croit que Paul est étonné

que vos enfants sont partis

ne
qu

sont, par conséquent, pas transformables en des énoncés nominaux bien 
• un nom sémantiquement et formellement analogue au verbe

Le verbe croire entre également dans la construction indirecte SN, -, 
. U préposition (I nous trouvons, entre autres, des

'il existe un nom

à + SN2 
verbaux:

et derrière la + Vx +
noms
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(19) Pierre croit à l’étonnement de Paul
Mais à la construction nominale SN^ 4- Vi ■+- à -F SN.j, ne peut correspondre une 
construction verbale du type *SNi ■+• Vi -I- à -1- ce -t- que P où que P serait une 
complétive.

On peut se demander s’il y a une différence de sens entre la construction 
nominale directe et la construction nominale indirecte et, s’il y en a une, de 
laquelle de ces constructions il faut rapprocher la construction complétive.

Dans la construction directe (croire quelque chose) la sélection des SN est 
beaucoup plus sévère que dans le cas de la construction indirecte. Nous avons
VU que dans:

(20) Pierre croit [cette histoire, celte nouvelle...} 
c’est le „contenu” de l’histoire (de la nouvelle) que Pierre tient pour véridique. 
Nous pouvons analyser de la même façon:

(21) Pierre croit à cette histoire qu’on lui a racontée
Mais la construction indirecte offre de nouvelles possibilités:

(22) Pierre croit à la victoire de son équipe
(23) Pierre croit au départ de Paul

Les énoncés:
(24) Pierre croit (au fait) que son équipe sera victorieuse
(25) Pierre croit (au fait) que Paul va partir

peuvent, dans des contextes identiques, fonctionner comme des paraphrases 
satisfaisantes de (22)-(23), bien qu’ils soient susceptibles d'être interprétés d’une 
autre façon lorsqu’on omet au fait.

Le fait que l’on ne puisse avoir (à côté de Pierre croit que Paul a raison):
(26) *Pierre croit le fait que Paul a raison

semble tenir à ce que croire n’admet pas un substantif tel que fait en position 
directe. En revanche, on peut avoir:

(27) Pierre croit au fait que Paul a raison
Dans la construction complétive directe SNi + V, + que P, croire peut 

signifier, tout comme dans la construction nominale directe et indirecte, „con­
sidérer comme vrai”. Mais lorsque ce verbe a, dans la construction complétive, 
le sens de „estimer probable ou possible”, il ne peut être rapprocher sémantique­
ment de la construction nominale, qu elle soit directe ou indirecte. On peut 
percevoir une nuance de sens entre:

(28) Je crois qu’il va partir (croire: „estimer probable”) 
et;

(29) Je crois (I son départ (croire: „considérer comme vrai”) 
nuance que Гоп peut retrouver aussi entre (28) et:

La
(30) /e crois au fait qii’il va partir (croire: „considérer comme \ r;ii”)

complétive de (28) peut être pronominalisée au 

1

moyen de le, alors que y
peut venir se substituer au SN de (29) et à la complétive de (30).

Il nous semble qu’une description syntaxique et sémantique correcte 
des complétives implique nécessairement que l’on renonce à considérer que ces 
phrases sont des SN. Dans la grande majorité des cas il n'y a pas d'équivalence 
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sémantique entre les phrases comportant une expansion nominale et celles com­
portant une expansion verbale. Lorsque cette équivalence existe, nous nous 
trouvons confrontés au problème de la dérivation paraphrastique à l’intérieur 
d’une famille d’énoncés (Culioli, 1976).

on

Dans:
(31) Je crains son départ
{32} Je crains qu’il (ne} parte

peut, sans doute, établir une certaine identité entre son départ et qu’il (ne}
parte et constater qu’il existe un rapport entre, par exemple, l’emploi du 
pronom possessif et du pronom personnel. Mais l’on peut se demander si une 
telle assimilation paradigmatique implique une équivalence syntaxique entre le 
SV et le SN. Quand on choisit le verbe, on choisit également l’expression du 
temps, du mode et de l’aspect. On peut, à la suite de G. Bernard (1971, p. 58), 
émettre l’hypothèse que plus la gamme des temps admissibles dans la complétive 
est étendue, moins il y a de chance de voir s’y substf:^er une construction 
nominale. *'

Dans le cadre d’une grammaire générative du français, les différences 
sémantiques et syntaxiques que nous avons notées entre la structure nominale 
et la structure verbale devraient pouvoir être rendues au moyen de traits de 
sélection et de sous-catégorisation stricte. Il faut toutefois noter que si ces 
traits nous indiquent comment les morphèmes peuvent être agencés, ils ne nous 
expliquent pas pourquoi certaines combinaisons sont possibles et d’autres im­
possibles. S’il y a concurrence entre la construction avec yh SN et la construc­
tion complétive, celle-ci ne peut être expliquée comme relevant uniqtiement 
de la performance. Le but de l’étude doit être de déterminer si tel choix de 
construction est motivé sémantiquement et syntaxiquement.
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The Semantic Value of Syntactic Relations

D. Connor Ferris
Universities of Toronto and Exeter

Since 1978, when 1 fiist gave a paper on the topic to the L.A.G.B., 1 have

I«’

I

been working on the semantic value of syntax. It is a substantial issue, and 
in the confines of the present fotqnat I shall not attempt more than to make 
one or two critical comments on views sometimes expressed about syntax, and 
to present one or two fragments to illustrate the sort of results I offer.

The basic datum is that words in construction convey more than is expressed 
merely by the words themselves. Of the several ways to appreciate this, the 
easiest is to reflect that a sentence such as

(1) I was the shadow of the waxwing slain
has considerably more semantic content than the list which happens to be made 
up of the same words, separated by semi-colons or commas. That is to say, the 
syntactic arrangements of the words in (1) are meaningful and not mere 
arbitrary formulae. I use the term structural relations in this paper for such 
meanings. I believe they constitute a naturally defined area of language descrip­
tion, which might very properly claim the term syntax for its own.

However it appears that, quite generally, discussion of syntax in this sense 
has been bedevilled by the intrusion of matters which should be kept theo­
retically apart. I take two cases.

First, it should hardly be necessary to make the observation that structural 
relations are not at all the same thing as physical order. Yet one widely finds 
implicit acceptance of the view that e.g. (2) and (3):

(2) The cat was stalking an owl
(3) An owl was stalking the cat

differ in their meanings because of the order in which the two noun phrases 
are mentioned. Presumably this is a fallacy to which English-speaking linguists 
are especially liable. The fact is that the order of constituents is simply a way 
to show that, for instance in (2), the relation Subject-verb holds between the cat 
and was stalking. It casts no light whatever on what the Subject-verb relation 
means, and to suppose that it could is a category mistake, since it is no more 
than a form of expression.

Second, we should beware of confusing things and relations that are reflected 
in syntax, with the (completely different) elements and relations of syntax itself. 
An adverb is just an adverb. Any temptation to speak of such a thing as an 
adverb of place is a temptation to talk about two different things at the same 
time. This sort of temptation is perhaps understandable since in many lan­
guages some adverbs of place can appear in sentence positions denied to other
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as prefixes to the verb, by contrast with independentadverbs—for example, 
words following a verb phrase. But there are after all many things and relations
which by some historical quirk receive special syntactic treatment in one lan- 

another without giving us the slightest justification for treating themguage or
being syntactic elements or relations. Thus such alone among English (non- 

quantitative) adjectives goes in front of an indefinite article rather than after 
it__ we say such an idea and not

as

a such idea. It does not thereby cease to be
an adjective nor is there any reason to suppose that the relation it bears to its 
noun is in some curious semantic way unique. These observations carry o\er 
to the cases of Case Grammar, an important area but not one that 1 see as 
concerned with the essence of syntax. To take one example, the distinction 
between Factitive and Objective objects is one that belongs to the perceived 
world, and which then may act as the trigger for e.g. the use of a particular 
affix on the noun. It does not follow that the structural relations involved 
differ in any way from those involving other affixes, other objects, other verbs. 
In general we should not imagine that relations between the things which words 
designate have any bearing on the relations between *\ds themselves as syn­

tactic units.
To turn now to my own ideas, I should like to present without further ado 

the proposal that there are three fundamental types of semantically relevant 
relation underlying syntactic constructions. I shall illustrate these by means of 
various English qualifying constructions. Let us take first sentences like

(4) the graph plunged alarmingly. 
There is a straightforward and well-known ambiguity here; alarmingly may 
describe the manner, or comment on the fact, of the q/'ent. One temptation
IS to assume that in the former value it is part of the verb phrase, while in the 
latter case it is a '
Such transfers

sentence adverb, possibly moved from elsewhere by a transform.
certainly can confuse the issue but the value of factual comment 

may also be found within the verb phrase. Contrast (5) and (ti).
(5) Unexpectedly, nobody arrived 

Nobody arrived unexpectedly.

no-one arrived in an unusual fashion—the ‘manner’(6) can mean either that
value—or that of 
latter is certainly

no-one was it true that their arrival was unexpected; the 
p. ,, • ® comment’ value, but clearly not to the same effect as in

5 I J Carly the adverb is in (6) part of the verb phrase and not a 
sentential adverb. \ / r r

two 
two

(5) and (6) togethe, ,how thai 
, types of semantic link. one surface syntactic phrase can accommodate

r —while a single such semantic bond mav be found in 
different surface wnt., .■ • •^intactic positions.

some further familiar instances:Consider next
(7) a heavy drink,. . »miiiar insuuit«.
' f nm -iM oker, a late developer.
/Q\ -1 drink ’nterpretation in which they are roughly equivalent to 

rr, "'lio is heavy; a developer who is late, 
these seem to convey ^uch

IS heavy; a
the same effect as
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(9) someone who drinks heavily; someone who developed late.
Here, many will at once suggest deriving the usual interpretation of (7) from 
a structure like (9). Bolinger considered that proposal and rightly rejected it, 
citing the crippling lack of generality. One can multiply almost indefinitely 
cases like

(10) a good marksman; a keen golfer; a terrible flautist 
which all have a natural interpretation parallel to (9), yet for which no such 
verbal origin exists. (Appeal to abstract verbs simply begs the question).

The data however remain, with their manifest double interpretations, I 
‘manner’propose that in the more natural oLthese we merely find again the 

value as in (4) and (6), which I shall call mode-qualification. The unlikely 
interpretation parallel to (8) (but which is the standard one for most adjectives) 
I describe as one of character-modification, where the property of the qualifying 
word is assigned to the entity of which the head word is predicated.

Beside (7)-(10) with their mode-qualification and character-qualification, we 
can find instances where the structural relation between adjective and noun is 
one of comment-qualification. Such cases will include

(11) a true Frenchman; a former wife; an Old Etonian.
Highly desirably, it is possible to produce examples, without recourse to

lexical ambiguity, which show a single word functioning in all three ways, thus
(12) the normal delay ensued (normal in e.g. length; character-q.) 

normal eaters don’t need to worry about vitamins (mode-q.) 
the normal delay ensued (normally a delay followed; comment-q.).

Variation in value is similarly found in predicative position.
(13) In Seyl’s Fever, this sort of rash is usual (character-q.)

The guard outside his room was usual (comment-q.)
(14) His courtesy was intimidating (comment-q, character-q.).
There will be interaction between the structural relation and the lexical 

meaning of particular words. Many words will be virtually excluded from one 
or more types of qualification; however could scarcely be anything but a com­
ment; a strong socialist may involve mode-qualification, but a strong arch must 
surely exhibit character-modification.

Similarly there are correlations with syntactic position. The ordinary case 
is for adjectives to show character-qualification, verbal adverbs mode-qualifi­
cation, and sentential adverbs comment-qualification, but contrary examples 
occur for the latter two types as well as for the adjective. An interesting matter 
is raised by sentences like

(15) the agent acted incompetent and helpless
Incompetent and helpless clearly qualify the verb and not the noun; (15) is not 
equivalent to e.g. the incompetent agent acted helpless. Equally they do not 
show mode-qualification; the performance may have been skilful. Apparently 
English here responds to the presence of character-qualification by using the 
“idjective form even though elements qualifying a verb ‘ordinarily’ take an 
adverbial form.
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Recognition of these three varieties of structural relation enables us to do 
several things. First of all it describes the ways structures are actually inter­
preted. It accounts for many ambiguities, some of which cannot easily be dealt 
with otherwise. It offers interpretations for ‘deviant’ phrases such as an occa­
sional sailor. It can handle certain missing co-ordinations such as a missing and 
red book. And it explains why some transforms seem to work, while, bearin®- 
in mind the interaction with the lexical factor, it may even show why they 
sometimes fail.
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On Reciprocity

Harimufti Kridalaksana
I’niversitas Indonesia

1. Reciprocal verbs have eluded linguists for a long time. Jespersen’s brief 
contributions (1924: 161, 234; IQ33: 112, 180; 1937: 24) may be regarded as the 
latest substantial attempt to understand this phenomenon. His view may be 
summed up as follows: (1) reciprocal verbs and reflexive verbs are identical; 
the only difference being the identify or non-identity of subject and object; 
(2) reciprocity is expressed by transitive verb and reciprocal pronoun, such as 
E. each other, one another, Fr. I’un I’autre, G. einander. However, he added 
that “... In English the verb in itself suffices to express reciprocity” (1924: 
161)—(It should be noted that this additional remark has escaped later scholars 
who deal with reciprocal verbs).

Several transformationalists have tried to analyse reciprocals, but because 
of their main preoccupation with reciprocal pronouns, especially in English, 
rather than with reciprocal verbs, they have gained no further than Jespersen’s 
contribution.

2. The purpose of this paper is to refine and revise Jespersen’s analysis, by 
examining reciprocity as found in Indonesian with the hope that by comparing 
this phenomenon in other languages, 
sequently be formulated.

a cross-linguistic generalization can sub-

It is claimed here that by examining reciprocity from the syntactic, prag­
matic and semantic viewpoints, we will be able to rectify what weaknesses there 
are in Jerpersen’s analysis, namely that he could not differentiate reciprocals 
from reflexives, and that reciprocity involves only subject and object. The first 
weakness can be attributed to the fact that Jespersen and other scholars after 
him based their analyses only upon English and other Indo-European languages; 
and the second to the fact that at his time no theoretical distinction has been
made between concepts such as agent and subject, and goal or recipient and
object (although in practice he distinguished them).

3. Indonesian has various morphological and lexical devices to differentiate 
reciprocal verbs from other verbs. They are found in the forms: (1) ber +
inherently reciprocal verbal or verbalized root. e.g. berkelahi ‘fight’, berperang
‘be at war with’; (2) ber -1- verbal root + an, bersentuhan ‘touch each other’; 
(3) ber + reduplicated verbal root -I- an, e.g. bermaaf-maafan ‘forgive one an­
other ; (4) saling meN -t- verbal root, e.g. sating memberi ‘give each other’; (5) 
baku ■+- verbal root, e.g. baku tembak ‘shoot at each other’; (6) verbal rootj + 
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meN + verbal root^, e.g. tolong-menolong ‘help each other’; (7) reduplicated 
verbal root + an, e.g. cubit-cubitan ‘pinch each other’, senggol-senggolan ‘nudge
one another’; (8) saling ter + verbal root, e.g. saling ter tank ‘mutually attracted’;
(9) saling ke + verbal root + an, e.g. saling kehilangan ‘feel lost each other’. 

The ber + root + an form is convertible to the saling men + root form with
a slight difference in the degree of transitivity: the first is less telic than the 
second (for the term telic and related concepts see Hopper and Thompson 
1980).

Of all those forms, the saling meN + root form is the most productive; the 
baku + verbal root form is used mostly in the eastern dialects of Indonesian; 
and the reduplicated verbal root + an form is used in non-standard Indonesian.

In contrast with other verb forms, the deverbalization of reciprocal verbs 
is very limited. The two most productive forms are the ber ■+■ inherently recipro­
cal verbal root which can be nominalized into per -+■ inherently verbal root + an 
(e.g. berkelahi ‘fight’ > perkelahian ‘fight’), and the verbal rootj -f- meN -1-verbal 
rooti which can be zero nominalized (e.g. tuduh-menndfih ‘accuse one another’ 
> ‘accusation between one and another’). Whereas jhe other forms cannot 
productively be deverbalized: saling memukul ‘strike each other’ > *saling 
pemukulan, baku tembak ‘shoot at each other’ > *baku penembakan. The only 
exception is saling mengerti ‘understand each other’ > saling pengertian ‘mutual 
understanding’.

• Another aspect that deserves mention here is the fact that several reflexive 
verbs can be reciprocalized, e.g. menyesuaikan diri ‘adapt one’s self’ > sahng 

diri ‘adapt themselves for each other’, memperkenalkan diri 
introduce one’s self’ > saling memperkenalkan dir^ ‘introduce themselves to 
each other. This fact weakens the generalization put forward by Jespersen that 
reciprocal verbs and reflexive verbs are idential.

4. Syn tactically, 
must^be'dual'^^^'^^^ clearly two participants, two parties or two sides, the subject

reciprocal verb always governs a plural subject; and where

as

, 1 V Hence the ungrammaticality of the following: 
PragmatSy,^J“"‘^*"S deliberating’,

singular subject one of the participants is foregrounded, it will be realized
■'vith the other noun functioning as an obligatory comple-

ment:
If no^foregroun^'^”^*”? dengan istrinya ‘Sukri is deliberating with his wife’.

is obliga'^on': so We will r, 
/3) Sukri dan . \have: 
Problems arise , berunding ‘Sukri and his wife are

°n one of the participants is considered, the dual subject

problems arise deliberating’.
proo*'=**" «rise ViK ' -------- ° , .. °ative sente the number of participants is uneven: while the simple

‘la berk?] singular subject . , ,
' tence (also fights’ is unanimously rejected by our informants,
,T) la seda?^’‘’" singular subject)
\ ' 8 uerkelahi ‘He is fighting’ is accepted as grammatical with

(4) •la
unanimously rejected by our informants, 

singular subject)

a
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the understanding that it is an elliptical sentence; if not, it is rejected as un­
grammatical.

No unanimity is reached by the informants with the sentence
(6) ?Ketiga orang itu berkelahi ‘The three people fight’, although all of 

them accepted the grammaticality of
(7 ) Kelima orang itu bersalaman ‘The five people are shaking hands’. 

While all of the informants accepted also
(8) Kedua orang itu bertinju ‘The two men are boxing’, the sentence
(9) *Ketiga orang itu bertinju ‘The three men are boxing’ is unanimously 

rejected, although
(10) Aman bertinju dengan Didi dan Koko ‘Aman is boxing with Didi and 

Koko’ \
is regarded as grammatical, obviously because two sides are involved: Aman 
on the one hand, Didi and Koko on the other.

5. Jespersen (1924: 161) gave the impression that reciprocal verb involves only 
two participants, subject and object. The following Indonesian data present 
more complicated picture:

(11) Kiki dan Koko bertukar tempat ‘Kiki and Koko exchange places’
(12) Kedua sarjana itu berperang pena di surat kabar ‘The two scholars 

fight with pens (=are having polemic) in the newspaper’.
Each of these two sentences has three-term reciprocal verbs, and their role 

structure can be represented as follows:

(Ila)

(12a)

V 
reciprocal 

atelic 
bertukar 
‘exchange’

V 
reciprocal 

atelic 
berperang 
‘to make war’ 

( = fight)

Goal

tempat 
‘place’ 
Instrument

pena 
‘pen’

Agent <—

Kiki

Beneficiary

Koko

Agent •<---> Goal

sarjanui
‘scholar,’

sarjana¡
‘scholarj’

Although these two sentences have the propositional structure of Agent-Verb- 
Goal which makes them fully active sentences, no passive counterpart can be 
formed. We may make the generalization that no reciprocal clause can be 
passivized.

This is valid also for sentences like
(13) Keduanya merasa saling kehilangan ‘Both feel lost each other’
(14) Kami merasa saling tertarik 'We feel mutually attracted’

which have intransitive verbs with experiential affixes ke—an and ter— respec­
tively.

j
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The role of each participant in (11) is clear, as we have here the case of6.
"who for whom” or “who against whom” reciprocity. It is less so, however, in 
(2) and (12), as we have here the case of "who wdth whom” reciprocity. Beside 
berunding ‘to deliberate’ and berperang ‘to make war’, other reciprocal verbs 
which involve “shared or common action” rather than “chiasmic action”—or 
“crosswise relation” to use Jespersen’s term—are berkelahi ‘fight’, bertengkar 
‘quarrel’, bercakap-cakap ‘converse’, bersepakat ‘agree’, bergulat ‘wrestle’. 
bersamaan ‘coincide’, bergumul ‘wrestle’, beradu ‘collide, clash’, berlaga ‘fight’, 
bersua ‘meet’. Semantically, the participants of the latter group of verbs are 
all agent or actor, and there are neither goal nor beneficiary nor recipient; 
syntactically, the verbs cannot be converted to their corresponding telic recip­
rocal form saling meN + root, which is the form of chiasmic reciprocity. (Note 
that the English glosses of the data are not informative enough to understand 
the fact just outlined. Undoubtedly, the English verb fight is mutual reciprocal 
verb, as it is clear ‘who fight whom’).

7. In this short paper we have shown that in Indonesian we*^ve to distin­
guish between reciprocal verb and reflexive verb, that reciprocity‘'governs even 
subject more than uneven subject, that it may involve more than two partici­
pants, and that no passive counterpart can be found for any active reciprocal 
sentence. Semantically, a distinction can be made between mutual reciprocity 
and chiasmic reciprocity.

To recapitulate, the study of reciprocity from the syntactic, pragmatic and 
ics.' The Indonesian datasemantic viewpoints deserves a place in general linguistics.' The Indonesian data 

presented in this paper exemplify the line of research that could be carried out 
in other languages.
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Nominalizations in Korean

Kee-dong Lee
Yonsei Universilv

There are three major types of nominalizations (i.e. nomináis derived from 
verbs or adjectives) in Korean, and they are expressed by the suffixes -i, -ki and
-um. The purpose of this paper is to discover the meat^ng 
suffixes. The meaning of -i i’ ■' 

of each of the
is rather straightforward and it poses no great

difficulty. However, the other two suffixes (-ki and -nm) have been the subject 
of numerous studies, and no study seems to have succeeded in differentiating 
the two suffixes.

Some studies, carried out in the structuralist framework, simply classified 
and labelled the morphemes. Others in the transformational framework treated 
them as meaningless elements, whose sole function is to fill in gaps in the 
structure of sentences. In such an analysis, the co-occurrence restrictions be­
tween a nominal and a predicate are accidental and arbitrary. But in this paper, 
it is shown that even the so-called functional morphemes have their meanings, 
although the meanings must be schematic and abstract.

The three types of Korean nominalizations seem to reflect human percep­
tion and cognition, and they seem to bear out the findings made by Vendler 
(1968), Lyons (1978) and Givon (1979). Lyons, for example, classifies the nomi­
náis into three categories: first-order entities (physical objects); second-order 
entities (events, processes, states of affairs), which are located in time and are 
said to occur or to take place; and third-order entities, which arc outside of 
space and time.

Nomináis expressed by -i correspond to the first-order nomináis:

cap-ta ‘to hold’ 
kiip-(a ‘to curve’

cap-i ‘handle’ 
kup-i ‘curve’

Nominals expressed by -ki correspond to the second-order entities: 

cap-ta ‘to hold’ 
kup-ta ‘to roast’

1 he stein itself (cap-

cap-ki 
ktip-ki

or kup-) denotes the type of action only. The nominal 
cap-ki denotes temporal existence of the action. Lhe existence can be real and 
unreal depending upon context:

ua-min Iw-ka o-ki-lul pala-niin-ta.

L

I TM he-SM come - 
‘1 want him to come.’

(not realized)
want-presein-
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ku-niin- ciüiik-ki-ey ilulu-css-ta. (realized)
he-TM die 
‘He came to die.

-to come-past-

Predicates such as kkuthnay-ta ‘to finish’ and sicakha-ta ‘to begin’ accept only
Ai-nominals:

ku-miu phyenci ssu-ki-lul/*ssu-um-ul kkuthnay-ess-ta.
he-TM letter write finish-past
‘He finished writing the letter.’

Nomináis expressed by -um correspond to the third-order nomináis and they 
do not have the meaning of the temporal existence. They cannot be said to 
occur or to take place in either time or space. They are something to be asserted 
or denied, remembered or forgotten. Thus, the tizn-nominals occur with verbs 
of proposition such as:

alta 
nukkita

‘to know’
‘to feel’

icta 
mitta

‘to forget’
‘to believe’

And these verbs do not occur with /t/-nominals.

na-7>un ku-ka o-um-ul/*o-ki-lul ic-ess-ta.
I TM he-SM come
‘I forget about his coming.’

forget-past-

So far it is shown that the three types of nominalizalion correspond to Lyons’ 
classification of nomináis. But the correspondence is not complete. Some of 
the nomináis are completely lexicalized, and it is impossible to find complete 
regularity. For example, in the following nomináis the suffixes -i, -ki and -um 
are used to derive the first order nomináis:

mi tat-i
mos ppay-ki 
el-um

‘sliding door’ 
‘nail puller’ 
‘ice’

(tat-ta 'to close’)
(ppay-ta ‘to pull out)
(el-ta ‘to freeze’)

Except for such lexicalizedP or such lexicalized nomináis the correspondence is regular.
■ e semantic characterization of the three suffixes throws some light on the 

£ nmgs of the suffixes -kela, -kena, and -key. -kela thought to be a variant
m of -ela imperative.’ But in this paper it is claimed that it is made up of 

morphemes: -ki and -ela. Accordingly they differ in meaning. Compare 
imperatives below:

the two 
the two

Ca-ela. ‘Sleep’
The first imperative simply 

on thefocuses

Ca-kela. ‘Sleep’

names a type of action, whereas the second one

supposed.
'vhere the

temporal existence of the action: the name of the action is pre- 
Similarly, -una names an alternative action, whereas -kena is used
name is presupposed. Observe the following conversational give-and-
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take:

A:

B:

ku-selam nayil o-nun-ta-te-la.
the man tomorrow come—
‘I heard that the man is coming tomorrow.’ 
o-kena mal-kena. (*o-una mal-una.) 
come not
‘(I don’t care whether) he is coming or not.’

From what A said, the name of coming can be presupposed, and -una is not 
acceptable in B’s response. What is at issue here is the temporal existence of 
the man’s coming and only -kena form is allowed.

The causative morpheme -key ‘causative’ was thought to be a single un- 
analyzable morpheme. But it seems to be made up of the twi o morphemes -ki
‘existence’ and -ey ‘goal postposition.’ Through this analysis, the meaning of 
causativization becomes clearer. In one sense, causativization can mean bringing 
a state, a process, or an action into existence. The existence is expressed by -ki 
and the change (of state) by -ey, as in the following:

na-nun kii-ka ka-ki-ey mantul-ess-ta. (ka-ki-ey is contracted into kakey)
I -TM he-SM go- -to make-past-
‘I made him go.’

At one point of time, he was in the state of not going: his going was not in 
existence. Later I made his going come into existence.

Lastly, -ki is used to emphasize that the temporal existence of a state, an 
action, etc. is in question. Observe the following: 

A:

B;

C:

ku sikyey olay toyess-kwuna. 
the watch old become—
‘I see that the watch is very old.’ 
kulena cal ka-nun-ta.
but well go-present—
'But it goes well.’
kulena ka-ki-nun cal ka-nun-ta.
‘But it does go well.’

The two utterances (B and C) have the same propositional content. But C 
differs from B in that C emphasizes the temporal existence of the process.

To summarize, I have started with the semantic analysis of the three nomi- 
nalizing suffixes (-t, -ki and -um), and the resulting meanings make it possible 
first to distinguish the two pairs of suffixes (-ela and -kela- -una and -kena), and 
second to analyse the causative suffix -key into -ki and -ey, which is more con­
sistent with the definition of causativization.
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A Montague Grammar for Case Languages

Kiyong Lee 
Korea University, Seoul

This paper proposes a grammar system for case-marking languages based 
on Montague’s PTQ theory (1974). The newly proposed system RPTQ, as I 
claim, accommodates case assignment and other related problems such as free 
word order and derived complex predicates in Korean and Japanese and 
possibly in other case languages. This accommodation will be shown to be 
successful with some slight modification of PTQ.

RPTQ mainly differs from PTQ in defining syntactic categories. Unlike 
PTQ, RPTQ introduces denumerably many basic category indices. Each ordinal 
number 0, 1, 2,. . .is a basic category such that 0 corresponds to t in PTQ and 
each of the other numbers n, to e in PTQ. A dérivée Category (T, B) corre­
sponds to B/A or B//A in PTQ: an ZL-category is thus defined in RPTQ as 
(m,0), a T-category as ((n,0),0) or simply n*, and a TT-category as (n*,(n2,0)), 
where n and m are both basic entity denoting categories like e in PTQ.

Case assignment in RPTQ employs three basic devices of case marking, 
case indexing, and case shifting. Case marking simply attaches a case particle
to a term phrase (Maria) of the category n*, replacing the parameter n with 
a case index while keeping its denotation. The case-marked term phiases 
Maria-ka()7om), Maria-lil(acc), and Maria-eke(dfl/) in Korean or Maria-ga(i7O)i2),

n*

Mana-o(acf), and Mana-ni(£/ai) are of categories 1*, 2*, and 3*, respectively.
They are all of the
properties of an individual.

Case indexing subcategorizes 
til A — * - - *

same semantic type «s, <e, t», i>, denoting a set of

various .ffos ot verbthe choice of case-marked term phrases. An -p apnotine a set of indi- 
or nemu-sZeep in Japanese belongs to the nominative case-
viduals, since it forms a well-formed sentence y teeorv 1*- A TP-phrase 
marked term phrase like Maria-ka or Mana-ga o t e category
Hhe sararjha-Zoue in Korean or tabe-eat in Japanese ^^.^ijnals, for it con- 
(2*,(l,0)) denoting a two-place relation between ^o^^ category
catenates with an accusative term phrase denvi g sentence as shown in: 
(1.0) and then with a nominative term phrase to or

viduals.

like

an accusative term phrase deriving

(1) a [[Mary-ka]i. [[Bill-jlJj. [saranhanta]

This
‘Mary loves Bill’

(2»,(1,0».
l](l.O)]o

order of concatenation is, however, free in RPTQ. As in (lb), anominative te - ~ J^'**^-‘^^c“alIou is, nowever, iree m x n
^^*>(1,0)) befor™ ”^^7 concatenate with a TT-phrase of the

re an accusative term phrase does, deriving an /F-phrase of the
category
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category (2,0):

(1) b. [[Bill-il]j. [[Mary-ka],. [saraijhanta],^,„,o»](».»)]o

Note that in RPTQ subcategories (1,0) and (2,0) of verb phrases are well-defined 
syntactic categories, both denoting a set of individuals, but only differing 
syntactically in each having a different case index.

Despite a difference in word order, sentences (la) and (lb) are synonymous, 
for their respective translations are derived to be equivalent in RPTQ:

(2) a. 2PP{m} (*love'(*JlPP{b}))
b. 2PP{b} (*Jlx[love'(*;PP{x})(m)])

Syntactically analyzed sentences (la) and (lb) differ from each other as to the 
order of concatenation while their respective translations (2a) and (2b), only 
as to the scope of binding: the term phrase of XPP{b} of (2b) is in wide scope 
and binds the variable x by way of abstraction Xx. This abstraction makes (2b) 
equivalent with (2a). In deriving (lb), no scrambling of the term phrases has 
occurred.

Concatenation in RPTQ is strictly constrained by the case indexing of each 
verb phrase in a given language. A term phrase may concatenate with a verb 
phrase only if the case marker of the former occurs among the case indices of 
the latter. Otherwise, ill-formed strings are derived:

(3) a. Korean:
b. Japanese:

*[[Marry-lil]2. [ca-n-ta](i,(,)]
• [[Marry-ni]3, [nemu-rU(i_o)]

But the following concatenations, for instance, derive well-formed Japanese 
sentences all having the same meaning:

(-1) a. Mary-ga nihoNgo-o [wakaru]
b. Mary-ga nihoNgo-ga [wakaru]
c. Mary-ni nihoNgo-ga [wakaru]I(i»,(3,0))

These sentences are well-formed because the case markers of the term phrases 
in each sentence match with the case indices of the verb wakaru-wndersiand. 
Here the variation of case assignment in (4a,b,c) is accounted for at the lexical 
level by treating a basic verb expression like wakar as belonging to the categories 
(2*,(l,0)), (l*,(l,0)), and (l*,(3,0)).

Finally, case shifting accounts for the alternation of case assignment that
arises in complex predicate constructions such as desideralives, potentials, pas-
sives, and causatives in both Korean and Japanese. In Korean, for example, 
we obtain a well-formed sentence like (5a), but (5b) is ill-formed because mak- 
eat is of the category (2*,(l,0)):

(5) a. nae-ka sakwa-lil [mak-as'-ta];,, ^

b. *
T ate an apple’ 

nae-ka sakwa-ka [m3k-3s'-ta](2.,(i,o))
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Note however, that (6b) and (6a) are both equally acceptable, although (6b)
contains two nominative marked term phrases.

(6) a.
b.

nae-ka sakwa-lil makko-sipta. 
nae-ka sakwa-ka makko-sipta. 

‘I like to eat an apple’

I claim in proposing RPTQ that such case variation is possible in Korean 
because case shifting may occur in forming desiderative verbs from transitive 
verb stems as can be seen from the following desiderative formation rule for 
Korean in RPTQ:
(7) Desiderative Formation 2:

[j9 — ko sipta](j.,(i,o))

[^] (2«, (1,0))

Translation:
like' ('2x ß’ (x, p))

In deriving a desiderative mak-ko sipta, a case shifting from 2* to 1* may occur 
in the first coordinate of the category index of mak v that the newly derived 
verb makko sipta is assigned a new category index (r*,(l,0)). Because of such 
a case shift in DF,, (6b) is obtained simply by the ordinary rules of concate­
nation that retain their functional character of combination.

Case shifts in Japanese potentials are also easily handled by similar case 
shifting lexical rules, yielding grammatical sentences:

(8) a.
b.
c.

Mary-ga nihoNgo-o [[hanas](j.,(,,o„-e-ru]
Mary-ga nihoNgo-ga [hanas-e-ru]

(2*,(1,0))

Mary-ni nihoNgo-ga [hanas-e-ru]
‘Mary can speak Japanese’

(l*,(l,0))

(l’,(3,o))

Note this complex derived potential hanas-e-ru behaves exactly like wakar 
formed*^*^ neither belongs to the category (2*,(3,0)). So sentences (9a,b) are ill-

complex derived potential hanas-i

(9) a.
b.

Because of case 
simple basic

Mary-ni nihoNgo-o wakaru.
Mary-ni nihoNgo-o hanaseru.

shifting, complex predicates like hanas-e-ru are treated like a 
predicate wakar. We can thus obtain sentences like (8a,b,c) byCOriCatCn t* * ** WC Call LllUb (jULdlIl oCllLCIlCCb IIKC ^O<i,U,C2

Case h complex predicate with appropriately case-marked term phrases, 
desc ’b’ * descriptive device because it minimizes the complexity

down at assignments for complex predicates and keeps this complexity
sentential 1^ nhrasal level without rarrvine' it all the wav no to tht>

of

‘kategorial
— or phrasal level without carrying it all the way up to the
Finally, case shifting preserves a Montague syntax as a simple 

grammar based ' - - -on the principle of compositionality.

*
*
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Semantics of Parts of Speech and Semantics of Relations»
(examples in Tagalog)

A. Lemarechal
Poitiers, France

It has often been said that grammatical relations have no sense. Maybe but j 
they cover phenomena very different from a language to another, and these I 
phenomena pertain to semantics.

Thus subject-predicate relation covers different modes of attributing the 
signified of the predicate to the signified of the subject of this predicate. The 
sign -b of the famous chomskyan formula S -> NP -+- VP represents quite dif-^. 
ferent things from a language to another. Subject-predicate relation cannot be^ 
the same in languages where all the major parts of speech have exactly thé- 
same behaviour as regards functions and in other languages where, for instance,^ 
verb behaves a way of its own, quite different from that of nouns, and isjj 
necessarily present in all the predicates at least as a copula. <

Observe firstly the identical behaviour of Tagalog nouns, adjectives and verbs» 
when predicate:

ex. kumuha ng libro ang bata “a/the child got a book”
having-got book child

ex. kinuha ng bata ang libro “the book was got by a/the child"
being-got child book

ex. maganda ang dalaga “a/the girl is pretty”
pretty girl

ex. doktor si Pedro “Pedro is a doctor” 
doctor

•1

1

2

3

4

and when attribute (relativization):

ex. 5

ex. 6

bata-ng kumuha ng libro “child who got (having-got) a book” 
child having-got book f
libro-ng kinuha ng bata “book which the child got (got by the child)’j
book

ex. 7
got child

dalaga-ng maganda “girl who is (being) pretty”
girl pretty
maganda-ng dalaga “pretty girl”

ex. 8
pretty girl
si Pedro-ng doktor “Pedro the doctor”

doctor I

Here the transformation will consist only in preposing the na marker and (-ng
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after vowel) and in word reordering without rh.-,of the relativized element itself. I.et’s observe now form
betave after ang: ««e pans ot speed,

ex. 9 {ang doktor) ang kumuha ng libro “the one who got a book 
having-got book (is the doctor)”

ex. 10 {ang libro) ang kinuha ng bata “the one which was got by the child 
book is-got child (is the book)”is-got

ex. 11

ex. 12

(ang maganda {si Maria) “(Maria is) the pretty one" 
pretty

ang doktor {si Pedro) “(Pedro is) the doctor”
doctor

Should we regard such homologies only as meaningless morphological accidents 
although they are stable where they exist and widespread all over the world? 
Can linguistics only state, or must it also explain facts?

But the problem is: how to explain such facts? 1’11 answer: by semantics.
A first basic principle is not to treat differently what is ^like: the identical 

behaviours of nouns, adjectives and verbs as to substantiviL ^on, relativization 
and predicative function define a particular distribution and semantics of parts 
of speech: as long as functions are concerned, they form only one “superpart” 
of speech.

If we translate or gloss all parts of speech by means of a “being X” or of a
doing X”, all become clear. The verb itself is orientated towards the term to

which it refers like an adjective or coo''
translated into “girl being pretty” and ang maganda (ex. 11) “a pretty one ;z» L « • - - T ’ • •

a noun: dalagang maganda (ex. 7) can be
so.

kumuha ng libro (ex. 9) can be translated into “the one having got a book".
The h f • — '---- —------------ — — (3”........ ..........verb lunctions always as a kind of participle or verbal adjective: when it is

the predicate, the
witli a sentence must be understood as a kind of nominal sentence

participle as predicate and without copula as it exists in sanskrit: for
example (ex. 13): sa vas dr.^tavân (without sandhi) which means “he=having-.5een
you . So, kiimuhi/. , . wg libro ang bata (ex. 1) must be understood as “a/the child(is) getting a book”.
caníauí is a The Middle Ages rewriting rule (ex. 14) cantal =est -t- 

reality and no longer a fiction in this type of languages except that
- o o * I' 'ite there is no copula but mere juxtaposition and preposing Ijehave alike.

And as the three major parts of speech, which a
we can say that they all must be understood we can understand why

is basically “the one being a doctor . exactly in the same way 
can be substantivized or function as an ’ peculiar mode ot

as noun and without any change ot form. All that dehn

®ttg doktor
verbs

orientation.
The

as “being X" and even

comparison between equative and non-equative sentences enables
"-d another side of the semantics of parts of speech. Ihrough 
sentences (as ‘

ing a doctor or of

understand
vquative

us to
non-

bei ex. 1, 4), we are only told that Pedro has the quality of
getting a book, while through equative sentences (ex. 9. 12)
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we are told that the child or Pedro is the same person as the one who has been 
previously identified as a doctor or as having got a book, ang indicates persons 
or things as individualized while 0—that is to say every major part of speech 
used alone—indicates the quality of being something; ang indicates substances 
and 0 attributes in the traditional philosophical sense of the words; I prefer
to name this superpart of speech “qualificatives” in order to avoid any mis­
understanding.

Such distribution and meaning of parts of speech\{iave implications as to 
semantics of all grammatical relations. The subject-predicate relation is a rela­
tion of equivalence between two qualificatives. In ex. 1, as well as in ex. 9, 
bata and kumuha ng libro are in fact two equivalent designations of one and 
the same object of the real in a given situation, that is why both can be sub­
stantivized in order to name this object.

Tagalog and English or French, for example, use very different ways to
express the relation between the child and the action itself of getting. In 
Tagalog, there is on one side, a relation of equivalence between “child” and 
“(one) having got”, and on the other side, the relation between “having got” 
and the action of “getting” as an abstract idea without particular orientation: 
there is in Tagalog a series of what I have called participles expressing the 
qualities of the different possible participants in a given process, such as actor, 
patient, beneficiary, goal, location, purpose, and all the other well-known focuses 
proper to Philippinian languages, but all these qualificatives, derived from a 
same stem by different affixes, are always in the same relation of equivalence 
with the word they qualify.

In french, for example, in I’enfant obtient, obtient is orientated towards the 
prime actant or subject which is the actor like the tagalog kumuha, but the 
mode of orientation is quite different and, as obtient is not obtenant or qui 
obtient, it is not possible to speak of equivalence relation in the precise sense 
in which I have used this word here.

How does Tagalog express relations other than those expressed inside of 
the verbal qualificative? Tagalog distinguishes only three relations between the
elements of the real as expressed by words: firstly, the already mentioned rela-
tion of equivalence—between subject and predicate and between the two terms 
linked by means of na; secondly, a relation marked by ng, and thirdly, another
one marked by sa and other markers containing These markers introducesa.
noun extensions as well as governed complements and even adverbials and 
predicates in the case of sa. Thus ng is a genitive accusative and actor marker!

We are again in front of puzzling homologies. Semantics appears again to 
provide the key of the mystery. Instead of considering these markers to be 
purely grammatical and even to constitute as many homophonous items as there 
are functions, it is preferable to look for a constant meaning proper to each 
marker throughout its different uses since function is sufficiently marked by the 
sequential constraints: noun, adjective, numeral extensions are postposed to 

I head noun, adjective or number; predicate sa phrases are at the first place in 
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the sentence as all predicates; verbal complements and adverbials are not inte- 
d but in spite of some sequential freedom, there may be a significant 

preferential word order.
ng expresses close relationships such as possession, relation between a part 

and the whole, intrinsic characteristic, when introducing a noun extension; when 
introducing a verb extension, ng expresses the relation between actor or patient 
and the action, since they are the closest participant (ex. 1, 2). sa expresses 
looser relationships such as direction and circumstances when introducing 
complements, as well as adverbials or predicates.

Thus there are three relations: equivalence versus close relationship versus 
loose relationship. To choose between them is a matter of real situation: it de­
pends upon the situation that Pedro is identical with the doctor or that the car 
is belonging to Pedro, and so on. It is a matter of situation once given the 
categorization of the real according to which the language, as every language, 
must classify the elements of the real.

Is this semantics? Yes it is if categorizations are the very basis from which 
the informal reference is transformed into something discrete and articulate 
which can be communicated. It is grammatical as far as classification of the 
elements of the real into parts of speech and subclasses of parts of speech as 
well as the classification of the relations between these elements are facts of 
language. But the expression of these real relations and the indication of the 
hierarchy of the utterances (through topicalisation and subordinations of all 
kinds) are not the same thing and here, the word “grammatical” is, as often, 
ambiguous.

Semantics has been the only way, firstly, for preserving the logic of the 
system of the language and even for identifying a certain kind of information 
communicated by the language (an abstract, logical one such as categorization 
of the elements of the real and of the relations between them), secondly to 
ound a general linguistics or a typology capable of explaining and not only 

stating the homologies and other specific facts.
general linguistics



Meaning-Text Linguistic Models and the Role of the 
Dictionary in Linguistic Description

1. A. MelTuk
Viiiversitv of Monacal

(I) 1. From the Meaning-Text viewpoint (cf. Zolkovskij-Mel’tuk 1967, 
Mel’cuk 1974, 1981), the study of natural language is the construction of 
FUNCTIONAL MODELS of languages, i.e. systems of rules that imitate 
(=“predict”) linguistic behavior. 2. The most important feature of the linguistic 
competence of speakers is their ability to establish CORRESPONDENCES be­
tween any given MEANING and all the TEXTS that carry it (and vice versa; 
but see 1. 9). This feature takes priority in a Meaning-Text Model (MTM) of 
a language over any other characteristics of language (such as language acquisi­
tion; linguistic variety and change; drawing inferences from and/or dis­
ambiguating texts; all these are not purely linguistic). 3. An MTM can be 
diagrammed as (1):

(1) { MEA:nNG.

language
ITEXTj I 0 < 1 r* OD,O<j';CD

An MTM is only a part of the model which covers the entire range of linguistic 
behavior:

(2) MEANING
^perception, logic,...

Xu
Tanguage prop»

»fell
»roper phoiietic’s

ACTUAL SOUND

Although the correspondences between extralinguistic reality and linguistic 
meanings are of utmost importance for linguistic communication, they do not 
belong to language and should be excluded from linguistic models. (They 
require different means and methods for their description.) An MTM is thus
limited by meaning as described by the Semantic Representation (SemR) of
Utterances and text as described by the Phonetic Representation (PhonR). 
4. Due to the fact (a) that the Meaning-Text correspondence is of a many-to- 
rnany nature (synonymy and homonymy) and (b) that it easily lends itself to 
being described in terms of independent mechanisms, two INTERMEDIATE 
LEVELS of representation are introduced (consistent with tradition): syntax and 
morphology. Each of our levels, except the semantic one, is split into a DEEP
(sub)level, geared to meaning, and a SURFACE (sub)level, oriented towards

in this paper was sponsored bv the Social Sciences Humanities Re­
search Council of Canada, under grant No. 410-80-0345-R2; my trip to Japan and my partici-

The work reported on

pation in this Congress was made possible through another grant of the SSHRC of Canada: 
No. 4G1-820I88.
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I
I

sound. 5. On each level, an utterance appears as a formal REPRESENTATION,
of formal objects called STRUCTURES; written'in a formali^rhich set

cnaee devised specifically for each level, a structure reflects a particular aspect 
° utterance represented at a given level. A total of seven representationsof the

is adopted:

Semantic Representation (SemR)
Deep-Syntactic Representation (DSyntR) it

Surface-Syntactic Representation (SSyntR)^

(3) Deep-Morphological Representation (DMorphR),

Semantic Component

Deep-Syntactic Component

dt,Surface-Morphological Representation (SMorphR;

Surface-Syntactic Component

Deep-Morphological Component

Deep-Phonetic (Phonological) Representation (DPhonR,
Surface-Morphological Component

Surface-Phonetic (Phonetic Proper) Representation (SPhonR;
Deep-Phonetic Component

6. The correspondences between adjacent levels are specified by COMPONENTS 
of an MTM (listed in the right-hand part of (3) as labels on the double bi­
directional arrows standing for ‘correspondence’). Each component is a system 
of UNORDERED CORRESPONDENCE rules that STATICALLY state the 
relationship between the units of the two adjacent lev<t* vand guarantee the 
observance of their compositional properties. (The dynamics of rule applica­
tion, i.e. the process which actually leads from a representation of level n to a 
representation of level n -j- I, is intentionally excluded from MTMs as being 
non-linguistic.) 7. The FORMALISMS used are: in SemRs, labeled networks
without circuits; in SyntRs, unordered dependency trees with labeled arcs; in 
MorphRs and PhonRs, strings. (The more familiar P(hrase) S(tructure) 
fonnalism is banned from the MTM because it does not explicitly show sub­
ordination relations and because it imposes a linear order, which is irrelevant 
at the semantic and syntactic levels.) Examples of three MTM representations 
(highly simplified) for sentence (4) are given below: (5)—(7). 8. An MTM is 
»either GENERATIVE nor TRANSFORMATIONAL. Nothing is generated 
since meanings and texts are considered as given. (The set of all possible mean­
ings expressed within 
the set of all a given dictionary can be specified by almost trivial rules;
f . ■ possible texts is specified by an MTM itself.) Nothing is trans- 
j , » either, since rules applied to a representation of level n do not change
serve*^ construct for it a representation of level n -I- I. An R of level n 

es as a blueprint for an R of level n -1- I and is not itself converted into it:

it but si
serves as
Rs of two different levels are quite different in nature. 9. An MTM is, in
principle, bidirectional.
»»portant: when but the meaning-to-text direction is judged to be more
his linguistic
recourse compentence but when understanding a given text he usually has

iogic. encyclopedic knowledge, understanding of previous 
le outside 11 nm,,cf'c i' I '1,,p r

texts, etc..
spealf ------- ****5uouca, rcnccis me uaaiu «ymuicuy oeeween tne
tore th listener, of whom the first is logically more important.) There-

grammatical concentrates on the expression only, i.e. on the production of
texts for given meanings.

expressing a given meaning, a speaker uses (almost) exclusively

outside linguistics. (This reflects the basic asymmetry between the
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(4) McEachen put the blame for the 1982 budget on his predecessor.

i__'beli,

,0
(5) SernR of (4): o' 'say*

•itEachenjO‘J-
'responsible*

''*'othis
speech act'

Ii

(6) DSyntR of (4): 1 past

’•say’

O 'j

'^fore' ‘t)G L. *ve2OI one*
’year’

jK ATTR 0*^ o*-------
STTlAn-TEN THE

BLATE sg

1982«
ATTT?

BUDCET

(7) SSyntR of (41:

predicative"

PREDECESSOR

ATTR
THE

sg
MZEAQEN

X

sg

!<EACnEN

PVT L£t
dir-ol^iec

BLAT-E

)s-objective

. prepos i tionalf deterra^ative Iprop-nbj^ “

' I PREDECESSOR
' prepositional

CCnpOSitiVG-

I 
o.BUDGCT 
\ sg

deternun

HIS o

daterminative

sg

a

1 2
o

2

A

4

e

I «

'iS82-

I

a

e

3 982 ■HE

[No explanations can be supplied for lack of space. The reader is kindly asked to consult 
the references. The only important warning; the communicative structures having to do 
with topic-comment division, etc., are not shown.]

(II) 1. The most important part of any MTM is the SEMANTIC COM­
PONENT, which includes a dictionary specifying the correspondence between 
fragments of the SemR and the lexemes of the language. (It is the lexemes that, 
once chosen, impose a particular syntactic pattern on the sentence and fully 
determine all its morphological features.) A typical semantico-lexical rule (of 
English):

(E) •saV'

X o' and* r */
BLAME 1 

o 
/^1X3

BIAM2 1

'o
2

. o-^ 
‘bad*

[ X bl¿iIT1es Y for 2 r .X .blames Z

i
o a

1

Y
X

2

2
y X z Y

QH Y ]

[X blames 1’ /or 7. ‘X says that Y is responsible for Z, which X says he believes is i^ad’]

Such a rule is a dictionary entry for one sense of BLAME (distinguished by 
the index “1”). 2. A new type of dictionary is proposed; the Explanatory Com­
binatorial Dictionary (ECD; Zolkovskij-Mel’cuk 1967; Mel’cuk 1978; Melcuk 

al. 1981). It must contain all the linguistic information about individual 
lexemes and thus form a basis for a grammar, not an appendix to it. In contrast
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del -accepted view that a linguistic description is first and foremost a
Loro tbiat fbA rpntrnl mmnnnpnt nf iinv linaiii^tirto the ’ 

GRAMMAR- It ts claimed here that the central component of any linguistic
. sj^ould be a DICTIONARY. (Of course a grammar is also needed: 

description generalizations and introduce convenient abbreviations.) 3.
to ECD contains three main zones: (a) A semantic zone that pro-
vides^a'^SemR or a definition for the lexical item in question (no homonymy, 

nonvmy, no logical circles are allowed in the definitions); as an example, 
cf (8) (b) A syntactic zone, where the government pattern specifies the cor­
respondence between the semantic and syntactic actants of the lexical item, as 
well as the surface manifestations of these actants (morphological markings.
prepositions, etc.), (c) A lexical zone, where lexical functions (Mel’cuk 1982) 
describe in a systematic way all restricted lexical collocations, such as vivid: 
contrast X greatly : vary xstaunch: believer ^notorious :bore ~snow-: whiteasthe 
hell out of: beat— ... or make: effort:=sdo: favor s^have: doubts:=sbe in: 
loves=:offer: apologies:=^take: trip. .. 4. A fragment of an ECD of Modern 
Russian is being published by Wiener Slawistischer Almanach (Vienna, 
Austria; 1984). An ECD of Modern Erench is being developed at the Univ, of 
Montreal (Mel’cuk et al. 1981); the beginning of a sample ,^try (about 1/3 of 
the entry) is reproduced below as an illustration.

ADMIRATION, noun. fem.
1. no plural. Admiration de X devant ¥ pour son Z = Emotional attitude of X, positive with 
respect to Y, which is caused by the following fact; X believes that actions, state, or properties 
Z of Y are completely extraordinary; this attitude is one which a normal human being has in 
such situations.

Government

1=X 2=Y 3=Z

1. de
2- ApoM
3. A

1. de
2. pour
3. devani

1. pour Aposs N
I

4. envers I
I

1) c,.,
2) Cg without Cj'

: N denotes a person

^2.2-|-C«
: impossible

■S.l

ies) tableau Pp^hc, son admiration, l’admiration nationale; son admiration des {pour ! devant 
Impossible ■ ^’“t^tniration de Pierre devant {envers} Jacques pour son courage

ration d envers ces tableaux (1) [—l’admiration pour ces tableaux]; *l’admi-ration de p;^r ...
eouraeeT- courage {2} [=l’admiration de Pierre
*adm- ’■ ‘^‘^"'•ration de Pierre deadmirai,■(,„
rourogej pour

envers Jacques pour scm
son père [=l’admiration de Pierre pour son père];

son père pour son courage (4) [—l'admiration envers son père pour son
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Lexical functions
•Syiin 
Antin 
Gener
^^0

s, 
S^

Al

.\blei

.Able;

.Advi.Able;
Pred.Able;
Magn‘o'

PredMagn
AnliVerMagn
Magni«»»"'
IncepPredPlus refl

CausPredPlus’®^!
IncepPredMinus^t* 
CaiisPredMiniis^f*

: enthousiasme 1, ravissement, émerveillement 
aversion
sentiment [d’~] |Ci=J

: admirer
: admirateur; admiratrice

source, objet [de 0 / ART~] // admiration 2
[71 devint l’admiration de la superbe Ninivej

: plein, rempli [de 0 / ART~], dans [ART~], en [~] // admiratif 1 
[Elle est admirative pour tout ce qu’il dit]

: sujet, enclin, porté [à ART~]
digne [de 0 f ART~] //admirable

: //admirablement [Une rivière ««.v eaux admirablement claires] 
mériter [ART j de .ART~]

: grande, vive, profonde<immense<sans bornes
: ne plus connaître de bornes
: excessive, démesurée, exagérée
: commune<générale, universelle
: grandir, s’accroître, augmenter, se dételopper 

augmenter, accroître [ART~]
: diminuer, faiblir
: diminuer, affaiblir [ART~]

References
All the relevant references can be found in: Mel’cuk, I. A. 1982. “Lexical functions in lexico­
graphic description”. Proceedings of the IXth Annual Meeting of the Berkeley Linguistic So­
ciety, Berkeley: UCB, 427-444.
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On a Possible Extension of the Scope Theory

Shin Oshima 
Tokyo

I.
Referential Transparency in Opaque Contexts

contextsThe ‘‘specific-nonspecific” ambiguity of an indefinite NP in opaque 
can be explained by the scope theory of quantification, as shown by Fodor 
(1970). Consider the example (1):

(1 ) Ed hopes that Mary believes that a friend of mine is a busdriver.
The three readings of the example (1) can be represented by logical forms 
(2a, b, c):

(2) a. Ed hopes that Mary believes that (l.v, x a friend of mine) (.v is a
busdriver)

b. Ed hopes that (3x, x a friend of mine) (Mary believes that .\ is a
busdriver).

c. (.3x, X a friend of mine) (Ed hopes that Mary believes that x is a 
busdriver)

is following reading; ‘‘Ed hopes Mary believes that there
riend of mine who is a busdriver”; namely, no one has any particular 

(2b) represents the reading; ‘‘Ed hopes there is some friend offriend in
mine such that Mary believes that he is a busdriver”; namely, only Mary has
particular friend in. ----- mind. And (2c) represents the reading: ‘‘there is a friend

hopes that Mary believes that he is a busdriver”; namely.both Ed and Mary have
a particular friend in mind. The sentence (1) does

e the fourth interpretation that there is a friend of mine of whom Ed
hopes that Mary believes
where Ed alone has 
if a noun phrase i 
then it must also be i.
with : 

A

that some friend or other of mine is a busdriver,
a particular friend in mind. Fodor (1970: 33) notes that 

IS interpreted as transparent with respect to a given clause, 
interpreted as transparent, on that reading of the sentence,respect to all lower clauses. . optionally preposes a

sentence-grammar rule like May’s (1977) ^2^, b, c) from (I)
quantifier expression to clause-initial position, deiivi g basis.

excluding the impossible fourth reading onand thus

2. Extension of

somewhat similar 
sider the example (3):

Scope Theory to Transparent Contexts

ambiguity is observable in transparent contexts. Con-

( S ) Someone is lying.

A
a

a
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On one reading, the speaker has a certain person in mind, and on the other 
reading, he has no particular person in mind.

However, what is involved in (3) is not the ambiguity in semantic reading 
per se but the ambiguity in use. That is, it is not the case that the sentence
(3) has two distinct readings representable by two distinct logical forms as-
sociated with distinct truth conditions. There is no situation which could 
distinguish two readings by making one true and the other false, with respect 
to (3). On the other hand, (1) does have such three readings.

To accommodate this type of ambiguity in transparent contexts, we propose 
to graft a pragmatic analysis onto sentence grammar. Our pragmatic account 
consists of two rules: Force Indication or FI (obi.) and Quantifier Preposing
or QP (opt.). FI prefixes to a logical form like (2a, b, c) some appropriate force-
indicator, which specifies the kind of illocutionary force carried by the sentence 
in actual use. This rule is needed independently to specify the use of a sentence 
in the context. Some of the illocutionary forces are listed in (4) below.

(4) a. "r-” for assertion, i.e., “I hereby assert”
b. “?” for question, i.e., I wonder”
c. “!” for command, i.e., “I hereby order” (Dummett, 1973)

QP, the pragmatic version of our QR-like rule, optionally preposes a
quantifier over a force-indicator (and the intervening elements, if any). This
mechanism is near minimum.

Consider the example (5).

( 5 ) John believes that sotneone is lying.

The QR-like rule applies to (5), preposing the quantifier to the initial position 
of the embedded sentence and of the matrix sentence, and deriving (6a) and 
(6b), respectively.

( 6 ) a. John believes that (3x, x a person) (x is lying) 
b. (3x, X a person) (John believes that x is lying)

Then pragmatic grammar takes over. FI applies to (6a, b) and derives logico- 
pragmatic forms (7a, b), respectively.

(7 ) a. ¡-(John believes that (3x, x a person) (x is lying))
b. i-((3x, X a person) (John believes that x is lying))

Next QP may apply to (7a, b), deriving the identical form (8).
(8 ) (3x, X a person) )- (John believes that x is lying)
(7a), (7b) and (8) are all the forms that can be derived for (5) under our 

analysis. And they indeed represent all the possible interpretations of (5) in
relevant respects. (7a) indicates that neither speaker nor John has any specific
person in mind, (7b) that John does but not the speaker, and (8) that both 
speaker and John do. The sentence (5) has two readings, namely the opaque
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reading repn
uses: the opaque

■esented by (7a) and the transparent reading. The latter has two 
use represented by (7b) and the transparent use represented

by (8)- 
Our

between
calor indicates

semantico-pragmatic analysis allows for drawing a natural distinction 
differences of meaning and differences of use. Note that a force-indi- 

the illocutionary force of a particular use of a sentence. Thus
a force-indicator relates to differences of use, whilethe opacity with respect to

the opacity with respect to a higher (non-performative) clause relates to semantic 
ambi^ity. Only the latter opacity affects truth value.

This extended scope analysis generalizes to cover universal quantifier expres-

sions and definite descriptions. Take definite descriptions for example.

(9) Mary thinks John wants to talk to the boy who failed the exam. 
(Fodor, 1970)

The italicized definite NP exhibits a three-way semantic ambiguity with respect 
to opacity as predicted by our analysis.

Suppose we posit “Rx” as the referentiality operator and generalize our 
QR-like rule to apply to Rx. This rule followed by FI yives (10a, b, c) from 
(9), and QP, generalized to apply to Rx, derives the identical form (11) from 
(10a, b, c).

(10) a. ;-(Mary thinks (John wants ((Rx, x the boy who failed the exam)

b.
(John talk to x))))
-(Mary thinks ((Rx, x the boy who failed the exam) (John wants 
(John talk to x))))

c. |-((Rx, X the boy w’ho failed the exam) (Mary thinks (Tohn wants 
fib ZP ’‘)))).
' ' \ bov who failed the PYam^L- ZXfarv thinlc« /Tnbn want«; Zinbnt Ik failed the exam)!.- (Mary thinks (John wants (John

ambiguities i
he sake of space, suffice it to say that this analysis accounts for similar

negative sei ***<e’^t-ogative and imperative sentences in principle. Further, 
ences are also amenable to our analysis, though they introduce some

complications.
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Some Peculiar Uses of the Particle no in Japanese

Saburo Ohye
Kyushu I'niversity

5

The examples in (1) exhibit the well-known alternation between the particles 
ga and no in Japanese.

( 1 ) a. Taroo ga/no kita koto
Taro come thing “that Taro came”

b. minato ga/no mieru oka
harbor is visible hill
“a hill from where the harbor can be seen”

This phenomenon is treated in Harada (1971) and Shibatani (1975). Shibatanis 
treatment is more successful in that it introduces a perceptual rule and an out­
put condition in place of the suspicious grammatical rules proposed by Harada. 
But Shibatani’s approach is different from mine in some essential respects, as 
I shall mention later.

What is peculiar is that there are examples such as (2), (3), and (4), which 
seem to point to the existence of o/no conversion in addition to the ga/no 
conversion mentioned above.

(2)

(3)

(4)

kippu o/no katte nai kata wa, syasyoo made o-mooside kudasai
ticket buy not person conductor to tell (honorific imperative)
“Those of you who have not yet bought tickets will kindly tell the 

conductor.”
kippu o/(?)no o-kaimotome de nai kata wa, syasyoo made o-mooside 

buy (honorific)
kudasai
((3) means about the same as (2).)
kippu o/(?)no 6-moti de nai kata wa, syasyoo made o-mooside kudasai 

have (honorific)
“Those of you who don’t have tickets will kindly tell the conductor.'

In rapid, colloquial speech, the stem i of the durative aspect indicator irn 
is often dropped. Thus (5b) derives from (5a).

( 5 ) a. kippu o/*no motte i nai kata
have DURATIVE not jrerson
“a person who does not have a ticket” 

b. kippu o/*no motte nai kata
The first half of (2) is apparently similar to (5b) and seems to be derived from 
(2'), just a.s (5b) is derived from (5a).

( 2' ) kippu o/*no katte i nai kata
unite different in that in (5a) and (5b) the particle
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to
no

be used must
beside

be the object-marking o, whereas (2), though not (2'), allows 
the object-marking o.

• due to the fact that the relative clause with no in (2), i.e., kippu no 
This IS come from the deletion of the i of the relative clause of (2')

but
katte nai, does

from (6) through ga/no conversion.
f a \ kippti katte nai

(6) is the negative counterpart of (7), in which am is the resultative 
aspect indicator.

( 7) kippu ga katte aru
RESULTATIVE/EXISTENTIAL

or existential

“A ticket has been bought.” (Literally, “There is a ticket bought.”)
Most transitive verbs of Japanese, that is, most Japanese verbs which take NP s 
marked with o as objects can be put in this existential construction, and motu 
‘have’ is one of the very few transitive verbs which cannot, because this verb 
itself implies “resultant existence.” Thus it is impossible to say (8).

( 8 ) a. *kippu ga motte aru
b. ’kippu ga motte nai

Thus (5b) with no is quite impossible.
Ga/no conversion is an optional rule, but corresponding NP-ga and NP-no 

in a dependent clause often produce a different effect, perceptually. This is 
accounted for by the perceptual rules (9) and (10).

( 9) a. X NP-ga Y X [NP-ga Y
S

b. V-Tn X V-Tn] X
S

(10) a. X NP-no Y X [NP-no Y
NP

b. NP-no

The rules in
Note:

X N(-Particle) Y NP-no X N(-Particle)] Y 
[head noun] [head noun] NP

X may be null.

ing they indicate also points to the perceptual “independence”
noun, if any, which it modifies. The rules in (10),

aries The b from Shibatani, are for indicating sentence bound-
of a clause from t’he h7ad 
on die other hand, 
noun and suggest the close linkage between the NP-no and the head 

consequently the lower degree of independence of the modifyingclauseboth “'"S NP-no from its head 
’headings of

English
noun. The rules in (10) take care of

I
1

conversion
(11)

a sentence like (11). The two readings are given through 
translations (a) and (b), the (a) reading having to do with 

an the (b) reading indicating normal possessive relation, 
watasi no yoku tukau zisyo

often use dictionary
I often use(®) The dictionary

(b) My diction;lary, which I often use
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Shibatani’s perceptual rule on NP-no-NP unlike the above rule (10b), which I 
contains the term X that may be null, covers the possessive relation only and I 
cannot explain the close-linkage problem I have mentioned. I also think his j 
Output Condition on NP-no-NP, whose details I cannot discuss here, could j 
safely be replaced by an informal statement of a “strategy for excluding percep- I 
tual ambiguity.” The acceptability status of (12) will be quite suggestive in j 
this connection.

(12) a. ?kore ga Taroo no hon o katta mise da
book, bought store bethis

“This is the store where Taro bought a book.” 
b. Taroo no hon o yonde iru no o mita koto ga nai 

read DURATIVE that saw thing not 
“I never saw Taro reading a book.”

Taroo no hon in (a) is usually bracketed as NP because of its semantic plausi­
bility and it is this anticipation of ambiguity that prevents the speaker of (a) 
from using no instead of ga. This sentence with the given reading might be 
said to be grammatical but unacceptable. In (b), on the other hand, the antici­
pation of the production of the whole sentence renders the bracketing of Taroo 
no hon as NP quite impossible. Hence the free use of the particle no there.
Even the unacceptable reading of (a) can be made acceptable by breaking the
unity of Taroo no hon prosodically or perceptually, that is, by placing a slight 
pause between Taroo no and hon and by destressing the former element and 
stressing the latter contrastively. This kind of thing cannot be handled by 
Shibatani’s output condition. We know from these observations that speech 
perception and speech production are at least partially interdependent phases 
of speech behavior.

The function of no to establish close linkage is responsible for the fact that 
no tends to be preferred to ga in examples like those in (13).

(13) see no/ga takai hitoa.

b.
height tall person
iro no/ga kuroi hito
color

“it person who is tall; a tall person”

dark person

c.

d.

"a person who is dark-complexioned; a dark-complexioned person” ' 
suzi no/(?)ga tootta giron
“an argument that is coherent; a coherent argument”
ma no/(?)ga nuketa kao
“a face that is silly-looking; a silly-looking face”

The relative clause in each of these examples, en bloc, conveys an inherent 
quality of the person or thing indicated by the head noun and therefore the 
close linkage between the two parts is almost needed. Hence the preference of
no over ga. This is particularly true of (c) and (d), in which the relative clauses 
might be said to form idioms that are incapable of word-by-word translation. 
Sequences like (lb), on 'the other hand, allow either particle in their relative 
clauses with equal acceptability, because in them the semantic connection be-
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the relative clauses and their head nouns is not so close as in the examples
tween
of (13)- 

Let us next consider the at least near acceptability of the use of no in (3)

in them

4, these sentences, ga in place of no is utterly impossible; thus the no 
f/-» nn/mn mnvprcinn Ac Rpvpr i?arrnll. and Mnrticrcannot be ascribed to ga/no conversion. As Bever, Carroll, and Hurtig

“we listen ahead as we talk to see if what we are going to say/,976, 161) say,
' esents what we mean.” The use of no in (3) and (4), as well as the usability 
of Taroo no in (12), is due to this feature of speech production. To make this 
clear, let us consider (14), which is a sort of bracketing of (3).

(14) [ [Itippu no o-kaimotome] de nai kata] wa, . . .
' ' NP, NPj

O-kaimoiome is an honorific nominalized form of the verb kaimolomeru ‘buy’ 
and this type of nominalized form requires before it either the subjective NP-ga 
or the objective NP-o, or NP-no, the NP-no being, as it were, a subjective or 
objective possessive. Consider (15).

(15) a. o-kyaku-sama ga/no o-tuki (da)
guest (honorific) arriving (honorific)
“the arrival of the guests” 

b. o-kyaku-sama o/no o-mukae (ni) 
meeting (honorific) 

“going to meet the guests”
O-tuki and o-miikae are derived, respectively, from the intransitive tukii ‘arrive’ 
and the transitive mukaeru ‘meet’. Further, as is well known, a stative predicate 
requires ga as the object-marking particle and this sort of ga is sensitive to ga/no 
conversion in dependent clauses. Thus we have common examples like (16).

(16) koohii ga/no
” (hosii hito

pike I 
pvantj

,, K (likes ) person “one who < >_ * (wants)
le o-kaimotomc de nai of (14) as a whole conveys a resultant state and, like

coffee coffee”

the predicates of
urged to use kipp

(16), accelerates the use of no. Thus the speaker of (14) is
„ no by his listening ahead to the NP, and NPj.Ihese two factorscan b ■ rectors are necessary for the use of ио in (14) or (3). The same 

e said of (4). In the examples of (5), on the other hand, ио is impossible
because they lack C.. f... 

nntains o-kaimotome de ‘
not ’ uc itui. a.:t in yuj, vcllliiui iiiivc nu wccai(17)^^^^'^^- sentence lacks the second condition.

the first condition. (17b), which continues (17a) and which
nai as in (3), cannot have ио because that predicate

a- kore wa kippu о kau tame no retu desu 
this ticket buy for line be 
This is the line of those who are buying tickets.” 
kippu o/*no o-kaimotome de nai kata wa kono naka ni haira naib.

de kudasai
HONORIFIC l.MPERATIVE

this inside to enter not
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“Those who are not intending to buy tickets will please keep away 
from this.”

(3) and (4) are analogical neologisms that are ungrammatical because their 
production is mismatched with the application of the grammatical rule ga/rto 
conversion. They are, however, quite utterable though not entirely acceptable.

The conclusions reached in this paper are as follows, (a) We can do without 
o/no conversion despite apparent o/no alternations, (b) Many of the phe­
nomena treated in this paper serve as data supporting the “interactionist view,” 
i.e., the view that there are ways of interaction between grammar and the sys­
tems of speech perception and production (extragrammatical systems) which 
determine the acceptability status of given sentences.
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Syntax and Semantics; on the Search of 
Constants in Verbal Polysemy

Dominique Willems 
t'iii\eiiil\ (>5 Client

0 1 The following reflexions on verbal polysemy are part of a larger study 
on the relations between syntax and lexicon in the domain of the French verb.
A systematic description of the syntactic properties of a great number of verbs 
reveals, for a given language, the existence of a lexical structure of homogeneous
classes, sharing common syntactic and semantic characteristics. We list, not J)f 

f z» V » c //9*1 z'za -ty ctj c c iexhaustivelv. for French: the verbs of existence, possession, donation, trans-
formation, association, judgment, movement etc. The very existence of these 
syntactico-lexical classes illustrates how the distributing of syntactic properties 
on the lexicon is not arbitrary and the fact that rougiily the same classes can 
be discovered across languages, although the boundaries between them and the 
syntactic properties may differ, may even point towards some universal char­
acterization of language.

Besides the discovery, definition and delimitation of these verb classes, this
systematic approach also highlights the important role played by the antonymic, 
the inverse and more particularly the factitive relation in the structure of the
^elbal lexicon. These relations operate between verb classes or within one single
class and permit the link between related classes to be made explicit, 

Gi\en the principle of lexical economy however, the same lexemes appear0.2.
• X  X —VA. K-VZ * A VZ X • * J XX W »»V„»^Xj XXXV> OXXXXX^ X^/X^XXXV*W X» £.* £-* —
in diffeient syntactico-semantic classes and the systematic relation between syntax
and semantics
also

can be observed not only at the level of the whole lexicon, but 
uithin the limits of a single lexeme, each meaning of a polysemic verba single lexeme, each meaning ofJ . olllglv IvA-vIIIC, vtlCXI <

'aiding degrees—conditioned by syntactic factor;
a

in fact, little
s.

lelation
attention has been paid until now to the way in which this

iniK- r ^pct'Ttes within the limits of the single lexeme, how the different mean- 
“igs of a polysemic verb are 
and how these

We haVI
polysemic
"hich lexical

most fr,
there

‘he disco

organized and structured in relation to their syntax 
polysemic verbs relate to the general structure of the lexicon, 

e concerned ourselves mainly with the following questions: (1) Do 
'eibs share common syntactic and semantic characteristics? (2) In 
— classes are polysemic verbs most represented? (3) What transitions 
cquent? (4) What are the modalities of transition? More generally: 

constants to be detected in verbal polysemy and to what extent does'***- Uiscoverv nf « ^vxxjrcK,x. J v^xx^ vivva

guishinp- E»; semantic regularities give a solution to the problem of distin- 
S oetween monosemv ...... —i i________

Given the ’■' 
°* ‘he results of

monosemy, polysemy and homonymy.

our study.
\eiy strict time limits, we will only be able to summarize some
rxf _ 1
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1.1. The first point we want to emphasize is the narrow relation between 
polysemy and derivation. As has already been observed by other linguists (f.i. 
Apresjan, Mel’cuk), semantic relationships between the meanings of some poly­
semic words can be similar to the semantic relationships between words within 
a certain type of word formation. This is particularly true, as far as verbs are 
concerned, for those meaning transitions resulting from the introduction of an 
inverse or a factitive relation. The concurrence between a morphological or 
polysemic solution for expressing those relations can be observed within a given
language (dormir ,/v/endorz77¿r(+,act) but guer!r(_t,et)'v/g7iib-ir(,f,et)). blit the
fact is even more obvious in a comparative approach, some languages having 
systematic recourse to derivation, while others prefer polvsemic solutiona
(f.i. the inverse relation in Dutch as opposed to French). Semantic derivation 
cannot be separated from morphological derivation.

1.2. The relation between polysemy and derivation is also evident in another 
way: polysemic verbs are often morphologically derived verbs, the polysemy 
resulting either from the concurrence between morphemic and syntactic mean­
ing (embarquer des marchandises [embarquer = mettre dans une barque] /v/ 
embarquer des marchandises dans un wagon [embarquer = mettre]), or from 
an ambiguity already present in the adjectival or substantival base (désargenter: 
argent [métal] /v/ argent [monnaie]).

The large number of derived polysemic verbs is in apparent contradiction 
with the general statement that polysemy goes together with high frequency 
(Guiraud). In fact, as far as verbs are concerned, polysemy appears mainly 
in the high and low frequency verbs, the intermediate values having a tendency 
to monosemy.

2. With the relationship between polysemy and lexical verb classi/icaiion, we 
undoubtedly enter upon the most interesting problem in the domain of verbal 
polysemy. Given the organisation of the verbal lexicon in semantic classes with 
precise syntactic properties, in which lexical classes are polysemic verbs best 
represented? What transitions are most frequent? Are there regularities to be 
observed, within one language and between languages?

The first thing to be noted is the existence of syntactic structures2.1. The first thing to be noted is the existence of syntactic structures which 
are both semantically compelling and lexically productive. This is the case. lO 
French, for the syntactic properties characteristic for the verb donner on the
one hand, dire on the other. A considerable number of verbs, from whatever

may figure in thisclass they originate, (movement, activity, association etc.) 
particular construction, adopting at the same time the semantic meaning of the
construction. We could almost state that any verb, whatever its basic meaning- 
can become in French (and in other languages) a “declarative” verb or a “dona"] 
tion verb, given that it adopts the syntactic properties characteristic for those 
verb classes; J
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"donner donner (avancer, glisser, rendre, abandonner, mesurer . . .) de 
l'argent à quelqu’un cf. also: allonger une gifle à quelqu’un, coller 
une retenue à quelqu’un, accorder une faveur à quelqu’un etc.

"dire”: dire (glisser, souffler, rapporter, exposer. . .) à quelqu’un qu’il a raison 
therefore be found in these two lexical classes.polysémie verbs can

__Many 1
Certain transitions are however more regular than others (f.i. movement—

donation). ,
It should be noticed that the use ot a subjunctive in the declarative verb 

construction involves the addition of a seme of “command”. This syntactic 
systematic polysemic relationship for allproperty consequently establishes a

declarative verbs. A real chain of transitions can thus be described.
The comment clause construction constitutes another example of a highly 

productive syntactic structure with precise semantic meaning (dire (aire, 
éclater, exploser, iniiter etc.). This seems to be a constant in many languages, 
with varying degrees of productivity (it seems f.i. less productive in Spanish than 
in French).

This highly productive transitions are not very ™gnificant lexically, the 
syntax being so compelling that the lexicon docs not really matter. In order 
to guarantee the economy of the lexical description, we propose to treat those 
cases of purely syntactic polysemy in the grammar rather than in the lexicon: 
they could be described as “effects of syntax” rather than as real polysemy.

2.2.
cross

Other transitions are less productive, but lexically more significant and 
¡-linguistically more interesting. Such transitions present a certain regularity, 

without having the very general character of the first category. The following 
transitions are particularly frequent in French, but also cross-linguistically: 
possession and existence, opinion and volition, possession and necessity, percep­
tion and speech, reflexion and intention. It should be noted that there is no 
natural relationship between the two syntactic structures involved, as is the 

case with polysemy due to the introduction of an inverse or factitive relation.
■ seems essential for semantic description to provide an exhaustive inventory

of these regularities in
of the world.
4he lexicon.
between

verbal polysemy. They seem to make explicit a vision 
some fundamental relationships which are established throughout 
They should be submitted to a more exhaustive comparison_ a >./V« L VV..KX VM <x iixwiv 1 iK u* j c i » s.. v. x i *

Slants b —*1 preliminary study points towards the existence of con-
. etween lantmap-cs H C <1 I -1 c /”^»'^^1- 171 tT V» T c !■> •»»■>/1

anight be
Sorriile

languages as different as Greek, French, Dutch, Finnish—and 
explained by psycholinguistic or sociolinguistic approaches.

the abstr trends can be detected: the movement from the concrete to
Polysemy*'*'cf specific to the general (as has been stated also for nominal

2.3.
W’hich

Then •ue lastly, other transitions, which occur for only one lexeme and
Sucli (f-i- Fr. différer: "to be different” and “to put

‘ transitions lead us to the problem of the distinction between
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homonymy and polysemy.

3. Apart from the establishment of a typology of polysemic regularities, our 
research has also concerned itself with the study of the modalities of transition. 
If, in some cases there seems to be a pure superposition of meaning—the new 
meaning of the verbal construction is impressed upon the basic lexical meaning 
(f.i. glisser, abandonner in a “donation” construction)—in other cases, polysemy 
is carried by the identity of either one or a small number of common semes. 
In yet other cases, transition occurs without relevant common semes. The rela­
tive autonomy of lexical meanings seems to be related to the global frequence
of the verb: cases of superposition of meaning are mostly observed with 
specialised, often derived verbs, whereas meaning autonomy seems a character­
istic of high frequency verbs.

It is mainly on this criterion of the presence or absence and the number of 
common semes that the distinction between polysemy and monosemy on the 
one hand, polysemy and homonymy on the other hand, has been based. This 
criterion, which relevance depends mostly on the definition of the notion 
“common seme” and which ultimately presupposes a hierarchical analysis of 
semes, leads more to a continuum of differences than to a discrete opposition. 
Other criteria should be added. In particular, the regularity of the transition 
should be taken into account: this criterion, based on the relationship between 
the general structure of the vocabulary and the structure of the meanings of 
one word, has the advantage of linking these two levels of analysis. In this 
perspective, polysemic transitions would represent an intermediate value, while 
monoseniic transitions would be characterized by considerable productivity, and 
homonymic transitions by their irregular occurrence.

A third criterion, based on a logical characterization of the transitions— 
as proposed by R. Martin for French substantival polysemy—should also be 
considered. In cases of homonymy, the semantic differences would not be 
logically predictable, while polysemic meanings would proceed “naturally” one 
from the other, with the help of certain general rules.

A study which would take into account the regularity of the transitions, 
their semic modalities as well as their logical characteristics, might lead to a 
scalar classification of meaning transitions, avoiding on the one hand a fruit­
less and counterintuitive atomization of meaning by multiplying homonymic 
analysis (as is done in many syntactic studies), and on the other hand an un­
economical multiplication of polysemic solutions (as is apparent in many 
dictionaries). The limits will however remain fuzzy and arbitrary as the unicity 
or plurality of meaning is not a language “fact” but must be established by and 
through semantic theory.
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The Interaction of Lffce-expressions and Negation

In-Seok Yang
Hankiik Vniversity of Foreign Studies, Seoul

This paper will show that Z/Ac-expressions and negation interact in extremely 
interesting ways, for almost all languages. The data are concerned with sen­
tences where the main clause contains a negative element and the comparison 
clause contains a comparison element such as like, unlike, as, or the like. For 
example,

( 1 ) It is not windy in Seoul, as in Chicago.
( 2 ) a. It is not windy in Seoul, 

b. It is not windy in Seoul.
It is not windy in Chicago. 
It is windy in Chicago.

TZAe-constructions such as (1) possess potential ambiguity between the reading ' 
(2a) and the reading (2b). I refer to the former reading as the ‘like-reading’ 
and the latter as the ‘unlike-reading’. The like-reading means that both clauses 
are negated, and the parallel semantic content is shared. The unlike-reading 
means that the main clause alone is negated, and the parallel semantic content 
is not shared. I refer to this and related matters as the ‘like-unlike-phenomena’; 
accordingly, the ambiguity as the ‘like-unlike-ambiguity’. I

The like-unlike-ambiguity is sensitive to the word order between the negative j 
element of the main clause and the ZiAe-expression of the comparison clause. I 
In languages like English, for example, the not-like order (cf. 1) entails the I 
ambiguity, whereas the like-not order (cf. 3) does not; it has the like-reading 
alone.

( 3 ) 24s in Chicago, it is not windy in Seoul. I
Interestingly enough, the disambiguation device is not limited only to the 

word order. The construction under consideration is subject to various kinds 
of disambiguation devices such as word order, pause, intonation, syntactic 
distance, and the like. For example, if we put some pause between the two , 
clauses of sentence (1), then the like-reading alone is available. With the normal 
intonation in sentence (1), it is potentially ambiguous; however, if we have the I 
intonation break at the end of the first clause, the like-reading alone is available. 
The syntactic distance between the negative element of the main clause and 
the /¿Ae-expression of the comparison clause has the same effect. Suppose 

L

we
have a relative clause or some other syntactic materials between the two clauses. 
In this case, only the like-reading is available.

The disambiguation devices referred to in the above seem to have some­
thing in common. That is, this category of disambiguation devices can be 
characterized by the concept of psychological adjacency relation between the 
negative element and the comparison element. If the comparison element is
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adjacent
to the negative element, the ambiguity results; otherwise, only the like-

reading results.
the above category, we have another category of disambigua­In addition to

such as the hearer’s (or writer’s) background knowledge, contextualtion devices semantic factors, and the like. In sentence (1) for example, for 
iniOin _____ p , fo/-.*- tkot ic Tvinrlv tbat «^‘iitPnrAaware of the fact that Chicago is windy, that sentence is notthose who areambiguous: it has only the unlike-reading. In contrast, for those who are not

-e of this fact, the sentence is potentially ambiguous: Chicago may or may 
be windy. The same effect may result if the contextual information isaware

not — ,sufficient. Consider the following example:
(4) a, It is notorious that Chicago is windy.

b. But it is not windy in Seoul, as in Chicago.
Sentence (4a) provides a contextual information for the potentially ambiguous 
sentence (4b). Sentence (4b) is disambiguated, due to the contextual informa­
tion (4a).

In connection with the disambiguation, semantic factors play a 
cant role. For example.

(5) a. Seoul is not windy, unlike Chicago.
b. Unlike Chicago, Seoul is not windy.

very signift-

Regardless of the word order, pause, intonation, and syntactic distance, sen­
tences in (5) are not ambiguous: the unlike-reading alone is arailable. Ihis 
i.s due to the semantic factor of the comparison element, ¡inZiAc.

What is more interesting is the disambiguation evice w i „¡jon
with the semantic nature of verbs, adjectives, and adver s o r exoress
clause. There is a class of words (i.e., verbs, adjectives, a yer s) w „moosi-
the speaker’s (or writer’s) strong affirmation on a proposition, so ra 
tions with such words may not be negatively reversable b\ t re orce
negative element in the main clause. For example, 

(6) a

b.
c.

. Grammatical relations can not be satisfactorily defined in the 
framework of structural approach, as attested in X’s dissertation.

Note that the
-, as is evident in X’s dissertation.
-, as convincingly argued in X’s dissertation.

(Q , comparison clause in (6a) contains the verb attest, which belongs 
ter s of strong affirmation (e.g., testify, prove, certify, confirm, convince.

evidence.alon₽ ^^eertain, etc.), and that (6a) is not ambiguous; it has the like-reading 
Ine same tbino- /'ov* Rz* r__ _________ m.-.

evident i;
adverb

clearly,

Tliese

same thing can be said for sentences like (6b) where the adjective 
a word of strong affirmation, and for sentences like (6c) where the 

vnvincingly behaves in the same way. Such adverbs include: convincing- 
have'^'b^”^^^' correciZy, successfully, obviously, etc.

that certain words disambiguate the like-unlike-ambiguity.
Ике »PeakerЧ (.
t^onceptualizat'^ constraint (among others) to this generalization. The
SOiiv-r.«« t)f Stronp’-affirmn bnc twn diffprAnt

or writer’s) strong affirmation. Now I would

sources. One — strong-affirmation words has two different generative 
source is the ’case where the speaker directly conceptualizes such
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i

words in his mind (=the speaker-source). The other source is the case where 
the conceptualization is secondarily formed through somebody else’s initial 
conceptualization ( = the secondary source). In the case of indirectly obtained 
conceptualization, the comparison clause in the negative context is still ambigu­
ous. For example, suppose that the comparison clause in (6a) has such a form 
as: “as attested by John.” In this case, the verb attest is used not initially by 
the speaker (or writer) but secondarily by adopting (or more precisely, by 
quoting) the original utterer’s conceptualization of the verb, that is, John’s 
initial conceptualization. For the original speaker, the verb attest expresses the 
strong affirmation; but for the quoter, the verb attest may or may not be adopted 
as the strong affirmation. One man’s strong affirmation may or may not be 
another’s strong affirmation.

The second category of disambiguation devices (i.e., hearer’s background 
knowledge, contextual information, semantic factors, etc.) can be characterized 
by the fact that the semantic content of the comparison clause is determined 
unambiguously one way or another, so that the interpretation of the comparison 
clause becomes immune to the effect of the negative force of the main clause.

It should be noted that individual languages may have their own specific 
disambiguation devices (cf. Yang 1980). The Korean delimiter nin (which is 
usually called the topic marker) and the corresponding Japanese wa are cases 
in point. When these elements are attached to the comparison element, the 
unlike-reading alone is available. In English, the ‘not-so-as’ construction entails 
the unlike-reading alone. And also some typological patterns emerge with 
respect to the like-unlike-phenomena. For just one example, Korean and Japa­
nese are different from English and the related languages, in that the ‘like-not’ 
order, but not the ‘not-like’ order, is subject to the potential ambiguity in the 
former languages, whereas the ‘not-like’ order, but not the ‘like-not’ order, is 
subject to the potential ambiguity in the latter languages (cf. Yang 1980).

With respect to the explanation of the like-unlike-phenomena, we may evoke 
the scope ambiguity mechanism. According to the (relative) scope theory, the 
negative element of the main clause may or may not extend its scope to the 
comparison clause; thus, the like-unlike-ambiguity results. However, the tradi­
tional scope theory, which is a structural approach (thus, the structural scope 
theory), cannot explain the disambiguation devices. Consider the first cate­
gory of disambiguation devices (word order, pause, intonation, syntactic dis­
tance). This category rejects the influence of the negative scope of the main 
clause. Such scope-immune phenomena cannot be explained within the frame­
work of the structural scope theory, without positing ad hoc exceptions. The 
same can be said of the second category of disambiguation devices, which are 
also always outside the negative scope. If we introduce the notion of the 
functional scope theory, the ad hoc exception treatment under the structural 
scope theory can be naturally explained. Furthermore, the two categories of 
disambiguation devices can be unified under the functional scope theory.

What is also interesting is the fact that the like-unlike-phenomena are near-
b
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Tn this regard, Chinese and Vietnamese seem to be exceptional, universal, rn 6^ Tiian-pc allr»i*r 1 iVA_nr» 11..
as

structures;
tion.

I have examined. The two languages do not allow like-unlike-ambiguous 
• they structurally disambiguate the potentially ambiguous construc- 

It will be interesting to know how many other languages behave like

Chinese and Vietnamese.

Reference
In.Seok Yang. 1980. "Like Ol Unlike?: .A Case of Ambiguity.” Unpublished Ms.



Semantic Restrictions on Certain Complementizers

R. Zuber
CNRS, Paris

Any researcher interested in the relation between linguistic form and its 
semantic content will find quite natural the question of whether or not the 
absence of some particular linguistic form can be explained on semantic grounds. 
In this note I will show that the impossibility of a w/i-complementizer after 
neg-transportation verbs has semantic justification.

Formally, one defines neg-transportation verbs as verbs taking two argu­
ments, a nominal one and a sentential one, such that negation of the verb itself 
can be “transported” to the sentential argument without important semantic 
change. More precisely a neg-transportation verb forms, with its subject NP, 
a sentential operator O such that “not-O(P)” implies “O(not-P)” (where ‘P’ is 
the sentential argument of the neg-transportation verb).

Thus, in the following examples, (1) implies (2) and (3) implies (4):

(1)
(2)
(3)
(4)

Bill does not believe that Sue will call
Bill believes that Sue will not call 
It does not seem that it will rain 
It seems that it will not rain

There exists a well-known objection to the claim that (1) implies (2). According 
to this objection (1) cannot imply (2) since there can be situations, when Bill 
does not exist or when Bill does not know Sue, in which (1) is true and (2) is 
false. This objection raises the problem of specifying the kind of the negation 
used in (1) and (3). Without entering into details I can affirm that this objec­
tion can be avoided if we consider that the negation in question is opacity 
preserving. ,Veg-transportation verbs are propositional attitude verbs (or are 
reducible to them) and as such they are (strongly) opaque or 

i

intensional. It
means that the replacement of an argument-expression under the scope of the 
neg-transportation verb by another argument-expression which is extensionnally 
equivalent to the replaced one, can provoke the change of the truth value of 
the whole complex construction. Thus, in the following examples, (5) and (6) 
can have different truth values even if Sue and John's sister refer to the same 
person;

( 5 ) Bill thinks that Sue will call
( 6 ) Bill thinks that John’s sister will call

In fact verbs of propositional attitude are very strongly opaque; their opacity 
can be detected, as opposed to that of classical modal operators, by contingent



435
R. Zuber

precisely “O” is strongly opaque iff, for every contingent
* •- .*___ ____ iX ♦ <• fhovA AW«*»

sen-nres IVlOrC • * * •
sentence situation i, if O(P) is true at s, then there exists a con-

More
tence
tingent sentence P' with the same truth value as P at s and such that O(P') is

t s Neg-transportation verbs cannot take wh-complementizers: the follow- 
false at impossible: +io think whether, +to hope who, +to believe why, 

be afraid what, etc. If these forms were possible they would have semantic 
ties similar to those with which such complementizers are possible. To 

^btain these properties we will consider the constructions with to know whether 
and semantic relations into which they enter. It can be noticed first of all that 
(7) and (8) both imply (9):

ing 
*io

(7)
(8)

Bill knows that Sue will call
Bill knows that Sue will not call

(9 j Bill knows whether Sue will call or not

More precisely we have the following property:

Prop. 1: “O that P” implies “O whether P or not” 
"O that not-P” implies “O whether P or not”

The second property of w/j-constructions we need says that the opacity pre­
serving negation of iAai-construction implies the negation of the corresponding 
wA-construction; the opacity preserving negation of (7) and of (8) implies the 
opacity preserving negation of (9). For instance (10) implies (11):

(10) Bill does not know that Sue will call
(11) Bill does not know whether Sue will call or not

This property can be stated in general in the following way:
Prop. 2: If •■O(P)” implies “O'(P)” and “O” and “O'”

Two operators have the 
tences which

’ are operators of 
the same opacity strength, then ‘‘not-O(P)” implies “not-O'(P)”

same opacity strength if any pair of equivalent sen- 
used to d used to detect the opacity of the first operator can also be
from io opacity of the second one. For instance the operator formed

regrei that is not of the same strength as the operator formed from to 
! the pair (12) and (13) of equivalent sentences does not behave 

way with respect to those two operators;
/loI bottle is half full

from to
^»OW that because
•n the same

13 -T-c half full
. ’ ^he bottle is half empty

have the JI and (15b) can have different truth values; (14a) and (14b) 
ne same truth values:

(14b) R-n ‘he bottle is half full
(^5a) ’^hat the bottle is half empty
(15b) that the bottle is half full

regrets that the bottle is half empty
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Thus the pair (12) and (13) shows the opacity of to regret and not the opacity 
of to know that and consequently these two operators are not of the same 
strength. On the other hand, as one can easily verify, to know that and to know 
whether are of the same opacity strength.

Now we can demonstrate the property Prop. 2. Suppose that “O(P)'’ implies 
O'(P) but that “not-O(P)” does not imply “not-O'(P)”. There then exists a 
situation i in which “not-O(P)” is true and “not-O'(P)” is false. But since not 
is an opacity preserving negation, not-O and not-O' are new opaque operators 
of the same strength. Consequently there exists a sentence P' with the same 
truth value as P at i such that “not-O(P')” is false and ‘‘not-O'(P')” is true at s. 
But then, because of the usual semantics of the negation, “O(P')” is true and 
'‘O'(P')” is false. But this cannot be possible since “O(P')” implies “O'(P')”. 
So the property Prop 2 must be true.

The property Prop 2 in conjunction with the definition of the ??eg-trans- 
portation verb entails the impossibility of having wh-complementizers with these 
verbs. To show that suppose that “O” is a neg-transportation verb. Then, 
according to the definition of such a verb we have (16);

(16) “not-O that P” implies “O that (not-P)”

Furthermore, if we had О whether form, then according to the property Prop 1 
(17) would be true:

(17) “O that not-P” implies “O whether P or not”

The conjunction of (16) and (17) gives (18):

(18) “not-O that P” implies “O whether P or not”

On the other hand the Prop 2 expresses what is given in (19):

(19) “not-O that P” implies “not-O whether P or not”

But (18) and (19) are in contradiction. So our supposition that there exists a 
“O whether” form, where “O” is a neg-transportation verb, leads to a contradic­
tion.

Similar reasoning holds for other zv/i-complementizers. Instead of using the 
Prop 1 and Prop 2 which holds for ly/tef/jer-complementizer, one should 
generalise these properties using the well-known decomposition of other wh- 
quantifiers (such as what, who, where, etc.)

It seems important to point out in conclusion that what I have shown is 
not that w/teiAer-complementizers are absolutely impossible with neg-trans­
portation verbs. I have shown that they are impossible only with their “main” 
meaning, the one given by the definition of neg-transportation verb and by the 
properties Prop 1 and Prop 2. In particular they must be related to the that- 
complementizer in the way shown above. Consequently it may happen that in 
some languages one can find, in some construction, +io think whether or its 
equivalent. My claim is however that in this case the meaning of the verb will 
be different from the one stipulated by the properties here discussed.

L



The Role of Word Formation Rules in the Causative
Constructions of Non-Configurational Languages

Joelle Bailard
Vniversity of California at Los Angeles

One of the consequences of the recent classification of human languages into 
configurational and non-configurational has been an expansion of the role of

means of capturing more of the generalizations forthe lexical component as a 
which transformations were used before. For Japanese, for instance, Miyagawa XI
(1980), Farmer (1980) have claimed that causatives are to be viewed as the output 
of word formation rules (WFRs), as claimed also by Hasegawa (1981), in 
Bresnan’s lexicalist model. Kuno (1980) and (Kuroda (1981) have countered that 
regular Jajranese causatives must be viewed not as lexical but as syntactic.

■\Vhile Old French differs from Japanese with respect to word structure and 
to Avord order, in the sense that OF is not a verb final but a mixed word order 
language, like Japanese, it is non-configurational. Consequently, in the Govern­
ment Binding framework, as in Bresnan’s lexicalist framework, the formation
of Old French causative sentences could not be accounted for transformationally.
1 he study of OF causative sentences provides us with an opportunity to investi-
.gate the possible role of the lexicon in a
analytic rather than agglutinative properties.

non-configurational language having
_ OO........

-xamp es (1) and (2) show some of the forms of OF causative sentences:

(') Fes chevalier:
'He had the knights

s a fait monter. (Guingamor, 12th-13th C.)

(-} Den fist I’i mount.’

■God ma.sgene por sone amour parler. (Alexis, 11th C.)
out of his lovie made the statue speak. .eparaied by

I'he causative verb and its dependent infinitive from compai’inS
a variety of phrases. In addition, the two verbs, as ca each other. In
(1) and (2) with (3) below, may be freely ordered m r dependent verb
Japanese, by contrast, the causative formative (s)ase^ -ated by words. Sentence 
stem may not be freely ordered, nor can they be sepal
(4) is a typical example:

(3) Passer le ferai
I ■■

causative formative (s)ase and t e dependent verb

0) Tan
"’»1 make him '

oo
Taro

l’y
For

terme prenant. ((Gaufrey, 13th C.)
cross the sea without any delay, 

ga Hanako o hatarak-ase-ta.

.Japanese,
Hanako plow the field.’

o’oans of the
tile formation of

'VFR in (5)
causative repredicates may be accounted for
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b.

(5)
ГМ+ V 
[(NP)' 
X

1° ]

■[[x](s)ase]
+ V 
[(NP)-,n + l

CAUSE X
]

Where X and CAUSE X represent 
the meaning of the verb stem and 
of the related complex predicate, 
respectively

One side effect of the rule in (5) is that by specifying that [V+(s)ase] has the 
property [+V], the WFR predicts what the position of that complex predicate 
will be in the sentence, so that for Japanese causative sentences, phrase-structure 
rules of the type proposed in Chomsky (1965) may be said to provide informa­
tion which is redundant with respect to what is specified by the lexical com­
ponent.

Interestingly, proponents both of the lexicalist and of the syntactic approach 
have referred to Chomsky (1970) as one of the criteria upon which their analysis 
is based. Miyagawa, e.g., pointed to the existence of irregular causative forms 
and instances of semantic drift, and Kuroda responded that the majority of the 
r+(s)ase forms are regular and thus should be considered syntactic. Hasegawa’s 
version of Bresnan’s model may also be the consequence of the same preoccupa­
tion with reducing the power of the transformational component. As Bedell 
(1974) noted with respect to Chomsky (1970), however, it is not obvious why 
one should assume that eliminating minor transformations to the benefit of 
lexical or interpretive rules would result in a less powerful grammar, and the 
same applies to grammatical relation changing transformations.

Where the major analyses proposed for Japanese generally agree upon, 
though, and can argue for on the basis of empirical evidence is with respect 
to the assumption that on the surface r+(s)ase does form a lexical unit.

As we saw, for OF, by contrast, the distributional evidence suggests that faire 
and its dependent infinitive should not be considered a word in the traditional 
sense. So, while irregular such sequences might be entered in the lexicon in 
agreement with Chomsky (1970)’s proposal for idiosyncrasies, it is unclear what 
role WFR’s might play in the formation of regular causative sentences, aside 
from the rules necessary, of course, to form all infinitive as in (6):

(6) finir : 
to finish'

ГА/
+V
-l-2nd Conj 
W

■/x+r/1 Where W and W' represent the
+ V 
+ Inf 
W'

meaning of the verb stem and
of the corresponding infinitive, 
respectively.

Given that it is a mixed, and not a totally free word order language, it may 
be assumed that in any framework some output constraints will be necessary 
to filter out unacceptable sequences generated by the phrase-structure rules, for 
causative and non-causative sentences alike.

More specifically related to causative sentences and pertaining to the domain 
of the lexicon will be the entries necessary for the causative verbs and for those 
prepositions found in causative sentences. Thus, the OF lexicon will have to 
include the following specifications:
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(«) 01 :

+V
4-Inf Complement 
( +RAISING) 
faire
-pPrep

NP
IO

a ., ;

Where FAIRE represents the meaning of 
the causative verb.

+ Prep

+ . ppl LobJ
par:

' + Prep

( 7 ) ■

+ + A
This should ensure that the prepositions will be occurring only with the 

a nropriate grammatical relations. Nothing in all this information which we 
may assume must be provided by the lexicon allows us, however to predict the 
form of the causee for a particular syntactic class of verbs, as was achieved in 
transformational analyses for Modern French. In Bailard (1982), I have argued 
that the form of French causative sentences may to a large extent be predicted, 
as suggested by e.g. Comrie (1976), by Keenan and Comrie’s Relational Acces- 
sibilility Hierarchy. Thus, this is the case here for sentences (1) and (2), which 
show the causee as a direct object. Sentence (3), with the accusative pronoun 
on the other hand constitutes a marked case for which a language-specific rule 
must be appealed to.

The point here is, that while there is clearly a role, albeit a reduced one in 
comparison with Japanese, for lexical rules in the description of OF causative 
sentences, there exist other important generalizations which must be captured, 
and which pertain to the interaction of words within sentences, which has 
traditionally been taken to be the role os the syntactic component of the 
grammar.

Thus, assuming that all sentences are produced by phrase-structure rules.
?he language user arrives at the generalization embodied in
which possible answer is that he does so on the basis of the oppositions
Of'*^ the« between related causative and non-causative sentences. For

se may be described by means of the following syntactic redundancyrules:
<9) FA1RE + I„8„itiv.

I-Pro:, J
y 

|NP 
-Do;

e Redundancy Rule I
, V]=>[w ’ <a>-x

rxp
, y , FAIRE, V']

— Pron [xoj

'^’l^ere V and V' 
infinitive. represent a finite verb form and the corresponding
i-'*cment and FAIRE some verb taking an infinitive com-

(10) FAlpr , allowing Subject to Object Raising
^Tlnfinitivp I,«., ,___ , TT

pleinent

'’lUtive Redundancy Rule IIt X .

[NPI [NPI 
I Su J [doJ

, -li' FAIRE -, V']

4- Pron 
fDOl 
llOJ .

[ X ,
S

n

s

s
J

w , y
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(11) FAIRE+Infinitive Redundancy Rule III

[NP 1 [NP] 
[ + Pion| [ [IO I

- V]
S I NP

-x' FAI RE V']
FNP

Pron
IO

[ X a z
S

> [ > a z

It is from the comparison of the correspondences shown in such rules that 
the cross-linguistic generalizations noted by Keeaan and Comrie can be abduced 
by the language user.

We may thus conceive of the RAH as a language universal interpretive rule, 
or well-formedness condition, as in (12):

(12) INTERPRETIVE RULE I
Unless otherwise specified, in a causative sentence with a [-{-RAISING] 

causative operator, interpret an argument as the agent of the dependent 
predicate IF AND ONLY IF

The form of the other arguments in the sentence is such that the 
syntactic subcategorization requirements of that dependent predicate 
are met by them, and the first argument in question is of a form in 
agreement w’ith the Relational Accessibility Hierarchy and the ‘no 
doubling on relational terms’ constraint.

In these condition, marked sentences such as the one in (3) and others given 
in Bailard (1982) can be accounted for by some additional, OF-specific constraint, 
as in (13)

(13) FAIRE+Infinitive INTERPRETIVE RULE (Old French)
In a FAIRE+Infinitive sentence, interpret an Indirect pronoun as the 
Agent of the infinitive if the infinitive is intransitive, pseudo-intransitive, or 
transit in indirect, and a Direct pronoun if the infinitive is transitive 
direct and [+Action].

What is important here is that, while OF is a non-configurational language, 
its typological characteristics with respect to word structure are such that one 
would seem justified in concluding that for OF causative sentences, WFR’s have 
but a trivial role in capturing the generalizations which transformational 
Grammar and Relational Grammar endeavoured to describe, so that we may 
posit that while transformations may not be appropriate as they are currently 
characterized to do the task, it is nevertheless the case that there exist some facts 
pertaining to syntax which for OF, as for configurational languages, must be 
described, and this may be accomplished by means of syntactic redundancy rules.
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The Choice of a Grammar for Standard 
and Nonstandard German

B. Henn-Memmesheimer
Universität Duisburg

System and norm
If the expression “the German language” is to be used in its most usual 

sense—i.e. to include dialects, sociolects, style etc.—then there is no justification 
for describing for example dialects as different language systems or for viewing 
dialectically coloured utterances as interference between systems. The man in 
the street views these merely as dialect elements or regional phenomena. 
Scientifically they are merely variants of a single system^’. In my study “Non­
standard: syntactic variants in German”^>, based on Coseriu’s distinction be­
tween system and norm®), I attempt to describe the different syntactic features of 
(codified) standard language, of dialect, of sociolect etc. as different slot-fillers 
in one identical language system.^)

Let me give you two illustrations using a postulated dependency model:
1. Certain adverbs (herein, herauf, hinunter) can be modified in German 

by dependent adverbs of place or by accusative noun phrases: i. Er kommt dort

i

1) The term “Sprachvarietät" is generelly used in this sense for regional and “technical” 
languages. Ct. e.g. Mihm: Zur Entstehung neuer Sprachvarietäten. In: Zeitschrift für Ger­
manistische Linguistik, 1982 in print. Here interferences between “varieties” are demonstrated.

2) In this study the following primary sources were used: Lautbibliothek der deutschen 
Mundarten. Ed. deutsches Spracharchiv. H. 3-35, Göttingen 1958-1964 and 9 monographs in 
the series: Phonai. Lautbibliothek der europäischen Sprachen und Mundarten. Deutsche Reihe, 
Tübingen 1970-1981. Secondary sources were all available syntactic descriptions of German 
dialects. "Standard language” is understood as the so-called "Dudennorm”, i.e. corresponds to 
the information provided by: Duden—Grammatik der deutschen Gegenwartssprache. Mannheim 
1973 and Duden—Das große Wörterbuch der deutschen Sprache. Mannheim 1976-1981. The 
project was supported by the Deutsche Forschungsgemeinschaft (German Science Foundation) 
under Grant HE 1244/1-2.

3) E. Coseriu: System, Norm und Rede. In: E. Coseriu: Sprachtheorie. München 1975, S. 
11-101.

4) The tendency, documented inter alia by H. Eggers: Deutsche Sprachgeschichte IV. 
Reinbeck 1977, to adopt collocjuial elements in standard text types is therefore merely a change 
in the norm. However Eggers fails to see the whole phenomenon when he assumes (like many 
other authors dealing with the spoken language) that these changes arc predominantly statistic. 
Recent recommendations that German language teaching in schools should accept regional 
collcxjuialisms which diverge from the codified norm (cf. H. Löffler: Dialekt und Standardsprache 
in der Schule. In: Lehren und Lernen 8, 1982. 3-13) also aim at changing the norm. However
up to now there has been no satisfactory analysis of regional language, sociolect etc. within
Coserius theoretical framework.

L
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German 
kommt I

T hhe herauf, ii. er geht die Treppe hinunter etc. In almost all
P Standard German) the analogous sentence iii. er

dialects t. rr-i,:. _____ ______________________ _____J- Tür herein is possible. This suggests the following interpretation: 
“Adverbs of this type can be modified by adverbs of place or by accusa- 

is Dart of the system.®* The extent to which its use is limited tive noun phrases «
■ a Question of the norm.

syntax system of German contains the possibility: noun plus dependent 
n in the genitive (iv. Müllers Garten) and noun plus dependent preposi-noun in tne geiuuvv v* „ ■ r \ . ,,

t’onal hrase (v. Vater von junj Kindern). This pattern is hound m all varieties.
However if we look at the use of the system we see that in the standard variety 
vi der Garten von seinem Vater is not available while in the dialects vii. seines 
Vaters Garten is not possible. The fact that vii. is a variant means that this
expression is found in at least one variety but not in all, i.e. vii. belongs to the 
system but not to every norm.®* If Standard and Nonstandard'* are described 
as varieties, problems arise where particular patterns/features are completely
excluded by a specific norm: one is tempted, for instance, to speak of a 2-case
“system” as against a 4-case “system” or to view the extension to the possessive 
article sein ¡ihr (viii. dem Kind sein Spielzeug), possible only in the Non­
standard, as a difference in the system.

The question is therefore whether arguments can be found to justify a 
distinction on the syntax level between norm rules and system rules. Is such
a distinction dependent on the choice of a specific syntax model?

Syntax models and the possibilities of distinguishing between system and norm
The 

insofar
majority of grammars®* turn out to be descriptions of the system— 

as they are sufficiently detailed and consistent to be of use. In other
words the rules are formulated
and Nonstandard such

so broadly that divergencies between Standard
as those found with the accusative adverbial phrases are“Ol ^0^'erpfl D lx *_ ■ ^Bms tor patterns which appear only in the Nonstandard aremissing. The

for instance they list 
IS great Vi

same grammars describe in other sections regularities of the norm.
nouns and the appropriate plural morphemes®* (here there. ---- -•*— X** W ^Xt*il** xxxvrx ^XX»»X«^ vx.

ariation) instead of the only relevant system opposition singular vs.

S) As,suming for the 
Coseriu shows»v.^1 «MOWS

between
Bl the followi

moment that a satisfattoiy syntactical description is available.

oi the standard
de? ?
‘‘«enbed in

Broa? PP distinction is equivalent to that made in pho-
“i and narrow transcription or between phoneme and allophone.

-■•uig I shall only state whether
guage or to a nonstandard norm, however not whether the nonstandard

an expression belongs to the codified norm

in Xoî,
social

Buscha:
V.

:e 2 only the
or stylistic etc., particularly since they often overlap. (In the project 

regional source of the quotations is noted).

^^nnze:
^^O'■tsche

«'■age a

EuB-l- s' source ot tlie quotations is noieap
deutsche Gr tleutschen Gegenwartssprache. Berlin 1977; G. Helbig/J.
Ablriingigi^p?"’'"“'’''^' H3"<l'>ach für den .'\usl:inderuntei richt. Leipzig, 1979; J.

3*- Berlf?!??"'^ Berlin 1975. (Studia grammatica XI); H.-J. Heringer:
“"‘Big. Buscha.O. *->.Mna, op. cit . 

“'orongl, descrl- Heringer, op, cit. For a grammar of German 
"Ptioii of the norm is highly desirable.

as a foreign Ian-
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plural.
The most detailed rules for the Standard language are given by the Duden 

Grammar.'*' In a similar fashion the few dialect syntax descriptions available'" 
often list large numbers of disparate facts. However, here the distinction be­
tween system and norm is of little help since these grammars offer only themat­
ically ordered contrasts, illustrated by many examples, and ad-hoc descriptions. 
Kufner’s attempt to produce a transformational grammar of the Munich 
dialect'2' thus results merely in a description of the system: all the rules—at 
least in the syntax section—are so broad that they fit the standard variety, while 
additional patterns such as viii. are not covered.

If a consistent (structural) syntax model were available then it would be 
sensible to ask which rules belong to the norm and which to the system, or 
which additional regularities must be formulated for the norm. The answer to 
this question thus becomes an empirical matter which can only be solved by the 
comparison of different subnorms.

Two further illustrations: categorial grammars differentiate between sub­
setforming modifiers with nouns: ix. der blonde Liebhaber and intensional- 
context-producing modifiers: x. der mutmaßliche Liebhaber. In the Non­
standard an intensional-context-producing modifier cannot be used in the pre­
noun position. This limitation of the rule concerning modifiers thus belongs 
to the description of the norm.'®' In a transformational grammar one would 
assume a nominalising transformation whose usage is limited for the Non­
standard.

These examples have shown that in virtually every syntax model it is neces­
sary to distinguish between rules describing the system and rules describing 
the norm.

Syntax models and specific problems in the analysis of the Nonstandard
The specific problems arising in the analysis of the Nonstandard severely 

limit the choice of syntax models. In categorial grammars it is only possible to
formulate divergencies as syntactical norm deviations which are described
lexically/semantically in other types of grammars, as has been shown. Never­
theless they offer a descriptive calculus which enabled a mathematical determi­
nation of the well-formedness of sentences^'*) and this is, however, not so im­
portant for the present project for the following reasons:

i
1. Not only sentences are to be described but also smaller units. Here the 

calculus of the categorial grammars fails to help since they are based on the 
assumption of complete predication.

10) See Note 2.
11) J. Schiepek; I>er Satzbau der Egerländer Mundart. Teil I. Prag 1899, Teil 11, Prag 1908;

W. Hodler: Berndeutsche Syntax. Bern 1969 are with over 600 pages each the most extensive.
12) H. L, Kufner: Strukturelle Grammatik der Münchner Stadtmundart, München 1961.
13) With catégorial grammar it would probably only be possible to include a description 

norm by adding additional rules.
"" ** -»-.--ijiii-i. I anguage and Information. Reading, Mass., Jerusalem 1964.
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include only those utterances which are acceptable—either9 The corpora inciuuc um; ..invn «x., ixvvvjjuixuxt—ci
" Standard or the Nonstandard—as determined by native speakersJ^’ 

in the a limitpd tn sentences which corresoond to avail3. The corpus IS not limited to sentences which correspond to available

formal descr p well-formed utterance is probably in general too narrow
The concept

for natural languages,
derived from intensional logic.

particularly however for noncodified variants, if it is
10)

The use of transformational grammar, in whatever version, is also prob-

leniat smaller than sentences are to be described these have to be
1.

exjdained by ellipses. This means that unnecessarily broad contexts 
sought, expansions of the ellipses invented.

<• , •   1 -----------------a.  „ _ _

must be

2. The transformational apparatus needed for descriptions covering norm
regularities becomes very extensive!!) (incidentally also extremely confusing for 
the reader) and also arbitrary.
F urthermore transformational grammars are generally synthetic while le­
search into the Nonstandard is necessarily based on corpora and involves the 
description of previously unanalysed utterances.

The suitable syntax model

Let me give you some further randomly selected examples; xi. der Garten
dafdort (Standard and Nonstandard), xii. da dieser rdr^^xvf'^der^P^i^»' 
der Garten, der da Garten, xv. Peter kommt f
kommt, xvii. so ein Original, xviii. ein solches Original ( an ), 
Original, XX. ein son Original, xxi. verschiedene so Origina e, xxii
Original, xxiii. ein ganz anderes Lehen, xxiv. ßiw ganz ein an eres e 
ein ganzes r — ■*
er
hin.

ganzes anderes Leben (Nonstandard), xxvi. er sagte zu ihm (Standard), xxvii. 
~ ’ . ..i (Nonstandard), xxviii. dann heim, umgezogen, nach die Nachfeierfür ihn

(^‘dtegories
The most successful 

tures of the
<-niodified) traditional

grammar model for a consistent description of the struc- 
system and the rules of the norm turned out to be a (relatively

tealised
'usitle Word

dependency model. Divergencies from the norm are 
!ot at the level of sentence segments (sentence, subject, object etc.) but

group structures,!®) i.e. at the level of words and their dependency

S«e Note 
^’'pression 

’6) The 
"'scussed

2: the souices icfcrred to contain snffiteint information about tlic “normality”

problem of - ■

‘«Me genuine 
Cf. V

use.
and

adequacy, in particular of the semantic interpretation is extensively 
Einführung in die intcnsionale Semantik. Berlin, New York 1976.

the term ‘

opplication of individual snippets for purposes of illustration is of

"I*hrasen”.
• noun and

Syntax der deutschen Gegenwartssprache. Beilin 1977, uho uses 
d dependent elements compose the noun phrase.
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relations.^®* The categories in the grammar are types of words (nouns, adjec­
tives etc.) which are defined syntactically, that is according to possible word 
combinations they can form. The relations between the elements are depen­
dencies and word order. Dependencies are normally determined according to 
Kunze’s®®’ new and rather complicated configuration criterion®^’ and by elimi­
nation criteria®®’ Transformational relationships are not used. A grammar of 
this type is extremely simple (although this advantage is accompanied by the 
semantic ambiguity of the dependency relationship).

Diagramming
Diagramming the relations turns out to be equally simple. For this we use 

the well-known stemmata of Ihm and Lecerf.®®’ In contrast to PSG and TG 
here partial diagrams make sense once the inventory of word categories has been 
completed, since the relation of “dependency” is determined according to the 
same criteria for all parts of the grammar.

Modification of the traditional concepts of dependency
1. We drop the configuration criterion, which is taken from IC-analysis and 

therefore problematical to use, and we adopt the general postulate that 
morphological determination always runs from head to modifier, which is 
wellsuited to the German. Together with strict®^’ use of the elimination criterion 
this produces the following:

1.1 Complete sentences are no longer necessary as a starting point. No Sj 
specific group has ipso facto special status. Utterances such as example xxix. 
can be described according to their internal dependency structure without 
recourse to ellipses.

1.2. Nouns/pronouns which determine verb conjugation appear as dominant 
nodes (in other words nouns can dominate adjectives, articles and verbs).

i

19) For a discussion of the basic problem cf. R. Hudson: AVord Grammar. In: Preprints of 
the Plenary Session Papers. The XIII. International Congress of Linguists. Tokyo 1982, 77-86.

20) Cf. J. Kunze, op. cit. S. 56 fl.
21) The configuration criterion is used to determine dominant elements or to determine the 

top of the subtree. The basic idea is similar to the distinction made in IC-analysis between 
■‘expansion” and "model” (Kunze: "Konbguration” and ‘ Resultante”) which should be inter­
changeable in all contexts. The model or "verwandte” word forms arc the highest node. (cf. 
Kunze op. cit. S. 58 ff., and R. S. Wells: Immediate Constituents. Language 23. 1947, 81-117, 
particularly 83 ff.)

22) The problem of the absolute criterion for elimination (can it be omitted) is sufficiently 
familiar; the relative criterion for elimination functions better (Kunze, op. cit. pp. 77ff.). Here 
word forms are determined which have to be omitted if other word forms are deleted. The 
criterion is therefore useful for determining subordinate nodes in the stemma.

23) F. Ihm, Y. ï.eccrf: Eléments pour une grammaire générale fies langues projectives.

b»

Bruxelles 1963.
241 More strictly than e.g. Kunze p. 83 uses this criterion!
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1.3. and-coordinations are treated like coriiunrrinn.i kjunctional phrases25) which can

be subordinated to every type of word: kommt und^eht, Peter und Paul. This

has
desirable results: Peter ~und I^aul~kommen but Peter kommt und Paul

(extraposition).
2. The criterion of projectivit/ 

• ’ • -1____
>26) permits the differentiation of extraposi- 

t on word order in relative clauses, specific pre- and postfield fillers etc. from 
other word order patterns.

3. Syntactic makers such as case, number etc. are described as paradigmatic 
relations parallel to the dependency structure. Convergence e.g. of case markers 
is treated as neutralisation, similar to the use of the term in phonology.

4. System rules and norm rules are discoverable and easy to formulate in 
this theoretical framework. Examples xi. to xxv., for instance, show the con-
struction of a noun group from a noun with directly dependent article, indirectly 
dependent adjectives and adverbs according to the rules of the system, while 
the different word orders, the different choices of word classes (xxiii., xxv.; xviii, 
xix) and the modification of a subtree (xxiii, xxiv) etc. are controlled by the 
norm.2T)

I

This i, a 
""’’iguous 

2®) Cf.
ai

that

^2“) Th, 
use of

^hni/Lecerf.
le ’imitations

are not ‘^mpus and
‘’escribed.

of this descriptive model are obvious; pronominalisation phenomena, 
modus and other regularities which require the use of textual categories

result of the strict use of relative elimination. The dependency relation is so
semantic counter-arguments have no weight.

op. cit.



ECP and the Distribution of Empty Categories

Takashi Imai
Tsuru University, Yamanashi, Japan

0. This paper deals with some features of empty categories and the Empty
Category Principle (ECP), which Chomsky proposed in the recent literature. 
Chomsky posits that the Universal Grammar (UG) consists of fairly restrictive 
systems of principles with limited numbers of parameters that have to be fixed 
by experience. It follows that the diversity over language could be attributed 
to the choice of modules in systems of UG and parameters. I will take the 
theoretical position of the Revised Extended .Standard Theory, whose major 
features I will presuppose.

1. Let us assume the ECP below as formulated in Chomsky (1981), which trill
be redefined as we proceed.

(1) Generalized ECP: If a is an empty category, then
(i) a is PRO and only if it is ungoverned

(>*) 
(iii)

is trace if and only if it is properly governed 
is a variable only it is Case-marked.

a
a

1 will also assume the definitions of “government” and “proper government” 
as in (2) and (3) respectively.^’

(2) Proper Government: a properly governs ,3 if and only if o' governs ,3
and a is lexical. («^tAGR)

(3) Government: a governs j- in the sentence
r a . . .

cr=X
r 
owhere (a)
...]
or is coindexed with Z

(b) where is a maximal projection, if dominates Z then 
dominates a.

(c) a c-commands Z.

To illustrate how this works, let us observe the following sentences:

i (4) a.
b.

tvliOj do you think [g, [c ej] [g e; saw Mary]]
*whoi do you think [g, [c e] that] [g ej saw Mary]]

In (4a), the trace e^ is properly governed, whereas in (4b), e2 is not, since e’ in

• This is a truncated version of the paper presented at the IStli International liongrcss
of Linguists, Tokyo, August SI, 1982,

1) Note that there
(1981) for further details on

arc a number of different notions of government. Sec Aoiin and Spot lithe
ibis topic.L
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lot govern the nominative trace e^ in the embedded sentence, inCOMP does no c-command e- in the embedded sentence, due to the
other words, it _ _____t«n«..!»pr

T. Huai

presence
words, it does not c-cobiumiiu 
,ce of the //¡fli-complementizer.

2.

(5)

Let us shift onr attention to the t/iaZ-relatives.

a.
b.

the book [g, [c which, that] [s e, is no sale now]] 
the book [s- [c that,] [g e, is no sale now]]

¿5a) is ruled out by the ECP since the presence of complementizer that prevents 
' ' . . ___ 1,. Tf -.L •- .1. _ .'" from being properly governed. If wh is deleted in (ia.) then we get (7b), 
which violates the ECP. Pesetsky (1982) assumes that if the binding index can
be transferred from the ai/i-phrase in COMP to a sister complementizer, then 
the trace in the embedded sentence is properly governed by the complementizer 
that, taking on the index of the wA-phrase. Consider the following rule.

(6) COMP contraction (Pesetsky 1982: 306(25))
[comp A\’H¡ Complementizer]----- >■ [co;„p Complementizer,]

Chomsky (1981) mentions the possibility of this move in that the complementizer
that, which is assumed to have quasi-pronominal properties, tends to take
inanimate antededent.?’

an

Following Chomsky (1982), revising the ECP as in (7), the LE representation 
for (5b), which is an S-structure, is illustrated in (8).
(7) The Extended ECP

An 
if it is

(Chomsky 1982)
\m'? properly governed and is PRO if and only
ungoverned.

(8) a . the book [g, [e Ol] [s 
b. the book [g,

Chomsky (1982) i“' 
nn ' *'

on sale now]] 
] [s O is on sale now]]

Thus, in
It follo'

introduces the vacuous operator, O, which he assumes is also

^’tiding theoi
t lat at LF (8a) is derived from (8b) by the rule “Movi

cc must be A-bound bv
e O'.

from
-- “lUH ue zVDound by an operator O. This follows from the 

--ory. It is assumed that the operator O is semantically empty, apart 
ec is a free variable, assigned no range by its

“t tri/i-phrase.oner' “"'-Pbrase, Therefore, operator, Yp» th' r • — -------- “■'■'‘S"'-
Chômer., Violates the general principle barring cpcr-tc:;,
I-P variable a principle, the Bijection Principle which states that each

antece^”^*^ either assigned a range by its operator or assigned a value 
c in A-binds it, (Cf, Koopman and Sportiche (1981)). It follows

by the book, yet it is not locally bound by the book.

C:homsky
introduces a vacuous operators.

han must be either
'Hat ec in 
but by (8a) must bound

2) Howev
See it is

Th,

’'ot alwav' also KooDtn-'*' ‘Uways true. Sec Imai (1981), (1982) for further discussion, 
order to acconiod"'' (’981).

"“O' as in (iy ” ate this, Chomsky (1982) modifies one of the principles of the Binding
■t) In
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3. Chomsky (1982) classifies overt and empty categories by features of categorial 
expressions as in (9).

(9) 1.

ii.
[¿-anaphor, —pronominal] 
[—anaphor, ¿-pronominal]

iii. [¿-anaphor, ¿-pronominal]
iv. [—anaphor, —pronominal]

Note that these four categories of expressions are identified by the principles 
of the binding theory. In the present paper we will only observe ec’s. (9i) is an 
instance of NP-trace. (9iii) is an example of PRO and (9iv) is the case of
variables. (9ii) is a new element, which Chomsky introduces, called pro. The
small pro is the element governed by INFL at D-structure as well as S-structure. 
Chomsky considers pro to be a pure pronominal analogous to its overt counter­
part.’’' Thus the ECP as we have seen in (7) will be reformulated as in (10).

(10) An ec is properly governed unless it has features [¿-anaphor, ¿-pronominal].

4. In summary, it appears that the different types of ec’s exist and that one
language may have all of the four items, while the other may have three except 
(9ii), etc. It is assumed that the choice of the four ec’s is a parameter which 
contributes to explain the diversity across languages in a uniform way.

References
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(i) An R-expression must be A-free in the domain of the operator that Á-binds it. But principle 
(i) is not necessary as Chomsky puts it. See Chomsky (1982) for further details.

5) Note that pro is only realizable in the subject position governed by AGR in pro-drop 
languages.



Conditional Constructions in Korean

Chungmin Lee
Seoul National University

The conditional construction ‘... -mjan (roughly ‘if’) ... ’ reveals certain 
• , cpmantic relations between the antecedent and the consequent constraints on . , • , , ,

clauses When this construction is compared with the conditional statement , 
i^n logic, material implication cannot adequately be applied to the description 
of conditional in Korean. Necessity and relevance are required between the 
antecedent -mjan clause and the consequent clause. By having self-evident 
truth in the antecedent, however, the effect of expressing the speaker’s attitude
to the consequent assertion by way of modus ponens can be obtained as in (1).

( 1 ) hae -ka toq - c’ok - esa ft - (n - th) - mjan 
sun SM East side from rise Pres Dec if 
can - s’i - nin taet''oqnjaq - i-ta 
Chun Mr. Top President Cop Dec

If the sun rises in the East, Mr. Chun is the President.’ Such case as (2), 
in which the antecedent is false and the consequent is true and therefore the
statement is true, represents the typical disparity between conditional in natural 

nguage and material implication in propositional logic. It is counter-intuitive 
accept as true any statement whose consequent is true no matter whatever 

alse antecedent it may take.
(2) ? so-ka mulkoki-i-ttz/an, New York-in mikuk-e is’ - ta

A ‘true’

cow SM fish Cop if Top U.S. in exist Dec
3 cow is a fish. New York is in the U.S.’‘If

Cop if

statement i 
‘ne problem
asserting the
in the

(3)

which both antecedent and consequent are false also has 
o relevance. But this type is used to bring about the effect of 

f^onsequenT*°”'°^ antecedent by putting a clearly false proposition

J>®-ka kiri.ha-j3s’-(i)myazt, 
or T ‘io Past if

ne atil - i - ta

The 
the ;

‘if I did so, I am your son.’
your son Cop Dec

your

^‘ear falsity of 
antecedent bv * —i—/ —
’ fi“« -oi/™, (S,OS.. ...son,

tion
The conditional 

®nd can be

the consequent is employed to implicate the falsity of

that) I didn’t do so’.)
construction

compared

S,z; S,; ‘If I am not

can be related to the generic Topic construc-
With the Topic in general, ‘inkan-in cuk-nin-ta’
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(Humans die.) has roughly the meaning of ‘inkan-i-mjan cuk-nin-ta’ (If someone 
is a human, he dies.). Cf. Vx (Hx -> Mx). However, the Topic of a sentence is 
normally an NP whereas the conditional is a clause, and a sentence can contain 
both a conditional and a Topic, whereas two Topics are normally impossible 
in one sentence. Furthermore, there is a difference in the degree of ‘givenness’ 
between the two constructions: the givenness of the conditional is weaker than 
that of the Topic. In these respects, Haiman (1978)’s claim that conditionals 
are Topics on the basis of morphological identity between conditional and 
Topic in languages such as Hua and the semantic similarity of showing ‘given­
ness’ should be given up in its initial form.

The conditional mjan makes us select and accept internally a possible world 
where the antecedent proposition becomes true, and when the consequent be­
comes true in the same world the whole conditional statement becomes true. But 
another conditional form -ta-mjan {ta being a declarative sentence ending 
originally) represents supposing externally a possible world where the antecedent 
is satisfied. The anomoly of the following sentence arises because the real and 
immediate condition mjan forces you to expect some sequentially following 
event and that expectation is broken by the consequent clause. If mjan is 
replaced by the hypothetical ta-mjan the sentence becomes fine. .'Kiso in Japanese 
(sin-) dara creates anomoly in (4), whereas (sinu-) to-si-tara does not.

(4) ?*ne-ka naeil nac jaltu-si-e fuk-(t)z7?yan, ki сэп-е muas-tl halt''enja?

‘If you die at noon tomorrow, what will you do before that?’
The form ta-mjan is often used for counterfactuals (e.g., ‘пзе-ка nalkae-ka is’- 
la-mjan nara ka-kes’-ta’ (If 1 had feather 1 would fly.). But the clear contrary of 
the past fact is expressed by -tara-mjan immediately preceded by the past tense 
marker. It is used only when the contrary of the past fact has been confirmed. 
-ta-mjan does not need such confirmation.

The conditional and the concessive in Korean are not compatible in surface
structure. The interesting interdefinable relations between ‘...tujan (‘if’)
an(‘not’) t0-n-ta(‘all right’)’ [forbidding], ‘. /o(‘even if) t0-n-ta(all right’)’ 
[permission] and ‘... ;a?nan(‘only if’) t0n-ta(‘all right’)’ [obligation] can 
analyzed in connection with the conditional.

be

(5) poni-i o- (a)io k’och-i p'd-fi ani-ha-n-ta (* ■ • • o-mjan-lo . . .) 
‘Even if the spring comes, no flowers bloom.’

Behind (5) there is a presupposition, ‘If spring comes, flowers bloom.’ Even it 
the antecedent condition ‘spring comes’ is satisfied, still the expected consequent, 
■flowers bloom’ does not follow. Hence the sense of concession. The concession 
of lo sometimes contrasts not with the negation of the main clause but with 
some other element as follows.

(6) ne-ka o- tn jan nae-ka ka-kes’-ko, suni-ka o-(a)Zo nae-ka ka-kes’-ta 
. tf you come, I will go, and even if Sooni comes, I will go.’
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which has the sufficient condition marker iiijjn, with the following
'♦ ___ /1 r * ?  ________ 1  i _•  .. i ! _ _ 1. 1 < •»Coinpa*® necessary condition marker ‘jamcin’ (roughly ‘only if).

sentence,

(7) ■'
ne-ka o- nae-ka ka-kes’-ko suni-ka o-(a)io nae-ka ka-kes’-ta

•Only if yon come, I will go, and even if Sooni comes, I will go.’

explore the process of representing permission, forbidding, and obliga-
Let me 
tion with following utterances.

ka-/o t0-3. ‘Even if you go, it's all right.’ [Permission]
(9) ka-niffin ani ‘If you go, it won’t do.’ [Forbidding]

(10) ka-/rt(»Ja«) t0-3. ‘Only if you go, it’s all right.’ [Obligation]
ani t0-3.

a pragmatic presupposition and bothSentence (8) has sentence (9) behind as
(8) and (9) presuppose the speaker’s authority to perform forbidding. Originally, 
‘If you go it’s not okay’ as in (9), but concession occurs so that the negation of 
‘ani tp-a’ (it won’t do), i.e. ‘t0-3’ (it will do) can hold ‘i/ you go, even in case
YOU go.’ It is a logical consequence that if the one who has the authority for 
forbidding makes concession and does the act contrary to forbidding, it becomes 
permission. In (10), for ‘t0-3, (it will do) to hold, ‘your going’ is a necessary 
condition ‘ffi(man)’. Therefore it becomes an utterance imposing an obligation 
to the other party. (10) logically entails (11).

(11) ani ka-i?i)a)i ani t0-3. 
not go if not do

‘If you don’t go, it won't do.’

Cf. ‘You must go.’—‘You are not allowed not to go.’ 
Similarly, in English ‘I must go’ entails ‘You are not allowed not to go.’ AVhen
"e considei the examples (8) through (10), we can realize that the utterances of
int ^o^bidding, and imposing obligation in Korean are more analytically
interwoven than those

The
live catci

(may, must) in English.
conditional can be used exclusively for the sentences of impel 

:—I T ia>
motl-iin,5’°’} ("^‘^^"tiing the sentences that contain the speakei's mind-binding 
'"oodiity). Observe.

(>2) ki ai - ka
'he child SM

o-/ea/i«, ka-ra ' ka - ca ka - kes’ - ta.

‘If the child
come go Imp go Propositive go will Dec

*Mai.ka comes, you go ! ' let’s go / 
o-katin amani - ka ka- si- kes’ - ta

I will go.’

1 he 
f herefori
forms

Uljjlt

mother SM go Honor Fut Dec 
‘If the child comes, mother will go.’

construction f
e, there arises subtle distinction in

they are used for imperative sentences as shown in

can also be used for these imperative contexts.
when meaning between these two different

(14) næ-ka
1
■‘f • die. if wife side

-e muta -ta -о.

'’nry me beside
at bury give Imp 

my wife.’
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(15) nae-ka iuk-»zn/an anae kjat*“ -e muta -ta -o.
ifSM dieI wife side at bury give Imp

‘If I die, bury me beside my wife.’

Since the katin form is used only for the sentences of order, suggestion, and 
the speaker’s mind-binding modality, the antecedent event precedes the action 
or intention of the main clause. Therefore, katin gives the feeling of having us 
anticipate the following action more positively than mjan. The mjan form 
emphasizes the condition.

It is clear from the above observation and analysis that we need a cross- 
linguistic empirical investigation of apparently self-evident logic-related expres­
sions such as the conditional.
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Bridging

Kiyoko Masunaga
Harvard University

It has been claimed that Japanese is a language with relatively free surface 
word order. There have been two types of theories developed to account for 
this phenomenon, the Standard Generative Theories advanced by Muraki (1974, 
1979) and Harada (1977), and the Free Word Order Theories developed by 
Whitman (1979), Hale (1980), and their followers.

It is not the case, however, that all the sentences that are generated in these 
two approaches are acceptable. As will be shown below there are numerous 
sentences which are acceptable in a so called “base” word order but which are 
awkward, marginal, or unacceptable with “scrambled” word order. In spite of 
this problem, little research has been done to explain why some scrambled 
sentences are acceptable and why others are less than perfect. The objective of 
this paper is to spell out exact discourse conditions to this word order switch 
phenomenon.

Now consider the awkward, marginal, or unacceptable sentences (I) through 
(6).

(1) ?/?? Hitori no onnanohito о Taro ga nagutta.

(2)

one
(Taro hit a woman.)

?/?? Hitori no onnanoko ni Taro ga

woman acc sub hit

eki de atta.
one girl dat

(3)
(Taro met a girl at the/a station.)

•/•''? Issatu no hon о Taro ga katta.

sub station at met

one book acc

<4)
(Taro bought a book.) 
I960 - nen ni Taro wa 

theme

sub bought

year in
Tokyo de umareta. 

in was born
(5)

(6)

(Taro was born in Tokyo in 1960.)
Tokyo de Taro wa 1960 - nen ni umareta.

in theme year in was born
. born in Tokyo in 1960.)
^aifu de Taro wa ude o sasita 
knife with wa

These 
live fl,

theme arm acc stabbed
( aro stabbed himself in the arm with a knife.) 

sentences are 
amework and clearly generatable both in Muraki’s and Harada’s Genera­

in Whitman’s and Hale’s framework. No filtering rules

/
о
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have been proposed by these scholars for marking these sentences as asvkward.
marginal, or unacceptable.

Now compare sentences (l)-(3) with sentences (7)-(9).

(7) Sono onnanohito o Taro ga nagiitta.
the woman acc sub hit

(8)
(Taro hit the woman.)
Sono onnanohito ni Taro ga eki de atta.
the women dat sub station at met

(Taro met the woman at the/a station.)
(9) Sono hon o 

the book acc
Taro ga katta.

sub bought
(Taro bought the book.)

We notice that the imperfect sentences have indefinite NP's in sentence initial 
position whereas the acceptable sentences have definite NP’s in the first position. 
Not only are the NP’s in the first position of the acceptable sentences definite, 
they have actually been mentioned in the preceeding discourse as well. It seems 
that sentences (lO)-(ll) cannot be used unless “Hanako” is mentioned in the 
preceeding discourse.

(10) Hanako o Taro ga nagutta.
acc sub hit

(Taro hit Hanako.)
(11) Hanako ni Taro ga eki de atta.

dat sub station at met
(Taro met Hanako at a/the station.)

Based on these observations I make the following claim—that when the object j 
in an SOV sentence is preposed to give OSV word order the object must perform j
a “bridging function”. We define the bridging function as the function of j 
providing a “bridge” between the preceeding discourse and the rest of the present 
sentence. Moreover, by preposing the object, the topic of the present sentence 
is established.

This bridging function is not limited to direct and indirect objects. In fact 
it seems that any element which is preposed from its normal position must 
have a bridging function. Compare sentences (4) through (6) with sentences 
(12) through (14).

(12) Sono tosi ni Taro 
the year in

wa 
theme

Tokyo de uniareta.
in was born

(13)
(Taro was born in Tokyo that year.)
Sono mati de Taro wa 1960-nen ni uniareta.
the city at theme year in was born

(14)
(Taro was born in that city in 1960.)
Sono naifu de Taro 
the knife with

wa ude o sasita.
theme arm acc stabbedL
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As tan
case
lO

stabbed himself in the arm with the knife.)

seen from these examples, when time and place adverbs and oblique 
^^^nreposed, they also have to serve a bridging function. It is difficult 
that the sentence initial elements in (4) to (6) have been mentioned 

discourse. Therefore it is difficult to assign a bridging function

(Taro

NPs are
assume

* the preceeding
‘ them; hence, marginality or unacceptability results.
to We have seen that preposed elements form a bridge between the preceding 

the present sentence. They can also function as a bridge between discourse aiiu k ,, t- i iii*
the nonlinguistic context and the utterance. For example, a speaker looking at
a poster on a wall and asking another person to pay attention to the poster 
could say sentence (15). In this way the speaker can establish the topic of the
present sentence.

(15) Ano eiga o Taro
that movie acc

wa 
theme

15 - kai mo
time as much as

mitandatte.
saw

(I heard that Taro saw that movies 15 times.)

We have seen that object NPs, adverbs, and oblique case NPs can be preposed 
only when they are mentioned in the preceeding discourse. Now I will show 
that preposed constituents do not have to be identical to the constituents men­
tioned in the preceeding discourse. Discourse (16) is one example of this. Here
the indefinite pronoun ‘dareka’ (somebody) is preposed in the special context
where kaishain fu no otoko” (a man who appears to be an office worker) is 
mentioned in the preceding discourse.

(16) A (detective): Hanako wa kaishain - fu no otoko to atte
theme office worker like man with meet

inakatta ka ne?
didn’t she

(Didn’t Hanako meet a man who appears to be an

K (witness) :
office worker?) 
sodesune . . . soieba dareka to

well. . .
Hanako

come to think of it somebody with
wa nagai aida

theme for a long time
hanasite ita yodesu

talk seem
ga • • .
but . . .
(^Vell. . . Come to think of it, Hanako seemed to 
be talking with somebody for a long time, but . . .)"■“I? ““tae <«.

. es to what I have^’taniple.
like

o sets of sentences which might appear to be counter-

oixie,-

existential 
existential

In
sentences.

proposed. The first set involves examples which look

®xistentiarsente^''* (ne*' information) + verb word
predicted that the subj cannot be preposed
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because it is new information and therefore cannot function as a “bridge” be­
tween the preceding discourse and the present sentence. Therefore, it might 
appear that (17) below is a counterexample to the bridging hypothesis. In fact 
it is not. (17) is not an existential sentence with its subject preposed, but a
sentence which specifies the location of its subject. It is an 
tion “what is on the table?”

answer to the ques-

(17) Hon ga teiburu no ue ni arimasu
book sub table on exist
(A book is on the table.)

Next look at sentences (18) and (19).

(18a) Koen ni nanimo otiteimasendesita
park in anything not found

(18b)
(There was nothing on the ground in the park.) 
Nanimo koen ni otiteimasendesita
anything park in not found

(19a)

(19b)

(Nothing was found in the park.) 
Koen ni daremo imasendesita 
park in anybody exist not past 
(There was nobody in the park.) 
Daremo koen ni imasendesita 
anybody park in exist not past 
(Nobody was found in the park.)

These sentences all appear to be existential sentences. One might think that 
the two sentences in (18) and (19) are synonymous. This, however, is not true. 
The (b) sentences are not existential sentences. To utter the (b) sentences we 
need a presupposition “X exists” and the (b) sentences are the negation of such 
a presupposition. Sentence (18b) is used, for example, when the hearer is looking 
for his lost belongings, for example, a handbag. It relates to a nonexistential 
locative sentence which implies that the hearer’s handbag was not found on 
the ground of the park.

The second set of apparent counterexamples involves wh-questions. In Japa- 
nese, unlike English, wh-words in a question do not need to be fronted to
sentence initial position. This is illustrated in (20) and (21).

1
L

(20) Hanako1 wa 
theme

Taro ni nani watasimasita ka
dat what acc hand

(What did Hanako hand to Taro?)
(21) Hanako wa hon dare ni watasimasita ka

theme book acc whom dat 
(Who did Hanako hand the book to?)

hand

However there are questions such as (22) and (23) where the wh-word is fronted.

о

о
Q

Q
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(22) Nani Taro wa 
theme

Hanako ni watasimasita ka
what acc U.CU.C dat

did Taro hand to Hanako.")
hand

(23)
(What
Dare ni Hanako wa
who dat theme book acc hand

did Hanako hand a/the book to?)

hon о watasimasita ka
theme book acc

(Who

о
Q

Q

ding to my bridging hypothesis, questions such as (22) and (23) should be 
entable unless the fronted wh-words are interpretable as performing a 

bridging function. In fact these questions seem to require a special context 
which would facilitate the bridging interpretation of the wh-expression. Unlike 
(20) and (21) which are neutral questions for information, (22) and (23) are 
marked questions. They are only used under special circumstances, for example 
in court when lawyers try to induce an answer which they already know.

to
I have shown in the above that the sentence-initial elements in Japanese have 
perform the function of bridging the preceding discourse to the present

sentence. However there is a productive class of counterexamples to this 
hypothesis. Only in the case where the sentence initial element is the subject 
of the sentence does it not have to perform a bridging function. This is shown 
in (24) and (25).

(24) Otokonoko ga hon o mottekita
boy sub book acc brought

(A boy brought a book.)
(25) Senotakai otokonoko ga Hanako ni tikazuitekita 

tall boy sub dat approached
(A tall boy approached Hanako.) 

•It does not seem that these sentences require their subject NPs to be 
accou d preceeding discourse. It seems that this phenomenon can be 
■---- Und^^’^ only by assuming that Japanese has
«lentioned i

an underlying word order.SOV.
donall^"^^^ assumption, the word order of (24) and (25) is not an inten- 

«ced order, but is the word order that obtains automatically if the 
Therefore the violation of the bridging function 

( ) and (25) is nonintentional. According to Kuno (1979)’s hypothe-

basic word order 
involved in
Sts on the
™itted it inactive discourse rules, when the violation is intentionally com- 

a Penaltv. li«,,-,,--------------------- .r .v____ ____________ tt________’^hen the 
From

1 hence unacceptability of the sentence results. However
violation is comtni-tt^Yi ________ __ ___observât’ committed nonintentionally, it does not get a penalty. 

^y'Og basic ■ 3sed on (241 and i’251 T rlnim that Taoanese has an nnder-
this 

phenomenon,' 
®cceptable
«ese has

's’ord order, SOV.
(24) and (25) I claim that Japanese has an under-

have given the discourse conditions of the word order switch 
“»“ely. I have 

iiPd whv rYft----^hy others
explained why some scrambled sentences are

are less than perfect. I have hypothesized that Japa-
^orms a “bricigjj^ fixed word order, SOV, and only when an element per- 

onction, that is, the function of providing a bridge between
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the preceding discourse (or the nonlinguistic context at the scene of the speech) 
and the rest of the present sentence, can the element be moved to the first 
position of the sentence. I have also hypothesized that by preposing an element, 
the topic of the present sentence is established. I have not been able to discuss 
the distinction between this preposing process and thematization with the 
thematic particle wa attached. I have some evidence to show that the two pro­
cesses are subject to different conditions, but I do not have time to discuss it here.
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Mari (Cher cm i») “Pseudo-Relatives”

Kazuto Matsumura 
University of Tokyo

Mari (Cheremis) is a Volga-Finnic language of the Finno-Ugric family and
• tile native language of some 540 thousand people living in scattered areas 
between the Middle Volga and the Urals. It is a postpositional SOV language 
in which the modifier precedes the modified. Like Turkic languages, Mari does

finite subordinate clauses. Instead Mari subordinate clausesnot usually use finite suoorainate clauses, instead iviari suoorumaic clauses « 
formed by non-finite forms of the verb called “participles” in the standardare

grammar. Among them by far the most frequently and widely used is the mE- 
participle, which is the main topic of the present paper.

In general, a subordinate clause formed by the wF-participIe differs from 
a finite sentence in that its subject occurs in the genitive case (gen) and that a 
possessive suffi.x (px) agreeing with the subject in number and person is attached 
to the head noun of a complex NP or to the participle in other cases. Examples 
(/?/=plural, PART=participle):

(') tunemSe-vlak tengece
pupil-pZ yesterday

Tartu ola-Ske mijenat 
Tartu town-to they went

(2a)
‘the pupils went to the town of Tartu yesterday’
[tunemSe-vlak-an terjgece 0 mija-me] ola-5t
pupil-p/-gen

(2b)
‘the town

yesterday go-PART town-px
where the pupils went yesterday’

[tunem5e-vlak-3n terjgece 
pupil-pZ-gezj

Tartu ola-Ske mijo-ma-St]

‘the

is shown in

yesterday Tartu town-to go-PART-px
pupils’ having gone (that the pupils went) to the toun 

Tartu yesterday’

Ill (2a) no element corresponding to the relative pronoun is used 
‘ an and the relativized NP is deleted. The subordinate clause of the type 

:curs at .. --- '(2b) viveurs as a verb 
Postpositional

occurs

(2a).
complement (subject, object, or adverbial clause) or a 

complement. The

widely accepted a 
complex NP is piik-

present paper exclusively deals with cases

clause. -•* IS either 
It is a '

assumption concerning complex noun phrases is that a 
a relative clause or an appositive (noun complement)

phrase in if

‘o'Tse of syntactic'anguages including iviari, deleted in the 
"s ‘^baracteiization complex NP which does not conform to

- —’ the embedded sentence contains 
cderlying structure than

one more
it does at the surface—one which is

b>P and is, in languages including Mari, deleted in the

'S to be regarded as an appositive clause (e.g., the claim
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that you made a claim, an opportunity for you to read the book, cl. the claim 
that you made, a book for you to read). This dichotomy seems to work quite 
well with languages like English, where the class of nouns capable of taking 
an appositive clause seems to be semantically homogeneous (thus the term “con­
tent clause” used occasionally to denote appositive clauses).

In Mari, however, the construction of the structure [... V-?n£Jg N-p.x is 
used in such cases as well in which major European languages would use neither 
a relative nor an appositive clause. A noteworthy fact is that such complex 
NPs in Mari have almost always their literal counterparts in Japanese. Exam­
ples (acc:=accusative):

(3a) [ala-k(>-n omsa-m cot peralta-me] jiik-eS-aze pomazaltam
some-who-gcn door-act? hard knock-PART sound-into-px I awoke

(3b) [dareka no doa o
someone gen door acc hard

hagesiku tataku] oto ni megasameta
knock sound to awoke

‘I was waked by the sound of someone knocking hard on the door’
(4a) [avam-an koi zaritb-me] puS-aza-m Siian, . . .

(4b)
my mother-gcn fish grill-PART smell-px-acc noticing
[haha
my mother gen fish

no sakana o yaku] nioi ni kigatuine, . . .
acc grill smell to noticing

‘having perceived the smell of my mother grilling fish, . . .

Semantically, (3) and (4) are more like relative clauses than appositive or “con­
tent” clauses. (4b), for instance, denotes such a smell as is “involved in” my
mother’s grilling of fish in just the same way as the relative clause the book
you are reading denotes a book which is involved in your reading. The apposi-
tive clause interpretation would be strange here, since an appositive clause, | 
which is supposed to express the “content” of what is denoted by the head ] 
noun, presupposes an abstract noun as its head, whereas the head noun of (4b) 1 
denotes an object of physical perception. In Japanese any noun denoting an j 
object of physical perception can, as a rule, take a clausal modifier of the type 
(3b) and (4b): oto ‘sound’, koe ‘voice’, nioi ‘smell’, azi ‘taste’, tezawari ‘touch’, 
etc. As to Mari, jiik ‘sound, voice’ and pus ‘smell’ are the only instances I have
of nouns denoting an object of physical perception. Considering the relatively
small size of my data, however, there is little reason not to expect other in­
stances to turn up in the course of further study. The construction of this type
will be referred to as “pseudo-relatives.”

There is one circumstance which needs special consideration. Mari as well
as Japanese uses one and the same form of the verb where English would use 
finite or non-finite forms or even a deverbal noun depending on the case:

(5a) tunem-me ij
study-PART year

(5b) [afam-an Tartu oíase
‘academic (or school) year’

my father-gen Tartu town’s university-at
universitet-aSte tunem-me] ij-la-5ta-ze

study-PART year-pl-in-px
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‘in the years when my father studied at Tartu University’

ies consider tunem-me used in (5a) to be an equivalent of theMari dictionaries
Russian adjective 
»«»'?■ ’■
of view, t

uiebnyj ‘pertaining to studying’ (ucebnyj god ‘academic 
this treatment may be quite all right from a practical point

doubt that such w£-forms as iMnew-tzte in (5a) are to be different from those mE-iorms used in constructions like (5b) Rather'^T^^'^^’^^^ 

that there is only one mE-Jorm for each verb and that it is thA » • ’ 
which it occurs that makes the m£-form in (5a) anX I^^e environment in 
jective-hke) than that in (5b). I further assX SfatX"‘XI 

ness” of a m£'-form is determined by the ‘‘deeree of spnt₽ modifying clause (phrase) in which it occurs T^e notion X 
which is to be understood intuitively here, is probably of kin To t^Гnot¡on^of 

“nouniness” proposed by John Robert Ross: it seems that the nounier the 
construction, the less sentence-like it is (cf. I expect he will arrive happily, I 
expect him to arrive happily, I expect his happy arrival). (5a) and (5b) are 
thus to be regarded as representing one and the same construction at the oppo­
site extremities of sentence-likeness. In other words, (5a) is actually a relative 
clause and is to be interpreted as meaning something like “a year during which 
to study.” The same line ol a gument also applies to Japanese: ugoku hodoo 
(move footpath) ‘a moving footpath,’ sinu kakugo (die preparedness) ‘the pre­
paredness for one’s own death.’ Mari pseudo-relatives show different degrees 
of sentence-likeness too: luja-md jiik (shoot-PART sound) ‘the report of a gun,’ 
iort-mo jiik (cry-PART sound) ‘a tearful voice.’

There is another class of Mari constructions of the structure [... V-mE\^ 
^-px which fall outside the categories of relative clause and appositive clause. 
Japanese again has literal counterparts for them:

(6a) [poSkudo kalak-vlak dene kelsen

(6b)
neighbor folk-pZ 
[kinrin no syominzoku to 
neighbor gen nations

ila-me] kumal (jüla)
with agreeing live-PART mood (custom)

nakayoku kurasu] seisin (syuukan)

(7 a)
‘the

with peacefully live

(7b)

spirit (custom) of living peacefully with neighboring 
[lum mut ga£ pale mut-am a§ta-me] jdn
name word from sign word-acc make-PART means

gac pale mut-sm aSta-me]

spirit (custom)
nations’

[meisi kara keiyoosi
noun from adjective acc make

tukuru] hoohoo
method

Ac , "^eans of deriving adjectives from nouns’ 
shown in

less with this class embedded sentence is most likely to be subject-
Iri such cases the ° but there are cases in which a subject does occur,

subject looks like a relative clause or a pseudo-relative

(6a) [Evajn-an
Evi ne-. pocelamut

■gen poem
voza-mo] jon-io
write-PART method-px

o
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каки] hoohoo(8b) [Evain ga si о
Evine sub] poem acc write method 
‘Evine’s way of writing poems’

The speaker of English is likely to associate this type with a construction like 
his habit of getting up early rather than with one like the prospect of his getting 
up early. The latter can be regarded as a non-finite variant of the appositive 
clause: compare the fact that he gets up early and the fact of his getting up 
early. The constructions of the type (6)—(8) will be referred to as “pseudo- 
appositives.” Japanese nouns capable of taking a pseudo-appositive are kuse 
‘habit,’ tati ‘disposition,’ kakugo ‘preparedness,’ unmei ‘fate,’ etc. Mari has a
large inventory of nouns taking a pseudo-appositive: китэ! ‘mood,’ jüla
‘custom,’ posa ‘work, task,’ jon ‘means, method,’ neg3Z ‘basis,’ etc. In addition, 
many recent borrowings from Russian belong to this category: inctodika 
‘methods,’ praktika ‘practice,’ nauka ‘science,’ obrazec ‘model,’ opat ‘experience,’ 
politika ‘policy,’ etc.

I have shown that there are in Mari as well as in Japanese at least two types of 
relative clause-like constructions, pseudo-relatives and pseudo-appositives, for 
which English (and other major European languages) would not use a relative 
clause. It is worthy of noting that pseudo-relatives and pseudo-appositives occupy 
a significant part of the overall system of complex NPs in Mari as well as in Japa­
nese. A conclusion that can be drawn from this is that pseudo-relatives and 
pseudo-appositives are to be regarded as being on a par with relative clauses, not 
as something secondary to the latter. A stronger claim would be to regard the 
three types as showing “different shades” of one and the same construction. This 
claim seems to gain support from the fact that the native speaker of Japanese 
does not feel any syntactic difference between sakana о yaku ami (fish acc grill 
gridiron) ‘agridiron on which to grill fish,’ sakana о yaku nioi (fish acc grill 
smell) ‘the smell of (someone) grilling fish,’ and sakana о yaku. kakugo (fish acc 
grill preparedness) ‘(one’s) preparedness for fish grilling.’ What subtle difference 
there is between them is felt by the native speaker only when he or she is asked 
to translate them into English. It should be noted that Japanese transforma­
tionalist grammarians have tended to maximize the difference between the rela­
tive clause and the pseudo-relative/pseudo-appositive in terms of tree struc­
ture. Such an analysis seems all the less appropriate because in his recent book 
on English syntax Andrew Radford has brought English relative and apposi­
tive clauses so close to each other that they differ from each other only in the 
presence or absence of one N-bar node. What is to be hoped is that some sys­
tem of describing noun modifying clauses, probably more lexicon-oriented, will 
be devised which can differentiate the subtleties of Mari and Japanese complex 
NPs without having recourse to inappropriate “structural ’ differentiation iP 
terms of tree structure at the underlying level of representation.



Reordering in Japanese

Shinsho Miyara
University of the Ryiikyiis

Within the framework of a generalized categorial grammar that is developed 
along the line of Bach and Partee (1980), a formal analysis of reordering, espe­
cially scrambling, is presented for Japanese. This framework, in principle, utilizes * 
a simple operation, concatenation. It allows no transformations such as deletion, 0 
raising, and substitution, but only permutation and movement. I argue that 
icrambling in Japanese is predicted on the basis of a general structural con- 

a general convention which makes crucial use of
SI

figuration and then I propose 
this structural configuration.

1 assume that there are two types of reordering in Japanese, one a bounded 
rule, scrambling, and the other an unbounded movement rule, and that they 
should be sharply distinguished from each other in terms of the difference in 
the domain and the manner of rule application. For example, in (1), the verb 
ineizi-ia ‘ordered’ has three arguments, such as John ga (Nominative), musuko
ni (Dative), and [zookin de yukani (Dative), and [zookin de yuka o huk-u koto] o ( 
freely scrambled, yielding five scrambled variants of (1).

(Accusative), and they are

(1) John ga musuko ni [yp zookin de yuka o huk-u koto] 
NOM son D.\T cloth INS floor ACC wipe-Pres COMP
meizi-ta

DAT

ACC Order-Past 
‘John ordered hi

Jn addition.
s son to wipe the floor with a wet cloth.’

fine.,-'the complement of (1), the two constituents, zookin de 
ihe and yuka o C , ________ ________ _ _______

scrambling'^ seramblable’ variants. What is crucial here is that in Japanese, 
apply betwe'"* P^ace only among clausemate constituents and it does not
Z-Ir,  tne COnStitllPntC in ti-»« \7D .--,1 .n.-er. XV.-. 4. »1-vx-vr-A : »-» *llia ItIoItPÎ'

(Accusative), allow scrambling and this will double

clause; constituents in the VP-complement and those in the higher'•“«se: a rule of scrimhr / r-compiciucin anu UI 
In fart ik nabhng is thus bounded in its application.

by a ------- ---------- • - - ’ - ■ • ■
‘^alled “Emphati^'*^r unbounded leftward movement rule, that Haig (1976) 
Ironi scrambling in'^h*^**^^- ’ in (2). (3) shows that this rule differs
'“’fl it does not a'*^ / Principle, it permits only the single application

adverbs in embedded clauses.

~ are still other possible variants of (1), which would be derived 
an unhniin,-lozt ____ 1 ____ , .1__ TT..- /imcx

(2) in embedded clauses.
a. ^ookin

‘loth \
de

INS
John ga musuko ni [vp yuka huk-u

NOM son DAT floor ACC wipe

o

o

T o
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b.

(3) a.

b.

koto] meizi-ta
COMP ACC order-Past
yuka o 
flooV\ ACC

koto]

John ga musuko ni [yp zookin de
NOM 

meizi-ta
son DAT cloth INS

COMP ACC order-Past
? ?yuka

¡floor ACC clotl\lNS

o
ACC
*,

huk-u
wipe

zookin de John ga [yp ___ huk-u koto]

musuko ni meizi-ta
son DAT order-Past

gakkoo de Fred wa [g Bill 
schoo^\LOC Topic________

NOM wipe COMP

gakkoo de ga
NOM

Mary ni kisusi-ta
DAT kiss -Past

koto
COMP ACC

Jane ni osie-ta
DAT tell-Past

o

o

o

o

‘Fred told Jane that Bill had kissed Mary at school’
(3b) only means ‘At school, Fred told Jane that Bill kissed Mary.’

As a general structural relation to predict reordering in Japanese, in Miya­
ra (1982), I argued that if two constituents are in c(onstituent)-subjacency rela­
tion within a right branching structure, they can be scrambled. To clarify the 
notion, the ‘right or left branching’ structure, in (4) below, node E is c-subjacent 
to node C in the left branch, while node F is c-subjacent to node B in the right 
branch.

(4)

D G
In Miyara 1982, I claimed that nodes F and B satisfy the necessary condition 
on scrambling in Japanese.

As an illustration, let us take up another example of scrambling^ In (5)- 
the subject NP, the dative NP, and the complement of category VP can be 
scrambled and within the VP-complement, the dative NP and the direct object 
NP can be reordered. (6) is the categorial structure of (5).

o(5) John ga Bill ni [yp Mary ni hon okur-u koto]
NOM DAT DAT book ACC send-Pres COMP ACC

o

susume-ta
advise -Past
'John advised Bill to send Mary the book.’
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S. Miyara

(6)
S

NP]^ VPi

NF
1 

John

ga
NP

Bill

f’3

NP 2,
ni.^

VPp

TVP 1

'"’2

T1''P2

.VPi

°1

TVP/VP

susume-ta

NP

hon
°2
Np'

NP il

ni 2
Mary

VP/VP 
1 

koto
TVP/NP

Iokur-u

(The subscripts here are added merely for ease of identification.)
It^^^he categorial structure (6), NP2 is c-subjacent to NPi in the right branch 

and VP 1 is c-subjacent to NP2 in the right branch, hence the three constituents 
can be scrambled. The same thing is true in the case of NP3 and NP4, which 
also satisfy the condition
this reason, NPg and NP.

on c-subjacency and right branching structure. For

satisfy the condition 4 can be scrambled. Other pairs of constituents that

and thus
on c-subjacency in (6) exhibit a left branching relationship

cannot be scrambled. For example, though the syncategorematically 
_ . c-subjacent to VPj and they are in the left branch, the two
constituents do not - -
introduced

hence, they satisfy the condition on the right branching structure; 
cannot reordered. This same restriction on reordering holds between

TVP.
and TVPj, between Ol and TVP/VP, between VP/VP and Oj, between

C-Sl
in

'Ubjacency
Japanese, 02 and TVP2 and between nt2 and TVP/NP. Ac-

any two constituents that satisfy both the conditions on
I propose^a * branching structure can be scrambled.

convention’ (TFC^*^^'^h^‘ structural reduction, the ‘tree-flattening
‘•■’tibjacency and ’’ makes crucial use of the two configurational notions, 
^be following char ^'*Sbt branching structure. This convention has

’’corderin? provides uniform conditions
right Lani. of '■ ..............

‘ e Word order tvn is relevant for r
"‘‘«■ins since nnh * (Ki) it makes
.nun'i"«?! the

ous on vari-
of structural configurations; (ii) whether 

structure is relevant for reordering is determined by

rule is

i an interesting claim on re­
constituents reduced by this convention are to

siblç
at description of a language-particular reordering’O^t; (iv^ '»'-nvxnjiiuu 01 a languagc-p

riiion determines the domain of the^^o’-dering rules application of pos-. • _ ■---------------- -- Vil»- Kji. t

IS, it is unnecessary to state the condition as to
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whether scrambling is clause-bounded or not), thereby simplifying the formula­
tion of a particular reordering rule; and (v) it provides natural grounds for 
the scrambling rule (or some other reordering rule) that is not “structure-pre­
serving” (Emonds 1976).
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Tough ’Constructions and the © Criterion
Mario Montaibetti and Mamoru Sai^

Massachusetts Institute of Technology

The main concern of this paper is some theory internal consequences of the 
of Tough constructions advanced in Chomsky (1981). In particular, 

will discuss two problems of current syntactic interest: (a) the problem of 
and S-structure representations; and (b) the problem of the parti-

analysis
we
parasitic gaps 
tion of empty categories and the PRO-drop parameter.

As a starting point, let us sketch briefly the two core features of Chomsky's 
analysis of Tough constructions. (I) The matrix subject position is a 0-position. 
This assumption settles a paradox of 6-theory. As shown below, easy-iype adjec-

1
3^

tives can take as the subject a referential NP or a pleonastic element.
( 1 ) John, is easy [g O, [g PRO to please <?,]]
(2) It is easy [§ [g PRO to please John]]

Instead of assuming a dual lexical characterization for this class of adjectives, 
we can simply state that eaiy-type adjectives do not assign a 0-role to the sub­
ject position. Now, (1) implies that Tough sentences do not have a lexical sub­
ject at D-structure. And this, in turn, implies that the matrix subject is inserted
at some point after-D-structure. Thus, a question remains as to how the inserted
subject gets a 9-role, and this is where the second assumption comes in. (11) 

o.sy-type adjectives trigger ‘restructuring.’■y-ype adjectives trigger ‘restructuring.’ Due to restructuring, (1), for 
amp e, has the S-structure representation shown below.

(3) John is easy to please] e]

ex-

Here if 1 h ■ •
is coi ° C with e under free indexation at S-structure, the latter
0.rhniv. anaphor bound by the former. Thus, John and e form a
" cnain, and conseonpruu, /„i._____ _ .. a , .... c , •______ ..
6'chain.

'Ve havi

consequently, John gets a 6-role by virtue of being ))art of a

(¡inding a variable i 
fact that a

( ) The book i

restructuring, there is an operator 
--- in Tough construction. This hypothesis is confirmed by 
parasitic gap can appear in Tough sentences.

ts hard to buy t without reading e
inonx 1 O

let us assume that the core properties of parasitic
Pollowincv rnv ” 'U'
S'» »n,?, “iXV'iT* ..................“ n-n................. r-..... ,

•'l operator c-commands the ‘real gap’ and the ‘parasi-tic
and 

there- must be 
However, as

(b) neither of the
an

gaps c-commands the other. Then, it follows

(4) lead,
poi ®P^Eator in Tough construction.

’lied out in Chomsky (1982) and Montaibetti, et al. (to aji- 

stronger conclusion. A parasitic gap, though it 
Chomsky, Ken Hale, Neil Elliott, Howard I-iisnik,

us to
ï’e’cuu 7“'** '«ke

■ J'”' Siowcil.

an even
thank Xi

Estl
oam

ær l or,Ugo, and Lisa Travis for helpful discussions.
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is a pronominal at D-structure, must be a variable at S-structure, as required
by the Binding Theory and the 0-criterion, Thus, it follows that Tough sen-
tences must have an operator at S-structure. But at the same time, the matrix
subject in Tough construction must be part of a 0-chain at this level, as required
by the 0-criterion and the Projection Principle. And this is possible only after 
restructuring. Thus, it follows that Tough sentences must have two rejnesenta- 
tions, the restructured one and the unrestructured one, simultaneously at S-struc-
ttire. This consequence is particularly interesting in the light of Chomsky’s 
(1981) hypothesis about Japanese that each sentence has a dual representation 
at S-structure. If we assume that the so called “predicate raising” in Japanese 
i.s an instance of restructuring, and that restructuring results in dual representa­
tion, then we should expect that causative sentences in Japanese, for example, 
have a dual representation.

Now, let us consider the following Spanish sentences:
(5) Juan es fácil de convencer (John is easy to convince)
(Ü) Juan es fácil de ser convencido (*John is easy to be convinced)
( 7 ) *Juan es fácil de ir al colegio (’John is easy to go to school) 

.As shotvn in (5) and (6), the preposition de appears in Spanish Tough sen­
tences, and some dialects of Spanish allow the so called ‘Tough passive con­
struction.’ (7) shows that the extraction from the subject position is impossible 
even in these dialects. On the other hand, the matrix subject position seems to 
be a 0-position, and a parasitic gap can appear in a Tough sentence.

(8)
(9)

(10)

Es fácil (de) convencer a Juan (It is easy to convince John) 
Esta teoría es difícil de explicar i sin conocer e 
(Lit. This theory is hard to explain without knowing)
Esta teoría es difícil de ser explicada í sin conocer e
(Lit. This theory is hard to be explained without knowing) 

Given these sentences, we must say that Spanish Tough sentences are derived
basically in the way English Tough sentences are, that is, they contain an opcr- 
atot and have a dual representation at S-structure due to restructuring. Thus, 
the crucial question at this point is why Spanish Tough construction has some 
properties that cannot be found in its English counterpart.

As for the preposition de, (5) and (6) are totally out without this preposi­
tion. Thus, although this can be an idiosyncratic fact about Spanish Tough 
construction, it seems likely that de is playing some crucial role in these sen-

proposed that áe is assigningwetences. In Montalbetti, et al. (to appear). 
Case to the following infinitival. This hypothesis predicts that when the infini' 
tival is assigned Case in some other way, de is not required. And this predic-
tion is indeed borne out by (8). In this sentence, the infinitival forms a chain 
with the expletive pro in the matrix subject position, and thus, inherits the
nominative Case assigned by the matrix INFL. Consequently, this sentence 
perfectly acceptable without de.

1) The idea that “predicate raising” may be an instance of restructuring was, as far as 
know, first suggested by Kazuko Inoue.

is

we
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mnortant difference between Spanish and English is that only
more ‘Tough passive construction’ exemplified in (6). (7) shows

Montalbetti/Saito

The
the former allows
‘ is not an instance of raising, and (10) shows that the trace in the
that (6) >=> 'object position of ‘Tough passive construction’ must be a variable.

dement J /in\ if ftiA fvar#* in flip rnninlpmpnr nHiprf- -nnci-comp■ ‘ Id be noticed that in (10), if the trace in the complement object posi-
NP-trace and the ‘real gap’ is in the complement subject position, 

the'real gap’ c-commands the ‘parasitic gap’ and (10) should be out. Now, 
that the trace in the complement object position of (6) is a variable, wethen

• „ that trie ----- J— X \ /
immediately face two questions. How does this trace get Case? And, what is

the complement subject position?the empty category in . . .
for the first question, we cannot say that de is assigning Case to theAs com-

plement object position, since de is not adjacent to this position and also, it is 
already assigning Case to the infinitival as a whole. Furthermore, if de can 
assign Case to the complement object position, then it is not clear at all why it 
cannot assign Case to the complement subject position, that is, why (7) should
be out. However, when we compare Spanish and English Tough constructions, 
it seems likely that de is playing some role in the Case-assignment to the com­
plement object position in sentences such as (6). Also, given the adjacency con­
dition on Case-assignment, we must say that in (6), it is the passive participle 
convencido that assigns Case to the complement object position. Thus, we are 
naturally led to the hypothesis that de somehow restores the Case-assigning 
ability of the passive participle convencido.

This hypothesis, we believe, is not as strange as it may sound, if we assume 
the interpretation suggested to us by Neil Elliott. That is, a passive participle, 
being a neutralized category between verb and adjective, lacks the value for 
the feature N. And the verbal complex ser convencido in (6), for example, 
etng the head of the complement sentence in some sense, agrees with de. Now, 

due to this -agreement, the verbal complex acquires the Case-assigning [—N]
-•If this interpretation is correct, then we should expect that if 

mp ernent verbal already has a value for the feature N, it cannot acquire
feature of de.
the

followiiig^da^'^'''^ f feature of de. And this prediction is borne out by the

(11) a. 
b.

Juan es fácil de Hegar (*John is easy to arrive)
^^egar, being

«Juan es fácil de
^^'jectivi

ser orgulloso (*John is easy to be proud) 
c has verb,^ has the feature [—N], and orgulloso, beinga an

let

Otlr 
the

in the
us move

[+N].
gjj ^o the second question. What can be the empty cate-
to th ^ciHject position of (6)? Note that regardless of whether

Th
answer to the first 
complement

Us, this trace

question is correct or not, we must say that the trace in 
position is a variable for the reasons already stated.

eoindexed with tlm'^^'^ A-free due to the Binding Theory, and cannot be 
t te trace in ®™Pty category in the complement subject position. Since 
J^rt as Well as the'^P ement object position is coindexed with the matrix sub- 
_ _ operator, this implies that the empty category in the com-
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plement subject position is free. Hence, it must be PRO or pro. But this
empty element does not form a chain with any other element in the sentence.
and its position is not assigned a 0-role. Thus, it follows that it must be an 
expletive pro.

This conclusion, however, leads us to some new problems. First of all, if 
pro can appear in the complement subject position of (6), it is not clear why 
it cannot appear also in the complement subject position of (5). The comple­
ment subject of (5) gets the arbitrary interpretation, and hence, must be a 
PRO. This problem, however, may be resolvable, at least technically. For 
example, we may claim that de goes down to the COMP position and governs 
the complement subject position only when the verbal complex in the comple­
ment acquires the Case-assigning [—N] feature from de. Then, if pro has to be 
governed for some reason, then it follows that the complement subject of (5) 
must be a PRO.^> But the second problem seems to be more serious. That is, 
in (6), there is no AGR licensing a pro in the complement subject position. In 
fact, the appearance of pro without a licensing AGR does not seem to be lim­
ited to the context of ‘Tough passive construction.’ Let us consider the fol­
lowing sentences:

(12) a. De e comer una manzana, (él) tendrá dolor de barriga 
(If he eats an apple, he will have a belly-ache)

b. De e llamar por teléfono, parece que no lloverá 
(If he calis, it seems that it won’t rain)

The empty element in these sentences cannot have the arbitrary interpretation, 
and hence, seems to be pro. And here again, the features of this element are 
not recoverable from the INFL. (6) and (12) seem to indicate that pro can ap­
pear in the subject position even when its content is not recoverable from the 
governing INFL, and a proper analysis of these sentences may give us some 
clue as to why pro can appear all over the place in languages like Japanese, 
which does not have any kind of agreement phenomenon.
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From Non-linear Kealistic Grammar to Linear Formal Grammar

(». Introduction

Cóanmiar

C. Y. Ning
Heilongjiang University, China

r when defined as a real object in the sense o£ Chomskyan linguis-
ics has two representations: realistic representation and formal representation.lies »»«•• V -i

The former constitutes, at the mental and ultimately at the physical level. a
realistic grammar (RG), which is an ontological description of the mental
entities and mechanisms in the language faculty; the latter constitutes a formal
grammar (FG), which is a formal description of
syntactic intuition. The present study attempts to suggest

a speaker’s competence at the
a new approach for

the study of human language and cognition, with focus on (A) the substantial 
properties of RG; (B) the properties of FG; (C) the relation between RG and FG.

1. Substantial Properties of RG

Consider the sequence in Russian below: 

(1) nashar fojina (our mother-land)

Syntactically the two words are permuted in a temporal order in which nachar
pieceds fojina. But semantically, the “thinking order” is logically infered to be
adverse to the syntactic order since the choice of the pronoun nachar in its- -y •‘»VVS.V.VJK, VlllLl OlllV 
emale-gender form must be made 

csf which is provided previous to that of the pronoun. This inter-
upon the semantic information of female-

csting phenomenon
property of RG,

can be observed in any language and reveals an important

events from
^eniantits in a loose

perhaps a substantial one, ■which helps to distinguish mental 
physical events, intelligence from non-intelligence and syntax from

like to use the
thologital

e sense. To account for this dual nature of a sequence we’d 
capitalized S for a syntactic sentence and the small s for a psy-

(2) An
Of semantic sentence which is defined as (2).

s IS an
Filen the

equivalent of a
substantial

syntactically-sufficed S
dal tion-liiiearit ‘property of RG can be accounted for in terms of sequen- 
’’«quential non. • ’

it suif-ir ■ is t 
RC; exh-mi" iofm

1 in the presentation of s’s. The basic idea about the 
in the *f^ ** does not recognize an intrinsic order of time

cxliibits th f°''" intuitively syntactic structure. This non-linearity

"hole.
-^n s iS IS a

the s.
or thet-r u

the foil,

no

lowing characteristics:
which means that an s is never generated but as a 

temporal but only spatial process in the integration of
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(4) A previous bit of semantic information will last till the finis of an S within j 
the limits of memory-span. 1
(5) A is a part of B which is at the same time a part of A, where A and B are I 
two formally distinguishable elements of an s, roughly two lexical items. j
(4)
(6)

together with (5) might lead to (6).
i. semantic primitives are binary.

ii. the status of s’s can be realized through the “from-bottom-to-top” device 
in Montague grammar.

2. The Properties of FG
In contrast to the non-linear properties of RG, FG is by virtue linear. Most । 

of the grammars so far postulated are FG varying in degree of precision.

3. The Relation between RG and FG j
The relation between RG and FG is assumed to be “extradition” whose 

generalization is as follows:

(7) For every S there is a corresponding s and vice versa.
(8) For an s there must be two and only two elements.
(9) If Sj contains $2 and Sj, S2'correspond to Sj, So respectively, then Sj entails 
So, and there is a language-specific device to realize the relation between Sj and So.

The consequence of the sketchy proposal is hard to predicate, but a tenta- I 
tive study along this line has shown some promise of success, in the following J 
aspects: j

1.
IL 

III. 
IV.

V.

the realistic understanding of mind
an explanatory theory of language as a mental process
a realistic interpretation of Chomsky’s Logical Form or S-structures
a challenge to the century-old controversies of body-soul, language-mind, 
physical-mental, form-content, and syntax-semantics, etc.
providing some new notions necessary for a grammarian’s theorization in 
selection restrictions, co-idexing, entaiment, presupposition, anophroic re­
lation, etc.

L



Anacoluthon and “Double Subject” Sentences

Eunice Pontes 
Universidade Federal de Minas Gerais

Li & Thompson (1976), describing topic-comment sentences in topic-promi­
nent languages refer to “double subject” constructions as “the clearest cases of 
topic-comment structures”. They say that “all Tp languages have sentences of 
this type, while no pure Sp languages do as far as we know” (p. 468).

An example of Japanese was:

1) Gakkoo-wa boku-ga isogasi-kat-ta “School, I was busy”.

I want to show, in this paper, that what is called “double subject” sentences 
in so-called Tp languages is also found in Portuguese, under the label of 
“anacoluthon”. Consider the following example from oral Portuguese:

2) “E o almo^o, eu volto mais cedo”.
-And the lunch. I’ll come back earlier.

-As in other languages, this construction is formed by an initial NP- the topic- ■ 
followed by a comment S containing subject and predicate. It is not possible 
to say that the initial NP___ was moved from any point of the comment S, since it 
IS comjilete. There is no element missing in it, as in topicalized Ss, nor any copy 
pronoun left behind, as in left dislocated Ss. Anacoluthons are perfect examples 
o Ss which depart from syntax. They are discourse-dependent and consequently, 
an interesting case for pragmatic study.

In order to ■ interpret a construction like (2), we need to know what was said
efore in the discourse : 

tolh^wing context: the housekeep,as well as the context of situation. S (2) was said in the
■er was giving instructions to her maid. She

3) Tina, 
Tina,

pode botar a lou^a na máquina. E o almo^o, cu volto inais cedo.
b-irV china in the dishwasher. .And the lunch. 1'11 tome■Jack earlier.

She 
and shemeant that.

speaker
would as for the lunch, she would come back earlier from work
was prepare it. Out of context, S(2) could be understood as if the

situation this back to have her lunch earlier. But, in the context of 
^bis shows how^* make sense, and the maid understood it as it should be. 

‘he discoiircf. understood in the context of situation as well as■course.
think S(2\ ill, .
prolixity)» Grice's (1975) maxim: “be brief (avoid unneces-

very economic way, speaker and hearer understand them-
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selves, not saying what can be supplied by the whole of the discourse and the
context of situation.

From the syntactic point of view, these constructions are different from SP 
sentences. There is an intonational break between the initial NP and the fol­
lowing S, which is complete. The relation between the initial NP and the fol­
lowing S is a discourse relation, since the following S is always a comment about 
the initial NP which is the topic. It is the juxtaposition of the NP with the S 
which creates the semantic link between them.

Keenan-Schieffelin (1976) studied constructions similar to (2) in English 
under the label of left-dislocation. They describe them as having “the following
format; Referent+Proposition. That is, some referent is specified initially and 
then followed by a proposition relevant in some way to this referent” (p. 240). 
Although many linguists, following Ross (1967), define left-dislocation as con­
structions which contain a coreferential pronoun, for Keenan-Schieffelin such 
constructions may not have a coreferential pronoun, as can be seen in the fol­
lowing example (p. 240):

4) “The mo- the modern art the twentieth century art, there’s about eight 
books”.

I am reserving here the label “anacoluthon” to those constructions which are 
similar to LD constructions, but do not have a coreferential pronoun, like (3) 
and (4).

Keenan-Schieffelin (1976) and others (e.g. Prince, 1980) state that LD con­
structions are typical of spontaneous, or informal, or unplanned discourse. This 
may be true of English or even Italian, but surely is not true of French, Portu­
guese, or Classical Greek as attested by traditional grammarians, who study LD 
under the label of “Pleonasm” and Anacoluthon (see Pontes, 1981, for more in­
formation on LD in written Portuguese, French, Spanish). Anacoluthon is 
described by Portuguese Grammarians as “putting in the beginning of a clause.
without a grammatical link to the rest of the sentence the object’s name, after 
which an assertion follows”.

Portuguese grammarians give examples of anacoluthon found in the best 
writers of our language, from archaic to contemporary Portuguese. I will give
here only one example, quoted by Cámara Jr. (1968), from 
poet: 

brazilian moderna

5) “Estas estradas, quando novo Eliseu as pertorria/'as crianzas lan^aram-mc 
These roads, when as another Eliseu I crossed them,/the children threw 
pedradas”.
stones at me.

As for the function of Anacoluihon in discourse, Keenan-Schieffelin say that 
constructions like that introduce a new topic or reintroduce topics. They say 
that LD constructions “appear most often in (...) an environment in which 
the referent does not appear in the immediately prior discourse”. Its function



• troduce discourse-new referents. They state further, that “Typically, the
is some entity known to or knowable by the hearer from the

£ pontes

is to
initial referent
non-verbal context

of the utterance from some prior background experience”

(p. 242).Examples (2-3) tell 
word “almogo” ‘lunch’ is introduced by this construction. But I don’t think it 

T rnnvPrc,,!™ , rnnin tnn.V

us that Keenan-Schieffelin are right in one respect: the

constitutes a new topic. I think there is, in the conversation, a main topic.
. ••vjfrhpn work”. The householder and the maid were talking about 

which IS mil“'- . 1 .K 1 • .. K
(he work to be done in the kitchen. One was to wash the china, the other
was to prepare lunch. Washing the china and preparing lunch are both sub topics related to the mam topic, which is “kitchen work”. If one sneaks ni t 
•new’ topic in discourse one might be giving the impression that speakers Le 

changing topics entirely as the conversation goes on
I. might be more accurate to speak of a main topic, the discourse-topic. orIt might be more accurate to speak of

text-topic and of sub-topics, or sub-text topics. Prince (1980) seems to be think­
ing along these lines, when she says, about LD, that “Upon hearing a LD 
sentence, with NP, in the leftmost position, infer that the speaker is about to 
begin a (sub-) text in which some entity is salient and which is judged to be of 
a certain “bigness” (p. 21).

It is interesting to notice that, although the Anacoluthon is also found in 
written language, it is not well accepted in formal written language. In this 
register, what corresponds to Anacoluthon is a construction exactly equal to (2), 
but beginning with an expression as “quanto a”, “in relation to”, “as far as X 
is concerned”, etc. If we want to transform (2) in a construction well accepted 
in written formal language, it is sufficient to add “quanto a”, before 2:

11) Quanto ao almogo, eu volto mais cedo”.
As for the lunch. I’ll come back earlier.

para₽r*^ ^’tpression, “quanto a”, is used, in written formal language, to begin 
other r P same function, I think, that “anacoiuthons” have in
topic ThT^’^^h “quanto a” in order to call attention to another sub­
part of ■> usually, is related to some antecedent in the text as a sub­

Prince
as

a main topic, the text-topic.
(1980) noted that 23% or LD occurrences in a corpus w'ere transcribed 

Based in McKeon (1980) she observes that a “text-piece 
* s • - -

Paragraph-initial.
meets two criteria:.„u criteria: (A) it must be (expected to be) a coherent(B) It must be big” (p. 17). These two criteria are used by Prince 
structures, as can be seen from the quote I mentioned earlier on. I suspect 
there is a relatin,. k.... . .... . ToaSgrib This suspicion is №...cic IS a relation between Anacoiuthons an doing on connectives
roborated by an early research a student о
are finding a corre1^^^''^
^®ph-introduc between some connectives which we suspect

An;
and the occurrence of LDs.

are para-

thons occur in Portuguese as topic-reintroducers:
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7) A.

B.
A.

Nao, realmente, Joao, acho que eu te falei, eu pretendo fazer 
Not, really, John, I think that I told you, I intend to do 
acupuntura em Odontología. É só aparecer e eu vou ... enfiar a cara 
acumpuncture in Odonthology. When it comes up, I’m going to ... work 
prá ver se a gente faz um curso diferente. Um curso de especializacao 
hard so that we may have a different course. A specialization course 
né? A gente clini... fazer clínica geral é muito bom, a gente ... (a) 
ok? We clini... to do general practice is very good, we ... learn 
prende muito ganha muito, né? O conhecimento nao fica muito limi­
tado ... a lot earn a lot, uh? Knowledge isn’t very limited... 
Humm-hum.
enguanto que especialidade, a gente limita o conhecimento. 
while in specialization, we narrow down knowledge too much.

In this example, we see that the speaker began speaking of “specialization”, 
then changed to “general clinic”, contrasting the two fields of work in Odontho­
logy. After that, he returned to the first sub-topic: “specialization”.

We see a similarity between this example and (2): there is a main topic, more 
general (kitchen work, odonthology) and two sub-topics, two “alternatives”, fol­
lowing Keenan-Schieffelin.

To sum up, Anacoluthon differs syntactically from LD and Topicalization 
because it does not have a resumptive pronoun, neither is it possible to say that 
some part of the comment-sentence was transformationally transposed to the 
beginning of the sentence.

However, it is similar to topicalized and LD sentences in the fact that it be­
gins with a referent followed by a comment-sentence. The comment-sentence, as 
it happens with the so called “double subject sentences” in Chinese or Japanese, 
is complete, with subject and predicate. The relation between the referent-topic 
and the comment-sentence, which are juxtaposed, is one of discourse: we estab­
lish a link between them based on what Grice describes as maxims of conver-
sation: “Be relevant” and “Be brief” (p. 46).
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On Mixing
and Noiiconfiguralioiial Properties*

Eric J. Reuland
University of Groningen

0. Introduction

In this article I will address an issue which arises from the discussion of the
confignrationality parameter in recent work by Hale and Chomsky (Hale (1981, 
198“). Chomsky (1981)). The discussion itself stems from the contention in 
Choniskv (1965) that grammatical functions are definable in terms of the con­
figuration in which the constituent bearing them appears (the definition of the 
SU(bject) of the sentence as the NP immediately dominated by S, [NP, S] or 
th.e D(irect) O(bject) as the NP immediately dominated by VP, [NP, VP]). This
is related to (although certainly distinct from) the question to what extent the 
order of constituents is fixed in the base. If constituent order is fixed in the 
base, and grammatical functions are assigned configurationally, it follows that 
syntactic processes in which an NP receives a thematic role (O-i'olc) associated 
with one function and some morphological (e.g. Case) marking associated with 
another, involve syntactic movement. .Standard examples arc passivization. in 
t'hich an NP receives the 6-role of the DO and the structural Case of the SU.
and other types of raising. It has been argued by Hale and others (eg. Farmer
(’080), Nash (1980)) that there are languages in which the order of arguments

CSSClltinllv froA «-»»-«xJ «^1___  _________ _ ____ J!___js essentially free, and in which these arguments are directly assigned to slots
•n the thematic grid of their functor: 
’••nctions. There is no 
It has been
dift'e;
be
In

s, not mediated by configurationally defined
(or only limited) syntactic movement in such languages.

suggested in the literature (eg. Chomsky (1981), Hale (1982)) that
•cnees of this kind constitute a major syntactic parameter: languages can
mfi' (e-g- English), or —configurational (eg. Warlpiri, Japanese).

configurational
gcanmiatical functi

languages an argument can become associated with different

the various ions only by undergoing the syntactic movement rule !\Iove «;
tion chain functions of an argument are represented in its fitnc-
^ut positions ihese languages the function chain represents the differ-
••entence. For argument in the course of the derivation of a
the ‘••stance, in the case of a simple passive, the subject NP will have

positions
Hence, in

’’•e function chai simple passive, the subject NP will have
•andont G(rainin*”-'^^^’ HO]. In nonconfigurational languages the principle of

GF assignnrenE(unction) assignment is employed instead. The output 
"•oveiueuj in •^^^tricted by similar principles as the output of (also random) 
"»ovement being languages. GF chains are formed directly, without
"°';"°nfigurationa?o"‘^™^‘^*^"y- configurational languages use Move "

•••ciure in 3 ones use Assume GF instead. In the case of a passive-h 
-onconfigurational

•nos'i

a
language. a chain [SU, DO] will be formed

ones use Assume GF instead. In the case of a passive-like'AnC_ a __ _ _ _
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when an argument on the basis of Assume GF first is assigned the DO function,
thereby acquiring the associated 0-role, and then assumes the SU function re­
ceiving the concomitant Case. The most interesting question concerns now the
nature of the parameter. Ls it indeed the case that there is a dichotomy in the
set of natural languages along these lines; does the parameter + configurational
represent an independent principle. or it reducible to other principles and their
interaction? A first step towards an analysis of the true nature of the parameter 
is to determine whether it does indeed induce a dichotomy on the set of gram­
mars of natural languages in the sense that grammars either only employ con­
figurational principles or only nonconfigurational ones. In other words can 
Move a and Assume GF appear together in a grammar or are they mutually ex­
clusive? In Chomsky (1981) it is shown that there is a sense in which Assume 
GF cannot do the job of Mov a when applied to a configurational structure; 
one cannot take the surface structure of John is considered stupid, simulta­
neously using it as D-structure, and derive the correct L(oglcal) F(orm) by ap- 
-plying Assume GF, in a manner which is consistent with other theoretical princi­
ples. For instance, such a derivation would violate the projection principle and 
the 6- criterion since in its surface position John is not governed by the predicate 
stupid, hence could not be 6-marked by the latter. On the other hand, accepting 
the argument presented by Chomsky, nothing prevents the grammar of English
containing both Move a and Assume GF, only, in grammatical derivations the
latter cannot but apply vacuously. That is, assuming a derivation of the 
example under consideration from the representation e is considered [s, John 
stupid]] by moving John from the subject position of So to that of S,, and hence
assigning it the function chain [STJ,s,> SUJ, all derivations in which Assume GF
would assign a function different from that fixed by the configurations would 
be ruled out for independent reasons. This is important, though, in that it 
shows that there is no inconsistency in a view of universal grammar in which 
configurational and non-configurational principles coexist in general, and in 
fact coexist in the same grammar, while other properties of the grammar deter­
mine which of them may apply nonvacuotisly. If this is correct, we may go one 
step further and entertain the possibility that it is not so much the general 
properties of a grammar which determine which set of principles may apply 
nonvacuotisly, but rather specific properties of particular constructions. I.e. it 
would appear to be possible for there to be languages in which configurational 
principles apply in some constructions and non-configurational ones in others. 
I will argue that this case is indeed realized, namely in certain cases in Dutch 
where complement clauses are restructured with their matrix clause.

1. Restructuring in Dutch

The limitations on the size of this contribution prevent me from presenting 
a justification of the theoretical principles underlying my analysis of the relevant 
infinitival complements in Dutch; in fact I can hope to do no more than convey 
an impression of the analysis itself and the facts it explains. For details I have
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to refer lo
base position
clause

land (1981, 1982 and to appear). Dutch is an SOV language, the 
of complement clauses is on the left of the verb of the matrix 

reasons clauses are often subject to extraposition. In-For independent
lements of (mainly) perception verbs cannot be extraposed; instead, 

niii»-*’*** - ,. . J ■ -1_____ rtf tlirt rtf t-brt matriY rlaiicp bv ^vprb-rm'dinop*

their verb process may be iterated and result in a string of verbs
Pt^CrS ( __ _ rtV-zlrtT. Tf fbrt Cf-l-nz-tlrt-p Z-rtrifOlrtC Ort Ortvilio*-<f

finitival coni]

(see
in an

to the right of the verb of the matrix clause by ‘verb-raising’

order which mirrors the base order. If the structure contains an auxiliary 
normally requires its complement verb to assume participial form (eg. 

this construction, the verb must appear in infinitival formsvhicli
hebben ’have’), in
instead. It follows that something more than simple movement is going on.
The facts are illustrated in (1) with the relevant structure indicated (using sub­
ordinate sentence forms).

(1) a.

b.

*dat [s Al [vp [s. Pat [vp^ de ratten vang-] [,^,1,
that Al Pat the rats catch

-en]] gezien] [,s„,
0 seen

heeft]] 
has

dat [s Al [vp [s, Pat [vp^ de ratten ej [i>,pl 
vangi-enj]

ej] ej [. heeft zien^ 
*gezieni.

The phenomenon of infinitive for participle (IPP) shows that the formation of 
the verbal cluster labelled a (indicating a merger of the categories INFL and 
V) involves restructuring: the occurrence of the infinitive is explained, since 
under the conditions on restructuring given in Kayne (1981) restructuring be­
tween the verbs involved would be blocked by a participle in this position. The
reason for restructuring is that otherwise the subject of the complement, Pat, 
could not receive Case. In (la) Pat is only governed by the infinitival ending 
l-en/ which is not a Case assignor. The basic pattern of government is that the 
c-cominand domain of the head of
inaccessible to government from 
of /-en/ blocks 
bility does

a construction (INFL in the case of S) is
a source outside that domain. Thus the presence

So, in
government of Pat by gezien. I will propose that this inaccessi- 

not hold if the head and the outside governor involved are coindexed.
if • V ^) Z *n the domain of X“ is an opaque position wrt.
“ IS not wrt. x;. 1 -1 r Y“, but in (2b)

(2) a.

The
• • • [x Z X“. . .] Y». . . b. ... [s z x?...] y; ...

coindexin obtains when XJ is the trace of Y{; other reasons
receive Case fr ruled out. Thus, in (lb) Pat can be governed by and
create opacity i°™ vcoindexed with ej (null heads 

gory V/IXfl ■* beads). The result of restructuring is that a complex
a as a whol The indices of its constituents may percolate up.

I "" *n (lb) may acquire the index set {i, j, h}. As a consequence.

for

I bus <
«
that

and Its
at S-;constituents

structure
tJte coüfiguXÎon °*the

dose

govern into the domains of Ct, ej, and e,. This entails
-roles must be assigned according to nonconfigurational
-f the elements of « governs all the arguments involved:
not tell that de rallen receives its 0-role from vang- instead
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of from zie-. Yet, this manner of 9-role assignment at S-structure cannot but 
mimick -(vhat was determined by the D-structure configuration. Any other 
assignment leads to a violation of the 0-criterion. There are, however cases in 
which free 0-role assignment on the basis of Assume GF is crucial. The con­
struction can be used with the SU argument missing, as in dat de jongens elkaar 
zagen neersteken Titt. that the boys each other saw stab’. This sentence only 
has a passive-like interpretation: ‘that the boys saw each other being stabbed 
(by some person)’. It can be shown that elkaar must be the syntactic subject of 
the complement. Yet it is the thematic object of neersteken. Since there is no
passive morphology on neersteken simply moving elkaar from the DO position 
to the SU position violates the 0-criterion: since the SU position is not dethe- 
matized elkaar receives a 0-role from both members of the chain [SU, DO] (see
the discussion in Chomsky (1981): [NP, S] lacks a 6-role if [NP, VP] has no
Case.) Under the assumption that the percolation of the indices of the com­
ponents of a verb cluster is optional (as are most syntactic processes) the follow­
ing analysis is available (in (1) taking any other option but the one discussed 
leads to ungrammaticality for obvious reasons). Consider the structures given 
in (3), where a as one of the options picked up the index set {h, j}.

(3) a.
b.

dat [g de jongens [yp [g, e [yp, elkaar] ej Cj e^] [„ zagen,, neerstekj-enJd,, jJ 
dat [g de jongens [yp [g, elkaar [yp, t„ e,] ej Cj,] [„ zagenj, neerstek,-enj],i,, j,]

Since a does not bear the index i, at S-structure elkaar is not governed by 
neersteken in (3a). Hence it has no Case and the passive rule applies, dethema- 
tizing the SU position. Now it can move, yielding (3b). As a SU it can receive 
Case (a bears the index j). It cannot inherit its 0-role from t^, since t,; is not 
governed by neersteken. However, the structure is saved, since one of the out­
comes of random 0-role assignment is that under which elkaar is assigned the 
0-role of the DO of neersteken, in conformity with the 0-role it received at D- 
structure by configurational principles, before V-raising took place. This is pos­
sible since as the SU of S2 elkaar is governed by a and hence by each of its con­
stituent verbs. So, as required by the projection principle elkaar is governed by 
neersteken both at D- and at S-structure. The discussion of (3) shows that the 
nonconfigurational assignment of 0-roles at S-structure makes an essential con­
tribution to its derivation. The hypothesis that the grammar of Dutch employs 
both configurational and nonconfigurational principles thus receives theoretical 
and empirical justification.

2. Consequences
This result has some consequences for the theory of nonconfigurationahty- 

In the attractive view presented in Hale (1982) the parameter resides in the 
categorial component. Free word order follows from the minimal categorial 
specification of the nodes; the necessity to employ nonconfigurational principle® 
follows from the phrase markers being relatively ‘flat’. Hale proposes that noH' 
configurational languages only employ the endocentric PS rule schema (i) X
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. . i nsteaed of both (i) and (ii) X ... X ... as configurational languages 
of hierarchical depth” in languages using only (i) causes the

do. of grammatical organization. He then suggests that the
greatei . universal principle such as government for a particular grammar 

‘ J presence of sufficient hierarchical structure, i.e. it is available 
may u p ___ one-bar laneuaees. Hale observes that there
to two-

bar languages, but not to one-bar languages. Hale observes that there 
relate lack of hierarchical structure to the absence of govern­are two ways w

One might say that in “flat” structures “government . . . cannot serve 
*”^"jartition a structure into distinct sub-phrasal domains of government.”
to
As an alternative. he proposes that in flat structures government simply 

This is the alternative for which Hale opts. It is notdoes not operate.
entirely clear to me whether there are immediate empirical differences between 
these two views of the relation between government and configurationality.
There is a considerable conceptual difference, however, which is manifest in 
the issue we started out with; namely, whether languages (or perhaps rather

completely of one of these types, or may exhibit mixedgrammars) are
properties. In the view that regards government as a principle that either
“clicks on” or “shuts down”, languages with mixed properties would not be 
expected to exist. In a view which says that government may become irrelevant 
under certain conditions, namely when we simply have government all over 
the place in some domain (but, crucially, government as such remains opera­
tive), one would expect mixed language to be realized: nonconfigurational 
strategies become relevant whenever government fails to distinguish the relevant 
domains. In the end, the theoretical import of the results obtained may relate 
to questions like the following: How typical of natural language in Dutch? 
(As an aside, I once heard an exasperated linguist doubt that Dutch is a possible 
language.) Anyhow, (if it is) the typological result of this investigation is that 

e complete absence of hierarchical structure is not a necessary condition for 
nonconfigurational strategies to apply, and that languages of a mixed type do 
exist.
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On the Syntax of Free Word Order Languages:' 
Evidence from Basque

M. Saltarelli, M. Azkarate, D. Farwell, J. Ortiz de Urbina 
University of Illinois

0. Introduction
In a classic article on word order typology Joseph Greenberg observes that ! 

the vast majority of languages have several variant orders but a single dominant j 
one. Given the possible permutations of Subject (S), Verb (V), and Object (O), 
the most common dominant orders are: VSO, SVO, and SOV. These observa­
tions, which were made over thirty languages and classify Basque as SOV, led 
to Greenberg’s first universal:

(1) Universal 1. In declarative sentences with nominal subject and object, I 
the dominant order is almost always one in which the subject precedes the I 
object. (Greenberg 1963:77)

As indicated by the title, this paper will show that, on closer inspection, I 
Basque exceeds Greenberg’s basic order typology as a true ‘free’ word order I 
language. Furthermore, this paper will argue that free word order phenomena 1 
are derivative concepts of general modes of grammar and need no special state- I 
ment in the grammar of the language in question. 1

In section 1 evidence will be presented to the effect that the concept of I 
‘dominant’ or ‘basic’ word order is theoretically excluded in Basque. In fact, in I 
this language all major constituents appearing in declarative sentences may I
occupy the focus-like position (known as the galdegaia) immediately before the
main verb. Consequently, contrary to the basic order typology, in Basque all
permutations of Subject, Object, and Verb (as well as oblique complements)
are basic, since each permutation is by definition a syntactically distinct con­
struct receiving a unique semantic interpretation. (Authors 1981)

In section 2 further evidence is presented which correlates the free word
reinterpreted as an extended case of Inver-order phenomenon of Basque, now i

sion, with other phenomena in the syntax of this ergative language. It will
shown that the three argument/thematic positions (Subject, Direct Object, In­
direct Object) can not only be freely inverted but also omitted (pro-dropped)- 

obligatorily ‘doubled’ (cf. Jaeggli 1980)Moreover the same three positions are
onto the verb morphology. This scenario of free Inversion and Pro-drop along ■ 
with obligatory doubling provides us with an extended case of the so-called pro- j 
drop parameter observed in languages like Italian and Spanish with ‘rich’ I
thematic specification on

Section 3 presents a
the verb. (Authors 1982)
characterization of Basque within Chomsky’s (1982)

484I
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t and Binding framework. The concluding remarks deal with fri
Governmen‘^“"^gæ-ationality and grammatical relations.

ee

word

1. Free Word Order

to

The henomenon of free word order in Basque is illustrated in (2). Given 
affirinative form of the English declarative sentence ‘John has read the book 

, gjj permutations of the three arguments with the verb phrase actually 
as well-formed surface structures. However, not all theoretically possible

occur

(2) (a) ( i )

(ii)
*(iii)

(b) (i)
(ii)

*(iii)
(c) (i)

(ii)
*(iii)

(d) (i)
(ii)

*(iii)

Jon-ek Miren-i libiiru-a irakur-ri d-io
John-E Mary-D book-A read-lprt 3sA-[prs-Ax2}-3sD-[3sE] 
‘John has read the book to Mary’ 
{Jonek, Mireni, liburua irakurri dio} 
. . . liburua X irakurri Y dio , . .
Jonek liburua Mireni irakurri dio 
{Jonek, liburua, Mireni irakurri dio} 
. . . Mireni X irakurri Y dio . . .
liburua Mireni ]onek irakurri dio
{liburua, Mireni, Jonek irakurri dio} 
. . . Jonek X irakurri Y dio . . . 
irakurri dio Jonek liburua Mireni 
{Jonek, liburua, Mireni} 
X irakurri Y dio . . .

permutations of each of the three arguments and the verb phrase are logically 
well-formed. This is due to the logically significant concept of galdegaia.
Basque requires that 
galdegaia or

every sentence with overt arguments must have one in 
focus.^ Generally, the syntactic galdegaia position is the one im-mediately before the verb.--- If no argument precedes the verb, then the verb 

arp ’^^erpreted as the galdegaia. In (2) (a-d) the permutations given in (i) 
''’eit formed------- - - - ...

itself is

t^allv t • 11 structures both syntactically and logically. The full set of logi- 
y 'ell-formed permutations for ras». ar» tr. Tn ZiHTpermutations for each case (a-d) are defined in (ii). In (iii),

one finds for each case (a-d) the logically impossible îdegaia and the
to those in which a variable X intervenes etween obtaining between
main verb (or a variable Y breaks the strict vartindar
the main verb and its auxiliary in affirmati-vp 
the permutation (2) (d) 
the particle ba 
ments

the
the

trients

a variable X intervenes between the stated galdegaia and the

auxiliary in affirmative sentences). Note, in particular, 
in which the verb itself is the galdegaia. In this case 

precede^^h^^ preposed with synthetic verbs and not one of the argti- 
theniQci__ verb phrase, although permutations among the argu-

IS

themselv. ________ ____________ __ f viicmsetves will yield logicallyAs presented in (2) free word order in anding 
siituents in a sentence, thus effecting the tx-ansform'' 
gnages like English. No reordering rule, be i
Base, can offer a sa

m a
(2) free word order

constructs.
in Basque is limited to the major con-

S in the Base in lan-
reordering rule, be it transformational or part of the

actory solution since it would posit a basic word ordera
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which in Basque is not supported. A logical form option is perhaps the most
aippealing solution but it will not be considered at this moment. A syntactic

•" ■ 1 in section 3, after we look a little further into the solution will be presented
syntax of Basque.

2. Inversion, Pro-drop, and Inflectional Case Marking
The data presented in (2) show that any argument/thematic category in a

sentence may appear before its verb (in a fixed galdegaia position) or may be 
inverted. In (3) one can observe that a parallel phenomenon occurs in the lan­
guage whereby any or all argument/thematic categories in a sentence may be 
omitted (or ‘pro-dropped’). Thus, zuk ‘you’ is omitted in (3) (b), zuk and Alireni

(3) (a)

(b) 
(c) 
(d)

zu-k Miren-i liburu-a irakur-ri d-io-zu
‘you-E Mary-D book-A read-lprt 3sA-[prs-Ax2]-3sD-2sE 
‘You have read the b.»ok to Mary’ 
Mireni liburua irakurri diozu 
liburua irakurri diozu 
irakurri diozu

‘to Mary’ in (3) (c), and zuk, Mireni, and liburua ‘the book’ in (3) (d) leaving 
only the verb as a perfectly well-formed construction.

Further insights into the structure of Basque come from the binding rela­
tion existing between the morphological case marking system of nouns and pro­
nouns and the inflectional system of the verb. In addition to tense and aspect, 
the verb, in this ergative language, agrees with its arguments via a case bound 
system of pronoun-like morphemes in portmanteau with the auxiliary verb, or 
with the main verb in synthetic constructions, as one can see at a glance in 
(3) (a). In this example, for each argument in the sentence there is a corre­
sponding marker which is part of the inflectional make up of the auxiliary 
verb. One can observe the antecedent-anaphor pair zuk ¡zu for the ergative case 
marked argument ‘you’. For the dative case marked argument ‘to Mary’ the 
pair is Mireni¡io, and liburua¡d is the antecent-anaphor for the absolutive argu­
ment ‘the book’. (Cf. Authors 1982 for a more detailed treatment of this topic)

Consolidating the phenomena of Inversion and Pro-drop in Basque wC 
recognize an extended version of the so-called ‘pro-drop’ parameter (Chomsky 
1982) distinguishing accusative languages like Italian and Spanish from Frenc 
and English. It must be noted, however that whereas in the accusative language® 
Inversion and Pro-drop obtain for subjects, but not for direct and
objects, in this ergative language the phenomena apply regardless of the 
ject/object asymmetry. Moreover, from a cross-linguistic perspective the arg^ 
ment-anaphor doubling of Basque reminds us of Clitic Doubling in PorteiV
Spanish Qaeggli 1980). Basque and Romance are similar in that in both 
anaphor is obligatory while the bounding argument may appear as an emp 
category. Morphologically the anaphors are clitics in Romance but inflectioU^

similar in that in ty I

J
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B'lsqne The typological statement which seems to arise from these
'remarks is the negative correlation which obtains between free

coinpa’“**'Pj.q Jj-oP in contrast with obligatory argument-anaphor doubling.
t„,./.r<!ion Basque which is presented in the next section relies mainly on

¡.uffixes ni

M. -Salla“’"*' al-

Inversion ai- 
Tbe análisis 

observation.
this

3.
Government and Binding

Tlie ex tended pro-drop parameter just exemplified tor Basque exceeds the
• cierization of pro-drop vs. non-pro-drop language proposed in view of lan-

■» . t’  Î civ flvi* 1 f 1 rtn zip OV» nnf izvn n 1 viil/a cxti-i

giiages 1like Italian vs. English, as the incorporation of an optional rule of syn-
tax assigning INFL to VP. Any adequate government and binding theory of 

be rich enough to provide at S-structure a scenario in which allBasque must
major categories in S (a) appear in all possible permutations and (b) are ungov­
erned. Any hypothesis characterizing such a theory must insure that INFL 
(including AGR) is in V and, at the same time, that not one of the major 
categories is V. One such viable theory for Basque woidd incorporate a (par­
tially) unordered base roughly of the form (4).

(4) (a)
(b)
(c)
(J)

S
V
V

: V
—> e V

IN FL
e = galdegaia

INFL^(Aux) AGR

The first base rule (4) (a) expands S as a’mobile’ set, following a discussion in 
Bach (1975) and, perhaps, along the lines of a proposal by Lapointe (1981). 
1 he inobile-S hypothesis allows the grammar to provide at D-structure a set of 
oidered phrase markers defining the possible permutations of the verb with
its arguments. Such a rule, as it marks no particular order, is a general conven- 
don and not part of the linear order restrictions of Basque (4) (b-d). In the 

ase (4) all major categories in S are generated in ungoverned positions. L, d.i, 
I leory of Basque, the cyclic nodes are S and V. V is the binding node. INFL 
IS not a-----  —

In this

gosernor. There are two general rules of syntax (5). The rule Move-«
(a) Move
(b) -Move

a (into galdegaia)
'' H (from galdegaia to galdegaia)

Stldegaia' category into the empty structural galdegaia position 
"'Ords and filled at S-structure and at logical form. Operators like \VH- 
"ords is pQ must be in galdegaia, the focus position. Extraction of AVH-
"ortls and

e. dhe

■1^ IS *1 1 o 6 UXIV 1.VZVLIO p/WOXLlMll. 11 tlUll VII VI »»XI

P'ies cyclieyjj go-ldegaia position through the rule of Move-AVH which ap-
P>'oposed\iv from galdegaia to galdegaia (cf. Authors 1981). In (1) (d) 
generated inflectional anaphors A(bsolutive), U(ative) and E(regative)
*dy dip,, base under V as part of the AGR(eement') node. Conse-

It is 
ate

^tincture with any major category in S, which also bear case. Case

----- , .... part of the AGR(eement) node. Conse-
goveined by V. These anaphors, which bear Case are cosuper-
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is checked at S-structure. In Basque, there is one governor V (and, if it can be
demonstrated, P(reposition)). There seems to be no need for the COMP(lement)
position, though complementizers are suffixed to the verb.

4. Conclusion
This paper has shown that free word order in Basque (section 1.) is not an 

isolated phenomenon requiring a special statement in the grammar of the lan­
guage. Rather, it is only one aspect of an extended version of the pro-drop 
parameter evidenced in the syntax of the language. In a theory of Government 
and Binding, inflectional anaphor doubling. Inversion (free tvord order) and 
Pro-drop (the possibility of null categories) observed in Basque fall under an 
organizational principle subsumed under the concept of governed/ungoverned 
category. In this ergative language all major lexical categories are ungoverned 
but in a binding relation with their anaphors which are all governed by the 
the verb. In this syntactic scenario, then, lexical categories may be freely 
inverted/moved as well as omitted owing to their binding relation with a sys­
tem of inflectional anaphors, whose order is fixed and cannot be null. Further­
more the phrase structures generated by the base rules, as in (4) (a), have no 
hierachical configurations such as NP(S), ■ NP(VP), or NP(PP). Thus, all argu­
ments in Basque are the same from the point of view of the grammatical/ 
syntactic function that each may display in the syntax of the language. Evi­
dence for the lack of asymmetry between Subject and Object has been seen 
in the application of Inversion, Pro-drop, and Case Doubling. In the Romance 
languages these phenomena are clearly restricted to specific grammatical/con- 
figurational functions. In Basque no such restriction exists. The projection of 
thematic roles in languages like English is insured by the fact that each lexical 
category is governed and in a configurationally defined position. In Basque 
thematic roles are projected through the inflectional anaphors, which are 
governed, occupy fixed structural positions, cannot by omitted, and are in a 
binding relation (marked by Case) with their lexical categories.
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Patient Centrality and English Verbal Derivation

Stanley Starosta 
University of Hawaii

Lcyca>e .s a no„-.ra„,torma„o„al generacive lexical:,, framework ot gram iiialical descripnon. Unl.ke ,he olher framework, which have recenllv cfoX

,he lexicon and embraced thematk rela.ion,’ or 'Inncfional ,,roc,ure’ lexime lias accumulated a long track record ot ,ncce„f„l tull-Kale application ,^,1.

description of a number of Asian and Pacific languages
One of the fundamental claim, that it i, „ow possible make within the

to

lexicase framework is what may be referred to as ‘Patient centrality’. According
to this hypothesis, the Patient case relation is obligatorily present in the case
frames of all verbs (cf. Gruber 1965). Semantically, the Patient marks the per­
ceptual center of a predication, and syntactically. a number of relationships
among verbal clauses can be accounted for explicitly, economically, and insight­
fully in terms of verbal derivation rules involving promotion or downgrading 
of Patients, without resorting to ad hoc and empirically vacuous transformational 
rules. By stating such rules in terms of the limited set of Case Relations avail­
able in a lexicase grammar (cf. Starosta 1982), we place an automatic empirical 
constraint on the kinds of Derivation Rules which are possible: all derived 
verbs must fit into the set of possible verb classes as characterized by the set 
of possible case frames that can be constructed with these available Case Rela-
tions. A corollary of this process is that almost without 
derived verbs will enter a class which already contains some 
bers. That is, the set of basic syntactically definab e ver c ass charter
tially constant, and each of the basic classes contains some un 
members and some additional members derived from items in ot

As an example, instead of deriving 
tionally. the
lexicon:

_ a sentence such as 2) from 1) transforma- 
terb of sentence 2) can be derived from the verb of 1) in the

¿J .John hiti his
.fohn hit. cane [PAT] against the fence [LOC] 

2 the fence [PAT] with his cane [MNS]
The lexical 

»oot [hit] with 
making it the 
'demoted' . .
2'en imposes a „ew perspective on the event of

goal of the action, coded in the first obligatorily down-
grammatical Patient of the derived verb, ana

derivation process which produces hito from hit, associates the
a new case frame. In effect, it ‘promotes’ the Locus to Patient, 
perceptual center of the sentence, and the former Patient is

rnore peripheral Means relation. This process of derivation
a newsituational 

as the

489



490 Section 2: Syntax

grading the previous Patient, which encoded the undergoer of the action ¡ц 
the first construction, reinterpreting it in this instance as a manifestation of 
the Means case relation. Thus cane is perceived as the thing being moved 
through space in sentence 1) but the means of hitting in sentence 2), while 
fence, which acted as the goal of the motion of the cane in sentence 1), is viewed 
as the entity affected by hitting in sentence 2).

Verbal derivational rules such as this formalize the tendency in natural 
languages for verbs of one class to be reinterpreted analologically as verbs of 
some other class. Every verb root corresponds to a conceptualization of a parti­
cular external situation, and each case frame represents a perspective on
situation. Thus by deriving a root from one case frame class to another, 

a
We

are putting the situation represented by the verb root into a new perspective.
For example, the verb root {walk} refers to the use of legs to move an object
through space. This root occurs as a charter member walki of the intransitive 
location verb class, characterized by the case frame shown as 4), and this case 
frame imposes the perspective of a Patient located in or moving to or from an 
inner Locus (cf. Gruber 1965). When this verb root is derived into a transitive 
class characterized by the case frame shown as 5),

4) [+[+PAT], +[+LOC], -[+AGT]]
5) [+[+PAT], +[+LOC], +[+AGT] ]

a new perspective is imposed on the situation characterized by the root, a per­
spective in which some external agency is causally involved in the motion of the 
Patient, as in (6) and 7):

6) The beast [PAT] walksi in the swamp [LOC] on dark nights.
7) Zargo walkso the beast [PAT] in the swamp [LOC] on dark nights.

This derivational approach can be applied in formally simple and concep-
tually revealing way to the description of many other inter-sentence relation­
ships involving distinctions of case-marking and transitivity, and in fact provides 
the basis for a neat typology of such relationships. All of the basic derivational 
processes involve changes in the case frame of a verb: case relations may be 
added, subtracted, and/or reinterpreted; and all the processes crucially invohc 
the Patient case relation.

It would also be possible to look at the various derivational processes 
terms of how they affect transitivity, but this would miss the point, since transi 
tivity as such is not a crucial variable in any of the derivation rules, and whethe*’ 
or not transitivity is affected is a rather indirect consequence of what happ^'’^
elsewhere. Thus what is essentially the same process may happen within eithe*
the transitive or intransitive verb class, as when Locus is reinterpreted as Patiei’^
and Patient as Means in examples 1) and 2). That is, the same Derivativ’’

and -)Rule that accounts for the relationship between transitive verbs in 1) 
also accounts for the relationship between intransitive verbs as in 8) and 9):

a

8) Bees [PAT] were swarmingi in the garden [LOC]



491
Staro*t2S.

9)
garden [PAT] was swarming« with bees [MNS] J JlC o**
at from the other side, derived transitive verbs can result from 

V different processes, including case relation addition, as in 7) versus 
several ^'^^^^j^.^jp^ation’, the reinterpretation of some other role as Patient with

Looked

6), or 
a consequent ‘demotion’ of Patient to some other role, as in 11) versus 10):

10)
11)

The horse [PAT] jumpedi over the log [LOG] 
The horse [AGT] jumped« the log [PAT]

Similarly, intransitivization is also not a unified process, and may result from 
the loss of different case relations, as in 12) versus 13), where the loss of an 
Agent allows the Patient to occur in subject position, and 12) versus 14), where 
the loss of the original Patient requires the reinterpretation of the old Agent 
as Patient in order to maintain the obligatory-Patient requirement:

12) Waldemar [AGT] cookedj the bigos [PAT] furiously.
13) The bigos [PAT] cooked2 furiously.
14) Waldemar [PAT] cookedg furiously.

Passivization also fits into the category of intransitivization. The Agent is 
reinterpreted as Means, so the Patient automatically takes over the subject slot, 
as in 15) versus 11) and 16) versus 12):

15) The log [PAT] was jumpedg (by the horse [MNS]).
16) The bigos [PAT] was cookedj furiously (by AValdemar [MNS]).

Intransitive verbs can also result from partitivization, which involves the 
decentralization of Patient and the consequent reinterpretation of the old Agent 
as Patient, as in 17) and 18):

17) Rafael [AGT] chewedi the sugar cane [PAT] thoughtfully.
18) Rafael [PAT] chewed« thoughtfully on the sugar cane [LOG].

Anihpassivization also fits into this pattern.
tioinl”^ lexical analysis has the following advantages o.vi pt«.»;«««

^a type analyses, in which an entire clause is derived from another clause: 
'l>e semi *^^^^***^^^ hoe rule features to account for lexical gaps. Instead, 
nniversa\^’i°^^'^^*'**^^ rules involved is shown to be merely a normal and

characteristic of lexical derivational

over previous transforma-

tlie

ii.
possible 

iii.

_ processes.
verb^'y^’j^'^ automatically imposes a strong constraint on the class ofThis

such as
The •" ll'c class of verbal clauses.
’ — ^xicase analysis accounts for semantic differences between pairs^9) and 11)

It rr. "wnung to say 
Patient ‘the choice of 
thus. in terms of a

) in terms of differences in case relations, whereas a pure rela- 
nothing to say about such differences.

a
grammatical relations available to downgraded 
fixed and limited case relation inventory, and
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V. It automatically explains their choice of case marker as an automatic 
consequence of general rules of case form—case relation mapping.

vi. Finally, the structure of lexical entries is radically simplified. Each verb
has its own fairly simple characteristic distribution which maps onto a single
semantic representation in an entirely straightforward way. This means of course 
that there will then be more separate but homophonous entries in the lexicon, 
but this merely makes explicit a property of the lexicon that is camouflaged in 
other approaches. This property accords with recent neurolinguistic studies 
showing that the human brain processes information in terms of a large number 
of simple configurations rather than a smaller number of more complex pack­
ages, and points up the empirical fallacy of the belief in ‘the unity of the word’.
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Unmarked Values in Languages: the Example of Malecite

Ldszld Szabd 
University of New Brunswick, Fredericton, N.B., Canada

Malecite is one of the Algonquian Indian languages. It is spoken in New
Brunswick, Canada. When I began working on this language (in 1969), it 

poorly recorded and hardly described in the linguistic literature. I noted 
eleven volumes of texts in this language, published the first Malecite

was
down
dictionary, and published several articles on questions of Malecite grammar.

The present study on “Unmarked Values...” is a result of many years of 
research on obviation, verbal enclitics, the use of the locative ending, the use 
of the inverse theme sign etc. So far, I presented five conference papers and 
published them as articles on Malecite syntax.

The ways to express first, second, third person, to mark or not mark tenses, 
plurality, comparative or superlative degree, subject-object relation, location 
etc., these and other phenomena are marked in many languages of the world, 
but not in all of them. While using the term “unmarked values”, I am speaking 
relatively, contrasting Malecite to other, non-related languages.

In one of the nicely logical languages of the world, in Japanese, the plurality 
of nouns as well as verbs, the differences between first, second and third person
are not at all or not necessarily distinguished by special forms. The compara- 
nve degree of adjectivals is marked, but not on the adjectivals themselves.

In English, only the third person singular is distinguished from the forms 
o the first or the second person, and this happens only in the paradigm of 
the present —11 _ A    2 J» Ate present tense of the verbs. Even this small difference between forms is not 

ere in the paradigm of the past tense, where the forms of all persons and 
numbers are the ~
criminate between 
the differem

same. For some verbs, the English language does not dis-

wnderstandable.

present or past (e.g. put, cut). Only the word order carries 
ice between subject and object, and still English is clear and perfectly

Equal forms for 
languages of f 
inan’

In neutrals in Russian etc.

nominative and accusative are common in many other major 
e World; to mention a few examples: neutral noun and adjective

nouns in French, the feminines and neutrals in German, the

sative. In
as marked 

As far ;

Sïl’
1, there are several ways to mark the object; partitive, as well

can keep or drop the t ending of the accu-
and

as
grammatical 
cif ^lalecite

unmarked accusative.^alec’ • “'-'-“'“‘live.
e IS concerned, the situation is basically the same; certain'■alues 

(as Well as that of other Algonquian languages) is very different
marked, others are not. The grammatical structure
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from those well known major languages of the world. Not the same things
are marked or unmarked as in the well known languages, and if something
marked, it is marked on a different part of the sentence, not on the same 
where one might expect it on the basis of other languages.

part

There are no cases in the inflection of Malecite nouns. How can they dis­
tinguish between subject and object, for instance? The context, mostly the

sa’form of the verb helps to understand who is acting on whom. If they say n-tiyaa) 
nat skiitap ‘1 said to this man’, the n is the prefix of the first person; tiyaa is a 
transitive animate verb in the form of the non third person singular of the 
independent indicative: and the words nat skiitap ‘this man’ do not have any 
ending, they are uninflected forms of a pronoun and a noun. There is no 
formal indication here, that nat skiiiap is the object of the sentence. In the 
same form, these two words could be the subject of another sentence.

There is a little device in the Malecite language, the inverse theme sign ' 
ak, which helps to clarify in many sentences who is acting on whom.” If they ; 
say katamakitahaauiakw cel ‘He (or she) even felt sorry for me’, there is no 
separate word either for the subject or for the object in this sentence. But the ! 
sign ak in the verb katamakitahaamakw indicates that the action happened the 
other way around. First person is the grammatical subject, but it means ‘I felt 
sorry for him the other way around’, in other words: ‘he felt sorry for me’. I

If two animate third persons are involved in the action, the Malecite j 
language uses the obviative ending (aZ, I for the singular).^’ This ending joins | 
sometimes the verb, sometimes a noun functioning as the object, sometimes both I 
the verb and the object, and sometimes several other words in the sentence. I 
The obviative is used mostly with transitive animate or animate intransitive I 
verbs, or if a third person possesses a third person. This is a very common ending I 
in Malecite. There are sentences of five to six words, all of them with obviation. I 
Strict rules can be worked out for the sentences with transitive animate verbs. 1 
In the sentences with animate intransitive verbs, it depends on psychological I 
factors whether the obviation is marked in the sentences or not. If an Indian I 
girl had a baby from a white man, they can say when they are seeing the 

thisnewborn child: eci-wapeeyit ‘He is so white.’ There is no I ending in 
version of the sentence. But if they say: eci-wapeeyiilit ‘He is so white (as the
other third person, i.e. his white father)’, we have something in this sentence 
which is very unusual from the viewpoint of the well known languages of the 
world. The obviative ending refers here to the little boy’s father. In the 

noiii*Malecite language, it is not necessary to refer to that person by using a
I endingor a pronoun, as most languages woidd do. It is enough to use an 

somewhere in the ending complex of the verb, and it is clear to every speake* 
of the language what this ending indicates.

Obviation seems to be more important for the Malecite speaker, than 
specify the subject of the sentence; all three words, namely: a pronoun, a notin 
and a transitive animate verb have the obviative ending, but the subject is n^t 
formally expressed by «7a separate word: yooht.il .skilalicchsiissl ali-amniifil<wiifl<^‘'

yooht.il
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'Around
In 

as a

id this little man, he went around him’.
other sentences, neither the subject, nor the object is there in the sentence 
:«.narate noun or pronoun. A single obviative ending on a transitive

animate
separate - 

verb is
another animate

enough to indicate that one animate third person is acting on 
! third person. E.g. ’tiyal-yakw ‘he said to him’.

The ending of the locative is k in Malecite. This is the only ending in this 
bringing out place, location. But even this is not necessarily there in 

sentences, referring to place. If the location is expressed by a place name, 
* 1 --- -..-»..1x1 fzxzil Í X« nc#* Qnv /»nrlírífr T-I n

language,

the Malecite speaker would feel it to be redundancy to use any ending. He 
just the place name, without any k of the locative. I am quoting an 

- <■ — —"T ₽« nnins fif» lipiix dans les nhrases mal^cites’’3’•uses
example from my article "Les noms de lieux dans les phrases inalécites”®’:

nit etotspit/sowonhkahsisk ‘Il vivait là,à Swan Creek’. ‘He lived there, at Swan
Creek’.

There are no tenses in the inflection of the Malecite verb. How do they 
express, anyway, that something is happening right now, happened in the past 
or will happen in the future?

In sentences where the verb does not show any indication of past, the subject 
can indicate, anyway, that the action happened in the past. The subject might 
be the name of a dead person. E.g. elhkiilak-yakw naakallaaliw ‘He was a very 
big man, the late Lola’. In other cases, only the larger context, for instance the 
whole story indicates that something happened in the past. E.g. yoohtel 
walekiyil/teehpo peskowaacil ‘This, his breechclout, only (this) he wore’.

However, if the Malecite speaker wants to stress past, future, conditional 
etc., he might use a verbal enclitic.^' This term of Algonquian linguistics wants 
to discriminate between enclitics and endings. The enclitic (h)pan is not the
same as the suffix of past in other languages. It is more or less a stylistic device 
in Malecite. The enclitics do not necessarily join the verbs in Malecite sentences. 
However, the past enclitic can join only verbs, but its use is not compulsory 
to express past. It stresses the past, giving to it almost the sense of past perfect:
snv ”^1 itamoowi maaceheehpan/kasnaa peeciyeehpan ‘He did not even

y whether she had gone away or whether she had come’.ii»-Jrf“ Axavfc vviii*'-' • ,
Nobody can claim that one language is significantly better, economical 

more economical than other languages. In all languages, t er^^______
and redundant expressions Tn tTi’« t
the Malecite
known

expressions. In this paper, I showed a few phenomena where 
language appeared to be less redundant than many of the well 

languages of the • -such as world. A number of short and productive endings,
enable th■^^í^'^ obviative (a)l and particularly the inverse theme sign 

'tte able to tin 'o ^^^s words and express more than other languages
Even 

beautiful

to do.
though several

*“««nderstandi-and flexible
grammatical phenomena seem to be unmarked in this 

language, due to a few little devices the chances of
'ng are minimal in Malecite.
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Multiple Argument Noun Phrases and Case 
in Japanese and English

Shigeo Tonoike and John A. Bisazza
Meiji Gakuin University Ö

The controversy over the case markings of the arguments of Japanese verbals 
(Kuno 1973, 1978; Shibatani 1977; Tonoike 1975, 1979) concerns what gram­
matical funetion to assign to different NPs in certain pairs of sentences. 
Hypotheses made to explain recent psycho- and neurolinguistic findings (Bisazza 
1980) regarding the processing complexity of derived nouns and related verbals 
in English and Japanese suggests unsuspected parallels between the two 
languages capable of providing evidence for the controversy over case in Japanese.

Consider the English sentence (1) in the list at the end of the paper. First, 
the position of the three arguments is fixed. Second, all of them are obligatory. 
In (2), containing an “ing” form, the same conditions obtain. We will refer to 
(2) as aspectual perfective gerunds, since they contain aspect. Note that in (2)

possessive determiner.the subject, which is obligatory, may be expressed as a
Next, note that both (3) and (4) exist. We will refer to (3) as aspectual non-
perfective gerunds, and to (4)—containing “of”—as a nonaspectual gerund,
since it can not contain “have.” In (3) and (4) the subject is optional. Note 
that “of” can not appear in (2), or in (3) by definition. Also with nonaspectual 
gerunds, the subjectt can be placed after the verb and marked by “of” when the 
'crb is intransitive, but only by “by” when the verb is transitive. Regarding 
order, the fixed positions do not seem to have altered, as seen in (5).

So far, we have introduced three main factors: order, “genitivization” (toj , ' iiiLiuuuLcu uutx iiiaiii laciors; oruer, genu
u e both English “’s” and “of”) and optionality of arguments.
Next,“cder of■ derived nominal expression (6) parallel to (4). First, the

‘^ctnstituents with the derived nominal is freer, as (7) and (8) show, 
genjtivization, note that two things happen. First, the object can 

determiner, which is not possible with any of the verbal

’Regarding 
^'cur as a 
^orms. econd, if the object followsFinally, some of the
W'ith “ni»''»’---

the derived nominal it must take “of.”
placement,”

There i
arguments are optional (i.e., can be interpreted generically) 

as (9)-(12) show.
- is a clear break between verbal forms in jubject as a possessive 
only the latter permit something other than tn

errniner. Apparent counterexamnles snrh ac
minalc

'» that
deti

‘ing” and derived nomináis

'^’^n’inals in ■ 
.. finally,

direct
■ing.” counterexamples such as (13) are actually cases of derived

Obi«.";"'
can be

*ved nomináis something other than the subject and the

on to
a possessive determiner, as in (14).

Japanese, consider (15). Notice that two arguments are

497
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obligatory, although they may be (phonologically null) “zero pronouns.” How- 
ever, the relative order of arguments is free, in contrast to English. Next 
consider the Japanese kotojno expressions in (16)-(17). As in English aspectual 
gerunds, the subject can be either nominative or genitive, and the verb is tensed 
We will refer to (16)-(17) as aspectual gerunds since they can also contain the 
aspectual morpheme (te-i). Here again two arguments are obligatory, except 
when the aspectual gerund is nonperfective, in which case the subject can be 
interpreted generically. Next, consider (18), containing kata and yoo (roughly 
“way”), used with verbs, and sa (perhaps “degree’), used with adjectives and 
(less productively) with nominal adjectives. Notice that all arguments are now 
genitively marked and that the subject and object take no without intervening 
postpositions (^unmarked genitive). Note also that (18) are tenseless. Thus, 
these expressions are structurally quite parallel to the English nonaspectual 
gerund if we regard English “’s” and “of” as both corresponding to the single 
genitive marker no in Japanese. Therefore, we will also refer to (18) as non­
aspectual gerunds since they can not contain the aspectual morpheme. The 
subject is optional in Japanese nonaspectual gerunds, as seen in (19)-(20).

Finally, in (15)-(18) Mi/ur can be replaced by the Sino-Japanese verb hanbai- 
si with the same meaning. Hanbai is by itself an abstract noun (“selling”) and 
is similar to derived nomináis in English. This noun has optional arguments, 
as the grammaticality of (21) indicates. With adjective-based derived nomináis 
—see (22)—the optionality of arguments is also striking. These independent 
nomináis often incorporate the subject argument and mean “what is...” Their 
meaning is also often restricted to one particular usage of the corresponding 
adjective, as shown by the ungrammaticality of (23b). Of course, English derived 
nomináis often show similar idiosyncratic qualities.

Let us summarize the parallels between the English and Japanese data.
First, although the order of arguments in Japanese sentences is free it 

becomes fixed with respect to the relative order of the subject and the object 
in nonaspectual gerunds, as case marking is lost due to genitivization. I” 
English, the order of arguments is equally fixed in all three types of verba 
constructions.

Second, in both languages genitivization can apply only to a subject in
aspectual gerund and must apply to both the subject and the object in a noil'

In English gerunds 
- botif

no.aspectual gerund. Japanese has one genitive marker:
only the subjejct can ever be marked with “’s”; in nonaspectual gerunds 

Th« 
aifdthe subject and object can take “of,” although not in the same phrase, 

correspondence between English and Japanese (unmarked) genitive subjects
objects in nonaspectual gerunds is as follows.

ofConsider (24a). Of course, in English transitive gerunds the position 
subject of

arguments to the left or right of the verb signals their function as fof
object, respectively. Since Japanese sentences are verb final, the positions 
the subject and object in nonaspectual gerunds (and nominal expressions * 
unmarked genitive arguments) are right and left (L and R in (24) ) relati'>^^j
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both subject and object are present, the former must precedeeach other; when botn suojcli anu.Htter. In Japanese, the subject or objec?7rffui¿'¡nrr“"‘
-- -------------8^ nt m a nonaspectual 

the latter.
gerund may 
context)

, be aa phonologically null, zero pronoun (with an antecedent in 
r be absent but interpretable generically. In either case, the or tnay

nese

or object) of a single unmarked genitive argument in a Japa- 
nonaspectual gerund can be determined by what its position

function (subject 
transitis'C I

relative to the absent argument would be if the latter were present. Inter-
theinesiingly. in the SVO order of English, the subject and obiect of i • • gerund must occur in their L and R positions, respectively ^even if o "'’T 

other of them is deleted or interpretable generically On/’« t, 
„bjec ab>e,u-for English .nd ®d n sSZ:'“'

«and,ng for ihe only p„,i,¡„„, „here a snbjee, arg!.™';,
squares S'
inserted.

The net effect of the facts described above for English and Japanese is to 
preserve an SO order—which, in the case of Japanese, is not obligatory when 
full case marking is present. The case of intransitive nonaspectual gerunds is 
shown in (24b) and (24d). In Japanese intransitive nonaspectual gerunds the 
L and R positions are unmarked, since there is only one unmarked genitive 
argument—the subject. Here, the interesting thing is that despite the fact that 
English is SX'^O the L and R positions are also unmarked in it for intransitive 
nonaspectual gerunds—as shown by the fact that the subject can occur with 
"of” after the gerund (see (24d)).

Finally, we have also noted parallels between English and Japanese with 
regard to optionality of arguments. We noted that in both English and Japa­
nese aspectual nonperfective and nonaspectual gerunds subjects are optional, 
and that derived nomináis can often be used without one or more of the 
obligatory arguments of their related verbs.

IVe turn

(“tlesin
by the
of /io

now to some of the implications of the parallels discussed above. 
Alongside (15), we have the paradigm of (25)-(26). The adjective hosi-i 

ous”) is transitive at its deepest level of representation, as is indicated 
• possible accusative marking of hon in (25a). The nominative marking 

" hl (15b) can be ascribed to the generalization that the object of a stative
adjective is so marked. This near obligatory nominative marking of the object 
of /tosi-t suggests that at a fairly deep level the construction has undergone a 
testiucturin^ wherp hnn 1^00 *■ —c
'.''O’ belt; 
/'on

--‘o where hon has become the subject of the sentential predicate and 
aves like a nonderived subject. This explains the grammaticality of 

koto ¡no, an apparent counterexample to our claim that only a. hosi-i 
7''ject tvill 
possible d with koto Ino. The same line of reasoning explains the

OUble CenitivA tAzitb in /oo\S With 
^“7 can be

e genitive with -ta-i in koto/no complements, as in (28). However, 
onioitro-t the accusative marking of sono hon is not possible, and 
‘latively marked, which is not possible with hosi-i.

(26).for (26)''1978) and Shibatani (1977) have proposed transitive analyses 
‘^ao take °'^oike (1975, 1979) treats owosiro-i as an intransitive adjective which 

Optional dative, as can English tnieresimg- In this analysis, (26b) 
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is basic and (26a) is derived by a generalization of the rule of Subjectivization 
already available in Kuno (1973). The difference between the transitive analyse^ 
and the Dative Intransitive Analysis is as follows. In the former, Mary ant} 
sono hon are the subject and direct object, respectively: but in the latter sorio 
hon is the subject and Mary is a dative argument.

According to our claims, if Mary were the nonderived subject in (26a) 
should genitivize in both aspectual and nonaspectual gerunds, on the basis of 
the parallels discussed above. However, (27) are ungrammatical with the in- 
tended readings, in sharp contrast to the grammaticality of (18b). The ungram, 
maticality of (27) shows that Mary is not a nonderived subject. The grammati­
cality of (29), on the other hand, shows that sono hon is the nonderived subject.

A rejection of the Dative Intransitive Analysis (Tonoike 1975, 1979) would 
leave the facts regarding genitivization unexplained and would destroy a major 
part of the parallels between English and Japanese.

Note that (30b) is ungrammatical, since in a nonaspectual gerund only the 
subject and the direct object are genitivized and tanosi-i is an intransitive 
adjective like omosiro-i in Tonoike’s analysis. (31a) with tanosi-mi is grammati­
cal, since it is a derived nominal where arguments other than the subject and 
direct object can be genitivized (cf. 14)). Tanosi-mi has optional arguments as 
shown in (31b) and (31c).

Finally, the parallels between English and Japanese discussed above support 
Bisazza’s (1980) claim—based on normal and aphasic data—that the processing 
complexity of lexical items in English and Japanese is a result of the minimum 
number of obligatory arguments required when they are used in sentences, 
nouns having fewer obligatory arguments than related verbs. These parallels 
show that, despite free word order in Japanese sentences and zero pronominali­
zation, extensive parallels do exist between gerunds and derived nomináis in 
the two languages—^with a clear break between verbals (both sentence functors 
and gerunds) and nomináis in both languages in terms of optionality of argu­
ments and other factors. Thus, the psycho- and neurolinguistic data and the 
formal data in this regard are mutually corroborative.
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List of Examples
1. John placed the book on the shelf.
2. John/John’s having placed the book on the shelf
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Bisazza

•s placing the book on the shelf 
of the book on the shelf5. John'John 

4, John’s placing « 
5. »John’s placing 
6. John’s placement 
T. The book’s placement on 
8. The book’s placement by John
9. John’s placement of the Go-stones was amateurish

10. With the U.S. Hag, the stars’ placement is a matte,- „r11. The tall building’s placement makes it vulnerable to eartГ^^^“' 

12. Placement'.Arrangement is a major factor in jrood nhn.The poem’s impassioned reading by its authol^ stuLedTs’’’ ''

on the shelf the book
of the book on the shelf

the shelf by John
on the shelf

13. The poem
14. .Mary’s refusal of a car by John

(ga=:NOM; o=ACC; „i=DAT; e=’to’; nitotte ‘to/for’)
a. John-ga (Mary-ni) hon-o ut-ta. "John sold a book (to MarvV
b. Mary-ga hoiUga hosi-i. “Mary is desirous of a book"15. a ‘Mary is desirous of a book"

(Mary-ni) hon-o ut-ta koto/no "John/John’s having sold a book (to Mary)”16. John-ga/no ,
;7. Mary-ga/no hon-ga hosi-i koto/no "Miry/'Mary’s being desirous of a book”
18. a. John-no (Mary-e-no) hon-no ur-i-kata/yoo "John’s way of selling a book (to .Mary)” 

Marv-no hon-no hosi-sa “Mary’s (degree-of) being desirous of a book”

17.

b.
19. Hon-no ur-i-kata/yoo "-A way of selling books”
20. Hon-no hosi-sa “Desire for books”
21- Hanbai-no hiketu-wa ariik-u koto desii. "The secret of selling is walking”
22. a. .Sono yama-ga taka-i. “The mountain is high"

b. Sono yama-no taka-mi "The mountain’s high place(s)” 
23. a. Sono nedan-ga taka-i. "The price is high”

b. •Sono nedan-no taka-mi “The price’s high place(s)’
24. a)

J.
L

XP-no I . . . '
I" '

R
XP-no . . . gerund

b) L R
NP-no ' . . . gerund

E.

Subj I 
Obj

I
Subj (Vi)

I

26.

28.
29.

‘ ^’P's ■ gerund ' of XP . . .

c)

J- i'

E,

a. 
b.
a. 
b.
c.

• a.
b.

a.
b.

I
(Vt)

■ NP’s I gerund . . .

r —

R
. . ; XP-no . . . gerund

"I
Obj

I' 
gerund I of NP L . .

(Vt)
-o hosi-i.Mary-ga hon-

Mary-ga hon-ga n<
Mary-ga sono hon — •• 
(Mary-ni) sono hon-ga omosiroi. 
•Mary-ga sono hon- 
•M»-- -

'■ga hosi-i.

tl) L R
—I NP-no i . . . gerund

(Vi)

Mary is desirous of a book” 
'Mary is desirous of a book”

Subj

' gerund ' of NP ' . . .
(Vi)

■ga omosiro-i.

•Mary-, 
•Marv.

(Mar\.

no

“Mary finds the book interesting” 
“The book is interesting (to Mary)”

oo omosiro-i. 
®°no hon-r" -non-ga omosiro-i koto/no “The book s being „
sono hon-no omosiro-sa “The book’s being interesting

ni-ta-i koto/no "Mary’s wanting to drink sn e 
oraosiro-i koto/no

—- ‘»lary-nitotte no) sono hon book’s beine in.--—•

-no
no ®ake-no

?^^гy-e-:_ sono hon
noini-ta-i to Mary”

Thç "'»'Marv-ni
1-no

inn ' --- -  .«.ii-no omosiro-sa”
‘nteresting (to Mary)”

"The book’s benig interesting (to Mary)”
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30. a. 

b.
31. a. 

b. 
c.

(Mary-nitotte-no) eega-no tanosi-sa “Movies’ being enjoyable (to Mary)”
•Mary-no tanosi-sa “•Being enjoyable to Mary”
Mary-no eega-no tanosi-mi “The thing that Mary enjoys about movies”
Eega-no tanosi-mi wa iroiro ar-u.
Zinsee-ni-wa tanosi-mi-ga iroiro ar-u.

“Movies contain various enjoyable aspects"
“Life contains many pleasures”

J



The Open Path Condition

K.S. Yadurajan
Central Institute of English and Foreign Languages, Hyderabad

This paper is a brief presentation of the Open Path Condition (OPC; c.f.
alternative to Subjacency. In section 1, we formulateYadurajan (1980)), an

condition on trace-binding, more generally, on e-bmdmg. Inthe OPC as a
section 2, we examine how it can be incorporated into the grammar, assuming
the general framework of Chomsky (1981).

1 In what follows we make use of the notion “argument”. We will say
that in (1) the element extracted is an argument but in (2) it is the sub-part 
of an argument:

(1) a. What did John buy
b. Where did you see him

(2) *What did they deplore the damage to
As can be seen, arguments are not restricted to base-generated NPs; nor are 
they limited to elements subcategorized by the Verb. (For a formal characteriza­
tion of the notion argument, cf. Yadurajan, 1980.)

Consider now a case of long-distance extraction.
(3) [Who do you think [that John suspects

S, S2
[that Sheila will marry t] ] ]s,'3

The element
structure
turn is an

extracted here is an argument of the verb marry; the maximal 
containing the trace ( = §3) is an argument of the verb in §2 and S» in

m (3) is a argument of the verb in §,. The relation obtaining between the .Ss 
Successive Argument Relation (SAR), defined at (4):(41 Tk “sumciii nciduuu uenneu ;

V 1 Ihe Successive Argument Relation (SAR) holds 
S'.S. S=...s„ if, for S.

A
Sj is an • • S„ if, for Sj (J>1)

preliminary condition
argument of the Verb in S'j-i-

(5) The
on the output of wA-extraction can be:

But

element
such that Sj i
«ates t

extracted must be

(h the

an argument and if A is the set of Ss 
mmediately dominates wh and for Sk (K>J) if domi- 
trace of wh) is in A, then SAR holds of A.rhis will • holds

[\Vha ^'^'^’^i^rely run into trouble with a case like (6): 
S ' wonder [who [t said t] ] ]

S S

503



504 Section 2: Syntax

Plainly (5) will give the correct results only when there is no S in the interval 
(as indicated above) whose COMP contains lexical material.

But we cannot re formulate (5) in terms of COMP if we want our condition 
to hold of all cases of wh- extraction, including violations of CNPC. In (7) 
there is no lexical material in an intervening COMP.

(7) *What are they examining the proposal that school children be given 
Supposing we now say:

(8) Given the pair wh, t (where t is the trace of the moved element zuh, an 
argument) for every S in the interval (wh, t) which dominates t, S is an 
argument of the verb in the lexical node (=node dominating lexical 
material) which minimally c-commands it.

This will rule out (7) while admitting the grammatical (3). But it will still 
not rule out the ungrammatical (6).
We can now see that an even more restrictive statement is needed than (8). 

We should require that S be an argument of the verb in the lexical node which 
minimally c-commands it. In (6) the lexical node which minimally c-commands 
S is the COMP (containing who). Plainly S cannot be an argument of any verb 
in this position. The sentence is ruled out, as required.

The modification suggested here creates a problem for both (7) and (3). 
In (7) there is a lexical node over S but it does not minimally c-command it; in 
(3) there is a node which minimally c-commands S but it is not lexical. So the 
condition as now modified will not apply to either of these sentences. The 
ungrammaticality of (7) as also the grammaticality of (3) will both go un­
explained.

Suppose now we replace the condition of minimal c-command by the condi­
tion that the lexical node in question be the lowest such node c-commanding Ss. 
(6), where the lexical node minimally c-commands S will now fall out as a 
special case of this requirement, correctly ruled out as before. But now the 
condition becomes applicable to (7), also ruled out as required.

As for (3) repeated here as (9), simplified:

(9) [Who [do you [think [that [Sheila will marry t] ] ] ] ]
S. S, VP, 

the lowest lexical node c-commanding S^ is the V of VP, and Sj is an argument 
of think-, by a natural extension, which is quite plausible, we can take S«
the argument of think.

Incorporating the modifications suggested above, we re-formulate (8) 
(10):

aS

(10) Given the pair wh, t (t the trace of wh), in the sequence /3 whic' 
includes t and is c-commanded by wh, for a or any S domination 
t, a is an argument of the verb in the lowest lexical node c-coiO 
manding a.
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the Open Path Condition (OPC).refer to (10) as _
talking till now in terms of movement and the trace leftshall

ii’a ha^^ been _
'' E gyeinent. One can as well think of a base-generated NP [e], coindexed 

iiiidei ni construal with its binder. We may then think of OPC as a condition 
,• Such an approach has a straight-forward application in languages 

rules like Topicalization and Relativization involve no movement. Cf.

AVe

by a 1 
on

yaduiapn^^(j projection principle, at other levels.
2 Recall now uwt ------ -

each R-expression is assigned a 0-role checked at LF. Necessarily the 0-roles 
. -ft___ Kv a v^rH /in thi> n₽ V^nmnlpmpnt«\ anri0-roles assigned by a verb (in the case of V-complements) andin question are

VP in the case of subjects (where required). We will assume that in theby of complements of adjectives, it is be+adjective which assigns a 0-role 
The 0-roles assigned in this way, we shall designate V.0, to distinguish them
case

from the 0-roles assigned by other categories (N, P).
0-role assignment is supposed to depend on case assignment. But clausal 

complements, although they don’t come under the case filter, must yet receive
a 0-role since they are, presumably, R-expressions. Let’s assume that a V
assigns a 0-role to the S (or S) it governs. When a 0-role is assigned to an S 
(e.g. John believes [Mary to be honest]) there is no problem. The interesting 
case is where a 0-role is assigned to an §. Now we want the 0-role to percolate 
to S. That is, tve want the 0-role assigned to So in (11) to percolate to Sj.

(11) [Who do you think [that [she will marry t] ] ]
Sx S,

Finther, we want this percolation to be blocked in a case like (12):
(12) W hat do you know [who [t saw t]

S S
and in cases like (13):

(13) Who have

We

you considered [the proposal [that [we should hire t] ] ] 
NP S S

we assume that a 0-role assigned to X percolates tolowest noH ~ luch. u-iuic asaigucu to pcicuiaics lu
assuiTir.r °™iuating the lexical material under X. On the entirely

•y.’-ole
uot percolate tn V.0-role assigned to S and NP respectively.

Under

natural

will But in
percolate

Equivalent!
the

complementizer in (11) is not lexical, S will receive

1^0 the lower Ss.

and 
also receive 
Will be r •

OS X"

‘y. i'^iormally sketched ' .1_____________;
s’in , ^^^-generated e) will receive a V.0-role if it is an argument; 

interval ____  .1 , . - - - _ _ °

above, the element extracted (or.

® ehain of there is an
e which dominates e will

‘I'e interval betw respective matrix verbs. We can now think of
^een the binder and e, dominating e, as a chain, whose

a between the binder and
1« an open path. That is, if the OPC is met there

a 'uterval between e and its binder all of which havelote by their
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first member is the first S under the highest VP and the last member is e
Call this the e-chain, the chain which ‘connects’ e to its binder. AVe 
re-state the OPC as at (14):

(14) Each link of the c-chain must be assigned a V.0-role.
Viewed in this way, the OPC is a 0-criterlon on .4-binding.

itself.
may now

References
Chomsky, N. (1981) Lectures on Government and Binding.
Yadurajan, K. S. (1980) ConiZr/iinfs on Movement Rules in English. CIEFL Ph.D. dissertation

11

I



Intentional Semantic Adaptations

Mohamed Sami Anwar 
Kuwait University

0.0. This paper will deal with intentional semantic adaptations in everyday
tuations’ literary usages and figures of speech are, therefore, outside its scope. 

Intentional semantic adaptation is viewed as an active process that evaluates 
lexical items and grammar in terms of their communicative function. Prag­
matically, language may be used for accuracy, simplification, confusion, or 
evasion (cf. Anwar 1981), in addition to other uses. Intentional semantic change, 
in this respect, may be an abstraction from reality. Although it is natural to 
expect the statement of an intentional mental state to specify its intentional 
object, in many cases these assertions may be about potential situations. I would 
like, therefore, to argue that any speech act with a propositional content contains
a representation of some object or state of affairs. These representations are
usually filtered through the impression one likes to leave on the addressee. This 
is so because sentences about intentional states are at least in part about repre­
sentations. In light of this, their truth conditions will sometimes depend on 
features of—or even the existence of—the objects represented. We may expect, 
then, that the reference of a word may interact with its inferences where features 
from either area (i.e., reference or inference) may be shifted around, leading to 
an overloading or impoverishment of a lexical item.

The grammatical model that will be suggested in this paper is based on the 
following assumptions:

a Intentional change may occur in the basic or redundant features of 
f 'void.

1>. Since 
ouee a word

semantic features in a language form a relatively closed system,

’»aintain
c.

of one

undergoes semantic change, other words also undergo change to 
semantic balance” in the language.

Semantic cha ~

1.0.
paradigm

ange affects not only individual words but also related words
or related paradigms.

I, , Ahns of Intentional Semantic Change
’uteniional se •

^‘ccounted for • change may have pragmatic parameters -----  ----  --
’ud/or inferences mismatch between lexemes and their referents
"I'ether inateriof* There may be social situations under which referents—

that tan be

Use of niaterial

‘’'’'¡Mo.,
d'e ini)

gentlerfipfj abstract—may change (cf. Anwar 1981). Examples are the
o/ the road for highwaymen, playing casinos for gambling 

eaucratic uses of laneuaee are also another example. Under
etc. Bu:

Of these of language
Uses words acquire certain meanings, so playing (in playing

,507
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casinos'), in addition to innocent hobbies may also include business-like
prises like gambling. This creates a certain expansion in the meaning of a

enter.
Word 

with the concomitant implications that go with it. So, a gambling casino is not 
licensed by the local municipality, but only if the name changes, it can be 
licensed although its activities remain the same. Under some circumstances, a 
new situation or object may come into existence and may require a name to 
label it. In this case, there may be the following possibilities:

a. Adapting a form in an analytic way, e.g., the use of tele+vision to
identify televisions. .

b. The use of arbitrary names such as Kodak. ]
c. Adapting an old form that may share certain features with the new object. ’ 

For example, in Arabic when automobiles were used, the Arabic word used to 
designate them was sayydra. This word originally meant a caravan. The feature । 
of travelling common betw'een these two objects, cars and caravans, allowed the 
word to be used in this new situation.

d. Characterizing a situation by some of its salient features. The 1974 San I 
Francisco killings of blacks and w’hites were termed by the police "zebra j 
killings.” J

The above phenomena raise the following issues: 1) Do extensions determine I 
meanings, 2) Are the concepts associated with a term changeable depending on j 
the facts true of the extension, and 3) Which parts of the semantic component I 
are affected by intentional semantic change? I

1.1. The first question is whether extensions determine meanings and how 
situational changes that affect our responses and understandings lead to lexical 
semantic changes. The fact is that the inferences of a certain form may combine 
with this form adding new meanings to it or making it lose others. The associa­
tions that go with words like king, leader, socialist, guerrillas may be inten­
tionally twisted by the user under pragmatic considerations. This is why French 
socialism and Russian socialism are considered different. In view of this Dahlgren 
(1978) is wrong in claiming that “extensions determine meanings and not the 
other way around. If concepts (intensions) were more important in semantics 
than extensions, then we would expect that when the concepts associated with 
a term no longer applied to the members of its extension, then that terra woul 
be replaced by another to refer to the extension” (p. 62). In many cases when the 
associations that go with a term no longer apply to its extension, a new terra i® 
used. An example is the use of selective service instead of drafting or conscription- 
Another example is why certain names become popular or unpopular and rnaY 
be used more or less than others depending on historical events. Such change® 
may be due to the lack of uniformity in understanding terms and to the effec^^ 
of social circumstances. So, some countries talk about giving facilities to a super 
power and not bases to avoid the anger of the masses. People also higDlig 
certain connotations in different ways when talking about the same concept®’ 
nationalist fighters may be called freedom fighters, liberators, guerrillas,

I
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terrorists
depending on the prejudices of the speaker.

second issue is whether the concepts associated with a term are 
on the facts true of the extension. This is what Dahlgren'. The 

changeable depending1.2.
62) believes. However, the one-to-one correspondence between inten-¿1978 p. Bciis’»-'. -------  -------hon and extension may be true only when language is used to define

•r.z..f ,,nr|prct:)nrlin<T is rpmiireH Tt mav nnf hp friip
or in

aiici -------------where uniformity of understanding is reouirpd Tf language is used for implication or associative purposes. SorTover^ XT
and extensions true of one word mav nnt k» - i 'be inten-

paradigms may be affected. When we talk about succe^^oi whit 
of the opposite of these words; /aiZure and black. The ineaninToT 
related to cool, warm, hot, etc. ot cold is also

cases

sions

1.3. The third question has to do with the semantic components that undergo 
the change. Voyles (1978, p. 110) believes that this change is mostly limited to 
semantic redundancy rules. This may be true of gradual change but in other 
cases non-redundancy rules may undergo the change (cf. the changes in knave, 
knight, and meat.)

2.0. The above three phenomena can be understood if we realize that the 
meanings of many words are mostly assigned to us by others rather than through 
direct experience. We talk about Reaganomics, democracy, international rela­
tions, etc., without knowing all the details that go with them. This is why 
change may occur in any of the semantic features of such words. Moreover, 
change is enhanced by the symbolic use of words to evoke in the listener certain
distinctive representations of the things referred to. These represent 
utilize a code that highlights the properties of things an hplieves
language user deems important and can therefore, as Osgood (1978, 45) believes 
be manipulated symbolically much more easily than the things t ems 
Moreover, the pragmatic considerations of language use make sue seman i 
changes possible. These considerations may be simplification, clarity (Stern,
lj 1' (as in politics), evasion (Anwar 1981), or emotive influences.Under such
is conditions, new uses may emerge. The word discrimination, which 

® ‘ve in meaning, is not expected to combine with anything positive.
However, in his
Lord Scarm?” _ _____ __  _______  *—... ....... . ... .
blacks on its force. He calls this positive discrimination (the equivalent Amern 

term is a/Zirmn'tk------ 1 '-*■IS interesting i 
t'oes not exist 
by ■ 
the

report on racial troubles in London (Time, December 8, 1981),
an recommends that the London Police Department hire more

‘affirmative action). The combination of positive and discrimination
in many ways. It deals with a would-be situation, i.e., its extension
yet; however, its intension is at play here. It reverses the situation*ne^'^’’^^ ‘^*5C“mination

'Negative i-- •

3.0.

against whites but positively in order to neutralize 
intensions that go with discrimination.

1**tiguistic strategies employed to achieve the above aims may be one
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The use of stereotypes. Such prototypical forms do not allow for delintl

of the following:

3.1. The use of stereotypes. Such prototypical forms do not allow for delinti 
ration of reference. Things are done in the name of democracy, national interest 
security, justice, etc., without making clear the exact reference of these words' 
Also under the domination of a certain atmosphere, the meaning of a word is 
generalized to cover many territories. When a military mood prevails in a
country, the word battle may be used in contexts outside its military denotations 
e.g., the battle of peace, battle of land reform, battle of education. This expan' 
sion of usage makes the word battle lose some of its impact on people. The 
word acquires extra “sense” but without clear “reference.” This “multiple 
semantic situation,” as called by Ullman (1967, 174) leads to fuzziness in under­
standing. The new term may “take over” and the other word in the expression 
may be deleted. The example given by Ullman is the use of Burgundy to label 
a certain type of wine: Burgundy wine. The word wine can be deleted and 
Burgundy can still be understood to refer to this type of wine. But deletability 
may not apply in every case, cf. the capital (city), capital *(fund), capital 
*(letter), capital * (punishment); also Pan American (Airlines), Pan American 
*(investments). Pan American *(steel). It seems that deletability has something 
to do with the prototypical meaning of the word but not in every case. The 
word drink is used without an object to mean wine drinking. This is the 
acquired not prototypical meaning of the word.

3.2. Neutralization of features by using words with opposite features together 
such as positive discrimination (discussed earlier) or by using other words to 
refer to the same object or person. In some conservative countries, a person 
refers to his wife in the presence of strangers as she, the children, etc.
3.3. Semanticization of extra-semantic information, i.e., “the incorporation into
the meaning ofthe meaning of a lexical item of elements which before the incorporation m 
question, were associated with that meaning through inductive generalization 
(Dik 1977, 283). Words like Solidarity, Bader Meinhoff, P.L.O., have extra-
semantic features as part of their meaning that were not there when these 
terms were first introduced. This extra-semantic information, as Dik says, i* 

,'1complementary in nature because when a specific meaning is applied i» 
situation, that meaning is singled out and complemented. For example, some 
countries add words such as federal, democratic, socialist, united, popular 
their names to code extra-semantic features.

3.4. Desemanticization of extra-semantic features to exclude some of the ft” 
notations that go with a certain word. An example is the use of chairp^^^ 
or chair instead of chairman to desemanticize any male domination- 

will ha'’®desemanticize maleness in boycott one wonders whether one day we 
the words womancott and girlcott.
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4.0.
• Implications of Intentional Semantic Adaptations . .

hanee manifests the relation between pragmatic and linguistic °* of conviction of the new adaptations is compelling if Леу 

persons making assertions whose truth value cannot be 
of the listener and his readiness to believe the

This type 
. The power 
kom prestigiousfactors.

conte
readily

OI** r —tested. The cooperation
of a state of affairs that is asserted to exist contributes a greatrepresentation ot a state. K.* ---- _ „

deal to the incorporation/exclusion of extra-semantic information. This is so 
because the physical fields of experience affected decide which words undergo

concomitant change once a word is “upset” semantically. This change maybecause
the ductive in one area and not in the other. So, we may get chair, chair- 
be P™ Qf chairman but not womancott or girlcott instead of boycott

This may happen though if the feminine context is

in one area
person

feminine context.in a
expanded enough.

This analysis has implications for 1) learnability as the prototypical meaning 
of a lexeme may or may not be a prerequisite for understanding the “projected”

2) historical change, as it is wrong to claim, as Lass (1980) does, that 
a consciously-purposive action, and 3) speech act theoryone.

linguistic change is not
because this teleological change makes languages maintain semantic balance
once a paradigm is upset.
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Lexical Features of Linguistic Quantifiers and 
Well-Formedness of Logical Forms

Irena Bellert
McGill University

The approach I have assumed here is an attempt to account for all the well- 
formed distinct semantic readings of ambiguous quantified sentences by means 
of a lexical characterization of linguistic quantifiers and specifiers in terms of 
two formal features: absoluteness and distributiveness. Generally speaking, this 
approach is intended to be incorporated into the framework of a lexical 
grammar, along the lines of Bresnan (1978, 1981), Kaplan and Bresnan (1980) 
and,others according to which lexical rules play an essential part of a theory 
of language and replace some basic transformations (e.g. NP movement) as well 
as several local constraints or filters (e.g. Chomsky and Lasnik (1977) and Chom­
sky (1978). Bresnan herself has dealt with lexical forms, that is, predicate argu­
ment structures with specified grammatical functions, and was not concerned 
with quantifiers or specifiers so far. The lexical forms constitute forms analogous 
to open sentences, with slots for subcategorized arguments, whereas lexical 
forms together with linguistic quantifiers and specifiers make up schemata which 
can serve as proper objects for linguistic semantics (semantic interpretive rules 
for deriving consequences).

Robert May, in his work on the grammar of quantifiers (1977) has proposed 
quantifier movement rules (QR) which generate representations of Logical 
Forms of sentences with quantifiers and specifiers. The Condition on Quantifier 
Binding and the Subjacency Condition determine the well formed represeii| 
ration of Logical Forms, for the unmarked cases. He had, however, to invoke 
some additional highly idiosyncratic quantifier movement rules (QR’), in ordefj 
to account for transparent readings in opaque contexts. Moreover, his theory
predicts that “for any given clause S which contains n quantified noun phrase^ 
there are n! (factorial) possible formally distinct well-formed logical forms whie’ 
may be associated with it’’ (May, 1977, p. 33) (The stress is mine, for it 
important to realize that there are many pragmatic and “morpho-lexical” 
which reduce the number of theoretically possible readings, but neither ‘ • 

discussed)=nor myself take those factors into account when possible readings are discuss /= 
It will be shown in the sequel, however, that by taking a lexical approach 30 
by assigning the proposed features to all linguistic quantifiers, it is possible 
establish certain general constraints which exclude some of those readioS 
That is to say, we obtain a smaller number of formally distinct well-foro^^

to

±iiuL lo Lv od.y, WC UULaili tx iiumuci vi »»»„a-..-
logical forms which are theoretically (and practically) possible. On the oO 
hand, in some cases the number of theoretically possible well-formed lof!’*^ i

512
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, Belle«t
than that predicted by May’s theory. In general, the number 

’ ' on the number of the ambiguities• ^pater Uian t----------- ‘ ,
iffmed logical forms depends solelyiT^dMo^ed

characterizing 
the conditions

and on

only certain quantifiers with respect to the proposed two features 
that are applicable. It is only incidental that the correct

umbct coincides with the factorial of quantified noun phrases in some examples
nUniu>-‘ —
discussed by May-

The proposed two features are called absoluteness and distributiveness. In
of these twoterms ot -------

quantifiers (including specifiers).
features, it is possible to characterize five classes of linguistic

(a)
' all x-es : y>
I + ab
' -p dis

X
(b) 

an X : (p
(c) (cl) (e)

X ! the x: tp x the x-es: y; x J many x: tp x
+/ — ab . -p ab + ab

+ /- dis
+ /- ab 

S +/- dis

(Note that the generic use of the quantifiers in (c) and (d) is not taken into 
account here)
Class (a) includes: 
Class (b) includes: 
Class (c) includes: 
Class (d) includes: 
Class (e) includes:

eachj every, any and all
a, one, some (with an NP sg)
the (with NP sg), this, that and zero (with proper names) 
the (with NP pl), these, those, the entire group of, etc. 
many, few, a few, several, the majority (minori(y) of, a 
group (bunch, set etc) of, numerals etc.

Definitions. A quantifier a in a quantified noun phrase aX: tpX. (where the 
range of X is restricted by <p, the lexical content of NP) has the feature: 
+absolute iff just one subset of <f, can be referred to, the number of its elements 

(or relative size) being determined by a. For some quantifiers, it can be
a unit set (e.g. fhe, a)

absolute iff one or another subset of ip can be referred to, each having the 
same number of elements (or relative size) as determined by a.

istri^utive iff the main predicate is evenly distributed, or applies in a 

~^'s/ributive
in a uniform

way to each value of X within the range determined by „ 
iff the main predicate is not distributed evenly, or does not apply c___

a.

^ice feature

m way to each value of X within the range determined by 
iff the main predicate is not distributed at all.

a.

"hereas Che feati
+distributive is clearly the feature of

ccniversal

a universal quantifier, 
tire +absolute is construed by analogy to what Copi (1977) 

sense of an existential quantifier in the case when it precedes
quantifier in the^*^*^^ opposed to the ‘relative’
^^ocice that this it occurs within the scope of a universal quantifier),

refg ^^Cure is independent of whether a speaker has a definite 
on the t" nor does it depend on the context. It

type of quantifier it can be assigned to and on the other

sense of an existential

efferent
depends

(or
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betypes of quantifiers that cooccur in the same sentence. Specificity could 
described as referential (not descriptional!) uniqueness: at least one and aj 
most one set of individuals is referred to, whenever a statement is made by the 
use of the corresponding sentence; only one set of individuals can make it true 
Non-absoluteness can be described as referential non-uniqueness: any set oj 
individuals as determined by a and restricted by ¡p can make the corresponding 
statement true. (Consider as an example: “Each man in our village respects two 
women”, where the object phrase can be interpreted as -p or —specific.)

Most quantifiers could be two-ways ambiguous with respect to one or the 
other feature. The total number of combinations of features in quantified NPj 
in sentential structures (including the NPs in subcategorized sentential comple- 
ments) is larger than the number of possible readings (and the corresponding 
well-formed Logical Forms). But there are some universal formal conditions 
which block certain impossible combinations (those would correspond to ill- 
formed Logical Form);!’

Condition 1: For any quantifier a of the type + / — ab 
+ / — dis , if a is —

then a is —dis or lero-dis (no quantifier is thus 

feature -[-dis implies the feature +«&)

— ab, ; that is, the

Condition 2: For any quantifier a, is —ab, then there is at least one
quantifier -\-dis concurring in the sentence (a quantifier —ab must be 
in the scope of another quantifier

Condition 3 :

if a + ab
For any two quantifiers a, cooccurring in a sentence,

, and B 4-ab then B is -\-/Qdis
-\-ab
-P/Odis'

Those three conditions block all the ill-formed Logical Forms and allow only 
those which are theoretically possible and correspond to distinct semantic 
readings.

I will present only one example, because of the lack of space. My claim ii> 
that given the above classification of quantifiers together with the three cond'" 
tions, one can find an example for every theoretically predicted combination 
of features, and vice versa, for every example, there are no more distinct semao 
tic readings than the feature method predicts.

Example: Everyone spoke to a minister on two problems

1) The number is further restricted by certain idiosyncratic properties ot some verbs. Mo'^'
over, there are pragmatic factors, such as factual knowledge of the world, the context, etc, 
reduce the number ot readings, but these are immaterial for semantic well-formedness. van'2) A quantifier —ab can also occur within the scope ot an opaque predicate (believe, " 

eh, etcl. The larV of rime doe« not allow me to di«ei,ce «neh ra.ses. See. Bellert Zin nreoaraUseek, etc). The lack ot time does not allow me to discuss such cases. See. Bellert (in prepari
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BcIK-rt

('■ X is a 
q-ab 
q-dis

person) (3'y: is a 
— ab

min) (3^z: z is a pr)

(a)
+ ab

-pdis

+ / —ab
+ /-dis

+ ab
+ dis

T spoke to y on z

bC
I (b)

.1(c)

■s
S-

(everyone 

q-ab 
q-dis 
(everyone 

q-ab
+ dis

S'(d)

spoke to the same minister on the same two problems)

+
spoke to the same minister 

— ab

— ab
— dis

on some or other two problems)
q-ab 
q-dis

(everyone spoke to one or other minister on the same two problems)

-t-ab 
+ dis

— ab — ab
— dis

(everyone spoke to one or other minister on some or other two problems)

The corresponding Logical Forms with four distinct readings due to the only 
possible meaningful reordering of the three quantifiers would be:

(a) (3'y: y is a min) (3^z: z is a pr) (Vx: x is a person) x spoke to y on z
+ ab

(b) (3'y: y is a 
+

+ ab
+ dis

+ ab 
+ dis

min) (Vx: X is a person) (3^z: z is a pr) x spoke to y on z

(c)

+
+ d — d

(d)

(3''z: z is a pr) (Vx: x is a person) (3'y: y is a min) x spoke to y on 
+ ab q-ab
"bdis -l-dis
(Vx: X is a person) (3'y: y is
+ _ab
-|-dis

— ab
z

3 he

a min) (3''z: z is a pr) x spoke to y on z 
— ab
— dis

Ahl:

corresponding diagrams are:

(a) (b) (c)

''ough the 
'^nibinaii 
'“«u« OI r

number of the possible combinations
are

distinct

-------------3 of features is eight, two
Conri- because of Condition 1, and two are excluded

3. (Condition 2 is always met for the example.) The
t readings, as predicted by the feature method, is four
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(May’s dieory would incorrectly predict six).
The advantage of the feature method over a transformational approac)^

with (Logical Forms derived by Movement Rules) is as follows;
(1) Similarly to Bresnan’s proposal concerning lexical forms, it makes j^^2 tv V xvrxxxAU, Xfc XliaikCJj

possible to dispense with a large number of transformational movement rulgj 
(this is especially important in the cases in which quantification is not Clause- ’ 
bound, as for transparent readings in opaque contexts) so that the Core 
Grammar is simpler.
(2) It correctly predicts the number of distinct semantic readings and cor-
relates each with a well-formed Logical Form (construed by analogy to logi­
cal laws concerning the order of quantifiers)
(3) It can be applied to distinguish between transparent/opaque readings 
by an extension of Condition 2 which allows the feature —absolute in the scope 
of opaque verbs (See footnote 2).
(4) Last but not least, it constitutes a move towards a more realistic theory 
of language. The two features are cognitively simple (e.g. for each distinct 
reading in the above example there is a paraphrase in which they are expli­
citly expressed by the words 'each’ and ‘same’, respectively). Thus every man 
in the street, without any knowledge of logic, may actually interpret each 
sentence with its quantified NPs along the lines suggested by the interpretive 
feature method.®’
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Formal and Non-Formal Conditions on Semantic Paraphrase

Jean-Claude Choul 
University of Regina, Canada

Tlie following is an attempt to give a workable account of semantic para-
phrase a nd outline some of the conditions it has to satisfy.

Any semantic theory, in any sense of semantic, has to allocate some place 
paraphrase, just as it J 
c _____________________ _ z^itl /1, i 1 1 QQ O\

to araphrase, just as it has to offer some solution to the problem of idioms 
or make some statement regarding translation (Choul, 1980; Choul 1982)

In fact these problems are interrelated: the most plausible solution to the
idiom problem is found in the use of paraphrase. An idiom does not seem to 
have a plausible semantic representation other than its paraphrase, except for 
oversophisticated devices. This does not mean that we should forego and dis­
card all attempts at representing meaning through abstract or symbolic sys­
tems. Paraphrase does not compete with semantic representation, whatever
its horizon. It nevertheless invites us to make use of the metalinguistic
resources of language as a testing and control device, before venturing to con-
struct a representation that will require
paraphrase, and requiring an elaborate transcoding system.

a further interpretation, possibly a

As Katz and Fodor (1963) pointed out, paraphrasing is basically an ability 
and skill of the speaker of a language, that is an ability to explicate what one 
means, with more or less success. A successful paraphrase may in that case 

command of the language. But it is equally an activity of 
iittera^'^^^* other way of proving one’s understanding of an

paraphase

there is
apait from performing whatever instructions it involves, than to

tion 
this

It. h e could assume that paraphrasing is more than just a verifica-
procedure, and IS at the basis of understanding, but I’m not concerned with

—man ^PPi'oach here, other than to suggest that paraphrase may be 
‘ban ad hoc cond^' aspect of language and probably requires more

speculative
than i

PoÏÏb/e

but 
^Qually 
but

i'estrict

to give paraphrase a closer look is that meaning is not 
especially within a strict linguistic framework. It is always

'neani

no ” obviously 
possible to

statinp • o
‘ng is.

I''?™®

semantic relation to the link between an object and its
not entirely satisfactory. More linguistically, it is

restrict semantic considerations to establishing differences.
negatives does not necessarily bring us any closer to what

or equivalence is probably a more rewarding enterprise.
e is more in common between

synonymy exists, but without stating the
a pear and an orange and between

.517
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an umbrella and a parasol than between an orange and umbrella, although
these might be connected in some field of experience or some situation.

Tire point here is that paraphrase and semantic analysis are interdependent 
if paraphrase is what I am supposing: a complex semantic relation. As such 
it gains by being distinguished from definition as found in dictionaries 
although many dictionaries make use of paraphrase in analysing certain items 
especially idioms. It cannot be assimilated to encyclopedic descriptions of
objects any more than semantic representation using features can. Nor
paraphrase be identified with devices such 

can
as meaning postulates or logical

forms, these being confined to the metalanguage of description. Paraphrase 
combines a metalinguistic function with the relative autonomy of an utterance. 
If syntactic transforms may also combine these, they are to be isolated in view 
of their lexical material.

Paraphrase as a product of paraphrasing is analogous to synonyms: it can 
be substituted for the trigger element, whether a phrase, a clause or a sentence. 
But substitution is not the privilege of paraphrase and synonymy: anaphora 
and coreference exploit it as well.

A further step can be made in regard to the semantic nature of paraphrase 
if we decide to restrict transforms to an area of paraphrasing, or to a category 
of paraphrase. Past work on paraphrase in fact restricted it to sets of sentences 
reordering or superficially altering identical lexical material (Smaby 1971; 
Culioli 1976; Fuchs 1980).

Just as I proposed to distinguish the utterer’s paraphrase from the hearer’s

f

1
(

paraphrase, syntactic manipulations 
identified as formal or F-paraphrase.

similar lexical material should beon

To this category of paraphrase belong examples (1) to (10), borrowed from 
various authors:

(1)

(2)

(3)

(■i)

(5)

(6)

(7)

Beavers build dams.
Dams are built by beavers.
The gardener watered the plants.
The plants were watered by the gardener.
The delegates visited the plants.
The plants were visited by the delegates.
J’aime le chocolat
C’est le chocolat que j’aime.
Il y aeu un débarquement anglais à Tripoli.
Tripoli a été le lieu d’un débarquement anglais.
Les Anglais ont débarqué à Tripoli.
Un débarquement anglais a eu lieu à Tripoli.
J’ai acheté l’auto à Paul.
Paul m’a vendu l’auto.
Pierre met du papier à fleurs sur le mur.
Pierre tapisse le mur de papier à fleurs.

!
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(8)
Englebert collects stamps. 
Englebert is a philatelist.

stamp collector.

(9)

Englebert is a 
defects of the scheme were obvious.The

(10)

The demerits of the plan were evident.
All the children might have been shouting at once 
The children all might have been shouting at once 
The children might all have been shouting at once
The children might have all been shouting at once. 
The children might have been all shouting at once.

or sets show various degrees of formal identity or similarity.These pairs 
the sentences in (11):just as

(II) The police examined the bullet.
The bullet, the police examined.
The bullet is what the police examined.
The bullet was examined by the police.
It was the bullet that the police examined.
The police did examine the bullet.
The police did not examine the bullet.
Did the police examine the bullet?
Which bullet did the police examine?

As Smith and Wilson (1979), from whom these last two series are borrowed, 
indicate, relatedness does not amount to identity of meaning, and Chomsky 
(1977) is quite right in saying that the passive of example (1) is false, but it 
can still be a valid F-paraphrase under certain external conditions restricting
its application (pragmatically involving “beaver activity”, or with an implicit 
reference to “some”). Similarly, in (4) the strict semantic equivalence is condi­
tioned by a question “qu’est-ce que tu aimes?” “What do you like?

Tf »If relatedness is not sufficient, neither is formal identity: the plants in (2) 
e not the same as in (3). F-paraphrases can combine some lexical equivalence, 

or not, as in (6) and (8). (6) is usually referred to as converse, while 
typical example of paraphrasing through

derived 
(9) is a

. . ------------Ui
fl, the formal a systematic synonymic sub-

, character is confined to syntax, and (10) is strict
reordering.

Paraphrgjg^ b^t^d along the lines of Culioli’s conception of

forrnal

IS a

not constitute valid semantic paraphrases or S-para-
sense, since every formal difference is also a possible or' ------------ - Ti n series. They remain plau-*/"-“uai semantic difference, analogous to tne .^‘ble choices with n»,.’ ’ 

conditions
^’‘ternal 

pose) , 
^Haring

with neutralisation, either for an utterer or a hearer, under certain 
( fame of discourse).

rvill^ri (situation, reference, axiological
e a „ the extent of a paraphrastic set, as a set of sentences

or connotative pur-
a semantic core, with or without formal evidence. External conditions
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may admit anaphora, for instance in a given situation. They will also conffj
tion the degree and type of paraphrasing: (12) is an example of referential
paraphrase (R-paraphrase) with an identity degree, but is not a sense (S-) p^j.^
phrase, and belongs to the phrasal type:

^‘•■'nanties

paraphrase (R-paraphrase) with

(12) a. L’Opéra de Paris.
b. L’Académie nationale de musique et de danse.
This stable relation is nevertheless not retained in (13):

(13) L’actuel Opéra de Paris, entrepris en 1861, est le chef-d’oeuvre dç 
l’architecte Charles Garnier.

In fact there is another possible R-paraphrase of (12a), that is (14), which 
under some condition may also be equivalent to (12b):

(14) Le palais Garnier.

Our primary concern in connection with paraphrase should not be trying 
to prove that we are faced with absolute identity of meaning, but attempting 
to determine what kind of meaning relation there is and under what circums­
tances. While truth conditions may affect the degree of equivalence, they will 
not trigger or establish paraphrase as a relation since meaning or rather sense 
has to be established prior to truth or falsity.

If we declare example (lb) false, we have already assigned some sense and 
some reference to the various items: truth belongs to the axiological processes.

To be satisfactory an S-paraphrase, as a relation between a pair of sentences 
within a set, requires sameness of meaning and formal difference under con­
stant external conditions—these will vary from pair to pair. Restricted sense 
identity is concerned with internal conditions and relies on a given semantic 
analysis or representation. If we confine ourselves to sememic structure it may 
be assumed that an S-paraphrase consists in feature restructuring (but not 
shifting word order). This implies some kind of operations on the features, 
while preserving what makes semantic equivalence observable: redundancy.
Redundancy is formal at the level of semantic representation: the same
features show up at different inclusion levels in the readings assigned to the
pair. Members of a paraphrastic set, apart from the possibility of being 
formally similar, can also be compatible, that is, show a partial identity n
features (what is otherwise known as selectional relations). This redundanC 
has to be present as a relation between pairs (accounting for intuitive identd) 
of meaning), but also as an internal relation within each string, accounting 
for compatibility and coherence. The diagram in (15) is an attempt to illustrât 
this:

(15) a b c 
lh± _ I

1.

I—I 
def 
Ihz'.J

J

The d-e-f compatibility does not have to be identical to the a-b-c relation ’ 
but it will account for example (16):
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j.-c. Clio“'

(16) The
head refused a raise. = The person in charge did not accept 

an increase in salary.

In (16)
sentential type
seems a

as in (9)> borrowed from Leech (1974), we are dealing with the
-- paraphrase, a type which is usually contested since it always 

little contrived, but (17) still holds an S-paraphrase relation without

this feeling:

(17)
The manager said no to his salary being upped.

The contrived appearance is then due to a one-to-one substitution on the 
basis of synonymy. This leads us to some operations carried out to produce 
an S-paraphrase. First, one has to realize that “paraphrastic synonyms” do not 
necessarily comply with the strict requirements of total synonymy. A basic 
operation then is a feature suspension (or neutralisation) which results from 
the application of a condition. Of course feature suspension is not restricted 

word substitution in paraphrases, since syntagmation also blocks offto
readings, but the two phenomena are linked if MUSCULAR ORGAN cannot 
be assigned to heart in (18):

(18) She has a kind heart.

It is connected with the fact that nature and disposition can be substituted 
for it. Here the verb to have and kind act as cooccurring conditions, while 
to put, all and into something would have commanded another reading.

Another operation is negation, single or correlative. (16) and (17) illustrate 
the single negation, and (19) the correlative (logical incompatibility):

(19) tiède=ni chaud ni froid.
Negation of feature in the paraphrasing process does not happen alone: it

o viously implies expansion, and expansion is due to feature raising, as the
general. paraphrasing process is: feature raising (as its opposite feature lower- 

S) consists in a chance of status-fmm thp Tn₽talar»omair#» ulanp anaivtiralchange of status—from the metalanguage plane (or analyticalleveh K • *^‘«**5^ UI aiaiub—irom me metalanguage plane ^or analytical 
least object language plane. This in turn implies that S-paraphrase is at 
language^^^”^•^^^ generally a quaternary relation, since object
reading ^ahhoiF* from feature raising could have in turn a different

(^7) does preserving the double redundancy. For instance, said no in 
01 ave the same reading as refused or did not accept in (16).

of analysis may show similar equivalence, but will not beDeeper levels
»1° surface s„'uc.u,es" 

Change ¡nonly a

lo its

as readily as value-assignment which requires 
notation to change status.relation^interlocki I’elation can be considered as a paraphrastic system, due 

in an ^^hile in a set of transforms meaning is said to be
'ce and system (part of larger sets, combining degrees of

double - ■ ■

preserved, i
^4uivalen, ^paraphrase
fbe double redun^^^^ claim would be reversed: syntax is preserved through
•hures within and much of this is a projection of the hierarchy of

" ’ sememe, and between
sememes.
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Each system is sealed off through the application of conditions: in an §
paraphrase, reference has to be constant, as well as connotation or axit ’

Sema,Iti,

iologicaj

'■es ■

d
conditions. This means that S-paraphrase sets could very well be restricted
systems made up of a small number of pairs, while an R-paraphrase set can to 

belarger, without preserving semantic conditions, especially if proper names are 
involved, as in (12), (13) and (14). In line with this, axiological sets centerej} 
on pragmatics are probably the largest since the equivalence is one of purpose 
or theme, regulated by situational factors, with complete lack of redundancy 
at the reading level.

Paraphrases of world-objects, as tree for instance, are normally attainable
through a reduction in features, where only the generic and one specific are
raised. But this apparent difficulty is not confined to paraphrasing: a semantic 
representation of tree is bound to compete with a botanical description, just 
as one for a given emotion will borrow from psychology. If paraphrase becomes
a dependable tool in semantic description, value-assignment will have
advantage over exhaustive feature listing.

To sum up, an S-paraphrase as a surface relation as Illustrated in (20):

(20) (a-l-b-l-d = e-|-f+g)C

is obtained through a quaternary interplane relation, as shown in (21):

an

(21) a + b-4-d 
a:=E 
b:=F 
d:=G

e + f + g 
e : =A 
f: = B 
g:=D

displaying a double redundancy as in (22):

(22) (anbn d)n (eP f ng).
It would obviously have been elegant to arrive at a single formula, but the 

series (20), and (22) does have the merit, at least at this stage in the research.
It would obviously have been elegant to arrive at

of illustrating the very complex semantic nature of the paraphrase relation.
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Disseminaf*®”^^ Analysis of Human Language Sentences
prolegomena to a Constitutional Theory of Language

Niels Danielsen
University of Odense

The difference between Eskimo and English is a minor one:

Savik nanineqangila?

Has the knife not been found?

Hasn*t the knife been found?

Eskimo is a non-disseminating language, whereas English belongs to the 
disseminating language type which splits up its verbals into nuclei (o) and 
operative verbs of different kinds (0 (infinitives), △ (participles) and V (abso- 
Our E’skimo^'^^^^*^^^^-'

example shows us that the polar categories “positive” and “nega­
tive” are by nature verbal
city is shared by the 
speaking superfluous

or at least ad-verbal categories and that this capa-

English (German,
’■ity notations.

is
^t^uen batere

sentence status category: the interrogation mark is strictly 
in Eskimo, as the verb is in the interrogative mood.

French, Russian etc.) deploy(s) its (their) status and pola- 
So a Basque sentence like

erran here anderari galdu zitue/a mandoak.
hed by its English translation:

in 
for

fie has
even told his own wife that he has lost the mules.which 1 — mutes.

that’ (corr is special word(!) for ‘not’ and a special icord
sub-ordf°*^^d”^ verbal morph -la in Basque) indicating the

’’“^teriaii^j.. ^^Sories, the materializations
étions of polarity, have

of status and the corresponding
a tendency to coalesce in human language.

523
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thereby forming so-called confusions:

Minulla oli sellainen tunne, ettemme me itse olisi voineet joulua tehdà 
jollei se nain olisi saapunut... (Finnish)

("I had a feeling that we ourselves had not been able to celebrate Christ­
mas if he had not come like that”).

Some languages differ maximally from Eskimo in that they split up their verbal 
hemispheres into minimal carriers of semasio-functional information. An 
example of this is Chinese:

« "i
Wox-men fei chiex - fangz tha puz khex. *

we not let go let fall him not acceptable 
(like that)

We /itzye had to let him go.
Several languages tend to engender more or less complex verb corpora in the 
form of non-disseminating "molecules” leaving to their disseminating counter­
parts the only possibility of splitting up if you translate from one to the other;

iki tarai anlagamadilar. (Turkish)

Th*  two alias oould not agraa.

•) My Chinese transcription follows the principles proposed by Olov Bertil Anderson (L*'
Uppsala, Sweden).

Bu bôyle olmaliymig. (Turkish)

Dias scheint so sein zu müssen.

Watashl wa hon ga yomemasu. (Japanese)

the book^^^^ausceptible to reading ] 

> I ceuT read the book. I
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S.
jelscn

feneXelhetsz?
(Hungarian)

Can you sing?

■ constitutional linguistics operates with the following basical depic- 
A universa _ _____WORD of St. John’s Gospel):

tion of human language

This figure allows us to define any 
and its polarity:

human sentence as the sum of its status

polarity

YES f NO

status ————■
(Do you come?)

or of its sememic intention and its polarity:

SEMEMIC

INTENTION

semic 
intention

(©X: Where does he

tt tt
come from? Who is ^?)

tt tt
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Moreover, it allows for a concise universal analysis of all linguistic categoj.-

'«л
seen as 0 ( = noun), △ ( = adjective), tçz ( = adverb), ( = finite adjectiv

( = finite adverb), △ ( = adjective, part of verbal complex), ( = adverß' 

part of verbal complex), etc.

The central part of our figure (the o ) gives us the key to the research of 
human nuclei (traditionally they were called auxiliaries). ail

Phonology, in this play, is reduced to its appropriate role: it is the 
printing ink.

So, if we look at a sentence like

Dies hätte untersucht werden müssen.
we see that it has the following structure: 

™ere

o

in which sequence of simplest signs we introduce a indicating any infini­
tive which is a part of a periphrastic verb complex.

The verb structure just demonstrated is one of the 10 quadrusections existing 
in Modern German. They are matched on one side by trisections (8 in num­
ber):

Er muss sie verlassen haben.
o 

and by quincusections (2) on the other:
Er soll sich kaum einen platten Spaß haben entgehen lassen können, 

o <ö> O

The maximum is represented by (extremely rare!) sexcusections:
Er wird sie schwerlich alleine zusammen haben spazieren gehen 

o

lasse»

wollen können.

and the minimum is represented by not more than four bisections: 

Er ist gekommen
o Zs,

Er hat anzurufen, 
о J
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Er Wi
ird gehen/geg^en.

O

Japanc’^
much simpler. The prevailing bisectional types:

a

Baka-iia koto o itte-shimatta. 
o

‘‘1 have said a foolish thing )

iiid trisectional types.
Yamada-san fusai ga kuruma de tsurete-itte-kuremasu.

(= 
differ

“Mr. and Mrs. Yamada will take us by car”)
from their German counterparts in their basic structures mainly on be­

half of the frequent use of absolutives ( 
Kodomo ga asonde-imasu.

o
(— “the child is playing”)
Tokaku Into no yo wa sumi-nikui.

) and verbal adverbs( ) :

(= it is not a very agreeable world to live in, this world of ours) 
Kono kojo wa okiku nai desu.

V7 △ o
( this factory is not big”) (cf. Turkish ... degildir)

Gakusei nakattara, han-gaku dewa arimasen

(«“If
o

The whole
you are not a student, it is not half-price”)

language is still
problem of the basic structure of verbal hemispheres in human

Portant to i
waiting for its universal treatment. It is so enormously im-

has conquered
ntroduce more clarity on this issue: Who reigns the verb ( ),

language (^).
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Lexical and Conceptual Semantic Categories

Jeffrey S Gruber
University of Ife, Nigeria

Two types of representation of the meaning of lexical items may be recog­
nized. One is the predicational sort, identified with the semantic representa­
tion of sentences, such as may be' expressed in the forms of the predicate 
calculus, semantic case systems, or thematic relations. The other type is the 
representation of meaning of lexical items in terms of sets of usually binary 
valued features.
We show in this paper the formal distinctness of these two types of represen­

tation of meaning, and the relationship of their roles in a theory of semantic 
structure.

The two types of meaning representation relate to two levels. The one,
involving predicational relations, because of its direct association with the 
connection between the meanings of words and sentences, we call lexical. 
Categories elemental to this level we call lexical semantic categories. The other, 
involving sets of feature values, we call conceptual. These consist of matrices 
of conceptual features that define and distinguish the lexical categories.

Lexical and conceptual fields, utilizing a principle of disjunction, can thus 
be formally described and distinguished. In addition, a pervasive distinction 
in the character of meaning, as well as distinct syntactic effects, can be attri­
buted to the nature of the two levels of meaning.

Verbs and adjectives tend to have lexical meaning, i.e. they are lexically
lexicalcomplex, being defined by a predicational structure. For example, a 

field comprising the verbs buy, sell, barter, borrow, lend, give, take etc., 
characterized by a single predicational structure for each item in the field, eac 

or interchangebeing distinguished from one another by substitution, addition.
For in-of categories or variables in distinctive roles within the predication, 

stance, the role of Source in sell is identified with the same variable that 
the role of Agent and also serves as syntactic subject: whereas the role of o 

MONEY, co”'in buy is so identified. Both buy and sell involve a category
trasting them with the other items in the field. The elemental lexical ca

of con-gories on this level, e.g., MONEY, would in turn be defined in terms — 
ceptual features, in a conceptual field contrasting items such as MO- _ 
GOODS, EFFECTS. Nouns, on the other hand, are often lexically 
having meaning in terms of conceptual features only. For example, the , 

- ■ ' categor*
cor’^'

simp^®’

ceptual field of the set of terms cup, mug, glass, bowl (i.e. lexical 
CUP, MUG, GLASS, BOWL, each term being lexically simple and
spending to a single lexical category) is characterized by sets of values

:ie’ i

'''' Ion- ■of c«”’'

528
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J-
features,

¿^eptual 
Tall Shape,.

i such as Substance (earthen, glass, or plastic or paper), +| — 
’ 1.1 TT___ 11Large Size, and +|- Having a Handle. 

* 1 ,1.лс «^VtArYicolmav Ka vJpxtual features themselves may each be viewed as a predicate ofnnceptuai icaiuiva  ------—, ------- - r*
The co r , cgjj however, the items differ by varying the elements in 

•1 sort. In a te , ,_____„„.i_ —I a - ------------a single predicational relation, or modifying that relation Whereas in field the items differ by varying the values of each nf tk ? 
f conceptual (predicate-like) features. «f

illuminating example is provided by the Ene^hsh
hot, warm cool, cold, an analysis of which involves both lexical
levels. Like all polar adjectives {big\small, higMlowstructure among various elements is needed to^describí the relational 

opposition: each describes a measurement in some d' •.ad, pai, buc in a poaiuve d¡„„¡n„ -h. same

.be Oiber. i„ each ,„n,e distance from a reladve norm.

teptual 
set ofa
An

must at least be represented by the predicational structure HAVING A TEM­
PERATURE WHICH GOES (EXTENDS I MEASURES) UPWARD FROM 
THE NORM, in contrast to cool and cold, which are measurements DOWN­
WARD. Hot is distinguished from warm, however, and cold from cool, in that 
hot and cold must be used to refer to temperatures only in specified ranges, viz., 
HOT and COLD, respectively. HOT and COLD would be elemental lexical 
categories; they are defined absolutely rather than relative to a norm, not 
involving such a predicational structure. Thus we speak of a (relatively) cool 
star, but not a cold one (unless we mean a dead star); and we can speak of
(relatively) warm liquid hydrogen, but not hot liquid hydrogen. Thus hot
would have to be represented by a predication such as HAVING A HOT 
temperature which goes upward from the NORM; cold
would also involve 
and DOWNWARD,

a similar complex structure, using the categories COLD

Schematically representing the possible permutations of the structural 
elements of the semantic representations here described, and mapping each 
possibility to one of the lexical items, constituting a lexical field, we have the 
following:

Lexical Field: Temperature Terms
-pp liemanlic Representations Lexical Items
-ra-. *'■ rtp from NORM. HOT . .TEmp_ 
^FMp’ 
TEMp 
TEMp’

Up rROM

Dow"

FROM NORM, HOT—

Lexical Entries
TEMP, FROM NORM, HOT

Up FROM NORM 
from norm
FROM NORM, COLD -
from norm, cold

NORM

warm

hot

TEMP, FROM NORM
warm «

• F'OWn
From norm, hot

TEMP, DOWN FROM NORM

f Otte

Ittt COOÍ
FROM NORM, COLD TEMP, DOWN FROM NORM, COLDcold

# <^old #
principle of disjunction, whereby the specification of the use 

delimits the use of a more generally specified item, the lexical
Of the

’teni
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entries, which contain the minimal specifications, determine the full
semantic representations corresponding to a given lexical item. Note that
is the residual lexical item, having the least specification, but delimited

set Of

itt 
use by that of all the others. Cool is also residual relative to cold and delimit 
by it.

The lexical categories HOT and COLD must now be defined in terms 
conceptual features. The situation proves more complex than would all.
HOT and COLD to be defined by a single feature, such as +Hot and

of 
loi»

"Hot
COLD (and other categories, COLD' 

and ROOM, corresponding to Room-Temperature} appear to depend on addi 
tional conceptual features, such as whether referring to an object of the 
environment (+|— Object), and whether to an object used when hot (-pL

respectively. The range of use of HOT or

object used when hot (+|_
Used Hot); the distinctions in range also seem to require three temperature
features (+|— Hot, +|— Cold, and +|— Room). Thus the conceptual field 
being a mapping from the conceptual space (defined by the possible permuta­
tions of conceptual feature values) to lexical categories, may be as complex as 
the following:

Conceptual Field: Temperatztre Categories
Conceptual Space jLexical Categories

Object 
Used Hot

Hot Room Cold

+
+

+
+

+
+

T

HOT
ROOM

COLD'

COLD

Such a mapping between a conceptual space and basic categories 
similar to that for basic colour terms, which themselves seem to be

would be 
eleпlen^^^

lexical categories, defined by conceptual features.
It is also illustrative to display the conceptual field of a set of lexically

simple terms, such as cup, mug, glass, bowl. This can be represented as
folio"'®

(note that the feature Substance is three-valued in this analysis), where 
is written above a matrix giving the feature combinations disjointly po^® îiblf

for it:
Conceptual Field : Drinking Vessels

Substance
Tall Shape

Handle
Large Size 

g=glass

CUP 
gggeeeppppppp

+ + - + + - + +
— — — 

e=earthen
+ — — +

p=paper| plastic

+ + + + 
— + + 
- + + -

MUG

g g e e c e
+ + + + + +
---- + +------

GL.ASS

g g
+ +

+ + + - + +

1I
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J Category Definitions

I

' +

+

Vessel 
Tall Shape 
Handle 
Large Size

BOWL

+ 
g 
+

Vessel 
Substance 
Tall Shape 
Handle

+ Vessel 
g|e Substance 
+ Tall Shape

-h Vessel

I I ! L I I J

GLASS MUG CUP

the above the categories are minimally specified by category definitions using 
^"principle of disjunctive delimitation. Thus CUP, the lexical category defining 

the term cup, is the residual category, having maximally general specification, 
but delimited by the specifications of all the others.

Note that although cup corresponds to a residual category it cannot be used

a

unspecified situation. This is generally true for con-as a general term in an 
ceptually defined, i.e. lexically simple, terms. (For another example, note that 
among basic colour terms, also lexically simple, something pink, although
technically a type of red, cannot be referred to as such.) This property of con­
ceptual meaning is due to the role of conceptual features in defining lexical 
categories, whereas it is the latter that characterize what can be referred to, viz., 
distinctive areas in conceptual space. Words with lexical meaning left unspeci­
fied for some lexical category may however be used in a general unspecified 
situation, such as warm in ‘How warm is it?’

The fact that it is the lexical categories of the semantic representation that 
characterize what can be referred to or stipulated, results in a pervasive distinc-
tion in meaning character attributable to lexical categories and conceptual 
features. Lexical categories are associated with an aspect of meaning that can 
be described as denoting a state that is actual or manifest; while conceptual 
features denote properties possibly not manifest, but' potential or intentional 
and as such inherent and necessary. Thus a glass mug remains a mug, not a 
glass, if its handle is broken off. Also contrast home, with lexical meaning 
Where someone lives, with one of the senses of house, which is lexi- 
^fly simple with conceptual meaning characterizing something that is 
building with the intention of being for i_______ _ " _ W
Conceptual feature value -1- To Live in. Similarly, contrast meat-eating with
‘'eftjivoroiis the
“leaning one

a
someone to live in, viz., with the

one meaning one that actually does eat meat, the latter 
that potentially, and inherently, eats meat (presumably an

contrast the salient senses of afraid or fearful with timid, 
^he characterizing an actual state, possibly an habitual or generic one.

Since 
tion

an inner property not necessarily manifest.
terms with lexical meaning directly involve the semantic representa- 

of sentences, they are involved in sentence syntax, and aspects of the--- ---------------- -- 1,1

4*cational relations that define them 
’¿“tactic 
hl

are accessible to syntax, resulting in

Oh*■«id

effects, such as the presence of complements. Conceptual features, 
accessible to syntax. Thus contrast the fact that we can say

of wolves, but not *timid of animals. In the same way parts of the



semantic representation of lexical meaning are accessible to modification Jjj
syntactic structures, such as in the phrase temporary home; however, parts
conceptual features are not so accessible, hence we cannot say temporary ho\
in the same sense.

532 Section 3: Semantic,

‘ of 
'Uie

1. Semantic Representations Lexical Items

2.

3.

SIZE, UP 
SIZE,

FROM NORM —
Lexical Entries 

SIZE, FROM NORM
FROM NORM # frig #

SIZE, DOWN FROM NORM

Conceptual Space

HOT

NEUTRAL

COLD

— small SIZE, DOWN FROM NORM
small I

TEMP, HOT, 
TEMP, HOT,

Seman/ic Representations
UP FROM NORM
DOWN FROM NORM

Lexical Items 
hot 1 
cool J

(e.g., a star, molten metal, the Congo.)
TEMP, NEUTR, UP FROM NORM
,TEMP, NEUTR, DOWN FROM NORM 

(e.g.. 70°F)
TEMP, COLD, 
TEMP, COLD,

UP FROM NORM
DOWN FROM NORM

(e.g., liquid hydrogen, Siberia.)

Semantic Representations
Lexical Field: Temperature Terms

Lexical Items
TEMP, HOT, UP
TEMP, HOT, 
TEMP, 
TEMP, UP

FROM NORM 
FROM NORM 
FROM NORM 
FROM NORM

TEMP, COLD, 
TEMP, COLD, UP

FROM NORM 
FROM NORM

warm

TEMP, DOWN FROM NORM
TEMP, HOT, DOWN FROM NORM

TEMP, COLD, DOWN FROM NORM------ cold

4.

Object 
Used Hot

Hot Room Cold

+
+

warm 
cool

warm 
cold

Lexical Entries
TEMP, HOT, FROM NORM

hot it

1
ii

TEMP, FROM NORM
it warm it

TEMP, DOWN FROM NORM
it cool

TEMP, COLD, DOWN
it cold

FROM NO£a I
Conceptual Field: Temperature Categories

Conceptual Space Le.xical Catej -ori£S. j

HOT
ROOM

COLD'

± COLD
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Category Definitions:

5- C Temp
+ Hot 

Room 1 
Object J

4- Temp 
+ Cold

f— Room 1 
— Object)

Temperature Categories
4- Temp 
- Hot
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Conceptual Field: Drinking Vessels
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Handle 
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--------------+ + + +
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6.

I.

■4- Vessel 
— Tall Shape 
— Handle 
4- Large Size

Category Definitions :
4- Vessel
g Substance
4- Tall Shape
— Handle

I -
BO3VL GLASS

.1

g g e e e e
+ + + + + + 
--- + +-----
+--- + + -

Drinking Vessels
4- Vessel 
g|e Substance
4- Tall Shape

L,
MUG

___ I

T.

L
Semantic 
Representations
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- +

r + Vessel

I.
CUP
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+ + +
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Features

defined by
consisting of

consisting of
Conceptual 
Structure

Referential Indices 
Lexical Categories

defined bj’ (conceptual 
meaning)i associated with (en­
cyclopedic meaning)
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Syntax and Semantics of Imperative Sentences

Ik-Hwan Lee
Yonsei University Seoul

This paper attempts to provide an explicit syntax and semantics of impera­
tive sentences in English. The category of imperative sentences includes the
following:

(1) æ 
b.
c.
d.
e.
f.

Shut the door!
You shut the door!
Somebody open the door!
Everybody shut his/their eyes!
John, open the door!
Anyone (of you) lend a hand and make himself/yourself useful here!

All the sentences in (1) are assumed to be used as imperatives. Their 
syntax and semantics, however, include various problems such as: the status 
of subject (absent or present), the agreement of person and number, the status 
of the speaker and addressee, the truth conditions, etc. In sentence (la) there 
is no overt subject you, which is present in the example in (lb). In (Ic) and
(Id) the subject is not you, but a third person noun phrase somebody and
everybody, respectively. In (le), although there is no overt subject, the proper 
noun John can be interpreted as assuming the subject function. As shown m 
the sentences, the verb form of imperative sentences has a characteristic feature 
of the imperative mood in that it does not undergo the agreement process.
The status of the speaker and addressee is directly relevant to the analysis to

t’Cbe presented. Finally, can we ever determine the truth value of an imperativ
sentence? If yes, what would be its truth conditions?

In this paper, an attempt is made to explain the sentences in (1) in a uni-
form way. In order to account for the observed problems and formally reprC' 
sent the semantic characteristics of imperative sentences, I adopt a revised an 
extended version of Richard Montague’s (1974: “The Proper Treatment o 
Quantification in Ordinary English’’: PTQ, henceforth) model theoret*^ 
framework sketched and applied in such works as Bennett (1975), Karttunen 
Peters (1975, 1979), and Lee (1977, 1979/80, & 1982). Syntactically, Montague^’ 
convenient bottom-to-top derivation and quantification rules are assume
Semantically, I make use of Montague’s translations and meaning postulate ’ 
plus the notion of (conventional) implicature. Particularly, making use of 1 
two-phrase translation method (i.e., expressed and implicated meanings:

'.es, J the I 
irt- ■ 
.tie fl

Kart-
tunen & Peters 1979; Lee 1977), I attempt to correctly represent tlie seinan 
aspects of imperative sentences.

I 534
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As 
some

for the
relationship between a syntactic form and its translation, I as- 
seroantic aspects carried or created by a lexical item or by a1 anv seino'“*'- “-’1-------- ' >

’ C & structure or feature) can be represented in the translation 
tic form ovomnlo tVirfa <-T-onclo fTie -imT-iOvo t-i-irosyntactic —- 

the relevantof
sentence

item or form. For example, the translation of the imperative 
will include the semantic aspects roughly corresponding to the

structures
in (la)
in (2) and (3).

You will shut the door.
shut the door.I demand you to . . .

' ' other words, the translation in my analysis includes the following 
° First, it is usually observed (e.g., A. Ross 1944:55-57) that an impera-

(3)

points: denotes the comparable meaning of a declarative sentence. Ittive sentence - -. j,11 be convenient to regard this meaning of an imperative sentence as com- 
^'arable to Lewis’s ‘sentence radical’ (Lewis 1976:38) or to Bierwisch’s ‘prop­
ositional content’ (Bierwisch 1980:22). Secondly, logicians and linguists
observe that imperatives include the speaker’s will or intention. (Leonard 
1959:184: Bierwisch 1980:21 f.). I regard this aspect of an imperative as a part
of its implicated meaning, which arises from the significant syntactic structure 
of the imperative sentences. In order to formally represent the two aspects of 
meaning, I use the two phrase translation method proposed by Karttunen and 
Peters. (Cf. works cited above.)

Taking the above observations into consideration, I formulate the syntactic 
and translation rules as in (4), (5), and (6).

(4) New Categories

a.
b.
c.

(5)

iVanje
PI (Proto-imperative)
IM (Imperative)
IQP (Imp. Quant. Phrase)

Profo-imperafiue Rule {Pl-rule)

Definition 
t 
t 
T

Basic Expressions 
{a} 
{a}

{he, you, someone, everyone}

S4': If a e Pt, where a = he^, 
F«. {a, ß) = aß\

and ß € Pjv, then F<, (a, ß) e and

T4':
(hco is an unspecified pro-form, which is phonetically null.) 
If a translates into<a"; a" and into <¿3®; 13‘>, then F*, 
{a, fii) translates into <a'('^iiy Fj9®(y)); a' 
[human® (x) {x} AF. {z} A want® (x, (z))])>
where:
Л:
Л: 
F :

property of ‘being the addressee’ (of type<s,

(6) want:

property of ‘being the speaker’ 
future time operator

(of type<s,

^"^perative
a non-logical constant

Si 5': (Quantification Rule {IQ-rule) 
If € Ppj, where comes from F. 

'y.o(.a, ^!) e Pi, where F^, „F,
Tiy

(of type<t, t>) 
(translating tvant)

e.t>» 
e, t> >)

and a e PiQp (.,,, then.

? ■ ' Ppi) by replacing he^ is ! by a. 
^1 a translates into<a®, «'> , " ---

(a, ^!) = ç5!', where ^!'comes from

and {i! into <0!®; ^!‘ , then,
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■‘’^'nantie,

F15- <i(a, Ç1!) translates into <«'( ÂXoçi!'); a'(<^-Xo^!')/\o:h 
(''ÂXoi4:')>

Let me now illustrate the above rules with a simple imperative sentenc 
in (7). Before this sentence is derived, sve need to derive a proto-imperative
sentence as in (8) and translate it as in (9).

(7)

(8)

Corne!

heo-come!, PI, 4'

(9) a.
heo'.'T

hCo'= <;PP{Xo}: ;P[x = x]>
corne, IV

f

b.

c.

heo’' = xPP {x„} 
heo-come!'
= heo'(''ily F come'(y))
= JIPP {xo} (^Jly F come'(y))
=F come' (xo)

heo-come 1 ‘
= AP [x = x] (''come') A .iPP {x«} ( ' [human' (x)>r2{x}Ar, [z}a

want' (x, ''Fcome' (z))])
=Vx [human' (x) /\r{x} AT, {xo} Auant' (x, f come' (Xo))]

Note the actual imperative in (7) is derived by the imperative quantification 
rule as in (10) and translated as in (11).

(10) hci come!, IM

he., T(=IQP) heo-come !, PI
(11) a.

b.

c.

he[ ( e IQP ( = T)) (hej* is the same as hej)
= <JlPVx, [human'(x,)AP{x,}] ; APVx, [human'(x,) Ar,{x,}]> 
hei-come!‘ = üPVxi [human'(x,) APfx,}] ( xxo Fcome' (Xj)) 
=Vxi[human'(x,) A Fcome'(x,)]
he,-come!‘ = 2PVx,[human'(x,)A/’i{xi}] (' Fcome'(xo)) A
ÂPVx,[human'(x,) /\ P{x,}] ( ^;}XoVx[human'(x) A r.fx} A 
r,{xo)Awant' (x, ''Fcome'(xo))])
^Vx,[human'(x,) A/’i{Xi}AVx,[human'(x,) A Vx[human'(x) A
A{x}Ar,{x,}Awant'(x, •'T come'(x,))]]

In the translation we actually need to specify the implicature of the 
in order to get a complete translation. This part, however, is not 
illustrating the rules, hence assumed and ommitted.

sellb £0»^^
al i

rule-i
crucial

The postulated rules, together with the regular quantification 
PTQ, can effectively account for the ambiguity arising from the senteiif^
(12), svhich is derived as in (13).

(12) Everybody choose a subject!
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(13)

Let-

a-
Everybody choose a subject!, IM, 15', 0

everybody, IQP heo choose a subject!, PI, 4'

hep. T choose a subject, IV, 5

choose, TV a subject, T, 2

subject, CN

b. Everybody choose a subject!, IM, 15, 1

a subject, T, 9

subject, CN

ewrybody choose himj!, IM, 15', 0

everybody, IQP hCo choose hini]!, PI, 4'

heo choose him !• IV, 5

choose, TV himj. T
The scope difference is shown in their translations. For convenience, only ex­
pressed meanings are given in (14).

(14) a. (for 13a): yY’‘[human*(x)—>Vy[subject'(y) A F choose*(x, y)]]
b. (for 13b): Vy[subject®(y) AA’^[h’-iman'(y)^F choose*(x, y)]]

To sum up, in my analysis, an imperative sentence is translated into a pair 
of logical expressions. They together determine the truth value of the impera­
tive sentence. My analysis incorporates Hausser’s (1980:85) fulfillment condi­
tion, and overcomes a problem in his analysis (i.e., the problem of the speaker’s 
intention) which was noted by Bierwisch (1980:18-19).
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geniantic Relationship between Subject and Object

Liao Yazhang
Beijing Foreign Trade College, Beijing

(1)

There are at least eleven roles recognizable in English simplex sentences; 
zn Agentive (AG), (2) Affected (AF), (3) Effected (EF), (4) Recipient (RC), (5) 
Instrumental (IS), (6) Locative (LC), (7) Temporal (TP), (8) Eventive (EV), 
/9) Empty “it” (IT), (10) Current Attributive (CA) and (11) Resulting Attri­
butive (RA). The subject may assume 1. AG, 2. AF, 3. RC, 4. IS, 5. LC, 6. TP, 
7 EV and 8. IT. The object is supposed to play such roles as 1. AF, 2. EF, 3.
RC, 4. IS 5. LC and IT.

Fillmore postulates for English the following rule: “If there is an A, it 
becomes the subject; otherwise, if there is an I, it becomes the subject; other­
wise, the subject is the O”. It is clear that the notion of a hierarchy of cases 
with respect to subject formation is inherited by Quirk et al and a system 
of priorities developed for assigning a function (role) to the subject: “If there 
is an ‘agentive’, it is S; if not, if there is an ‘instrument’, it is S; if not, if 
there is an ‘affected’, it is S; if not, if there is a ‘temporal’ or ‘locative’, it may 
be S; if not, the prop word it is S’’.

The theory of case hierarchy is plausible, but its application is dubious, for 
die assignment of a function to the subject is fundamentally decided by the 
properties of the verb and noun concerned, and the subject permutation will 
go with a case inheritance.

1. a,

2.

- He dirtied the wall with oil 
*>• •He dirtied oil on the wall
k bullets killed a large number of enemies

3,

4.

a. 
b.
a.
b.

Dumdum bullets murdered a large number of enemies 
^ye found a place for the pine tree
i ve found the pine tree a place 
c gave the room a thorough de;

*He
^ntences 

ii?*bs and 
/^s is 
¡exicon, 
[rarne i- 
ber

-a thorough cleaning 
S3ve a thorough cleaning to the room

ib, 2b, 3b and 4b are ungrammatical because the properties of 
good concerned do not semantically permit of those sequences.

evidence that relevant semantic information must be coded into
particular into verbs, and the number of participants of the

of
determinable from case

f.ore

jjj J . ----“vuJ the verb used. In English there are a great num-
p ocal verbs, each of which, when used in a particular sense, has 

specifying with what cases it can occur as its participants. There- 
le to state the selectional constraints on the insertion of nounsis

m

a

539
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under the domination of different case frames, which in turn makes it possibj
to have a specified semantic reading of a particular sentence in terms of
grammar.

5. a.
b.

6. a.
b.

7. a.
b.

He tasted the soup 
The soup tasted good 
John had a car 
John had supper
He made her his secretary 
He made her a new dress

Semantic^

casç

In 5a subject ‘He’ is AG and object ‘the soup’ AF, whereas in 5b subject ‘the 
soup’ is AF. In 6a subject ‘John’ is RC because of the nature of the verb ‘have’ 
(own, possess), but subject ‘John’ in 6b is AG, with ‘have’ meaning ‘eat’. In 7 
‘his secretary’ is RA, but ‘a new dress’ EF.

Topicalization does not necessarily mean subject permutation.

8. a. 
b.

9. a. 
b. 
c. 
d.

John hasn’t read this novel 
This novel John hasn’t read 
John smashed the window with a stone 
A stone smashed the window 
The window smashed (to pieces) 
The window was smashed

In 8b ‘this novel’ is the theme of the sentence as a result of topicalization, but 
it is not the subject; it remains the object (AF). In 9c ‘the window’ is the sub­
ject as a result of subject permutation (a kind of topicalization), which has 
the same role (AF) as ‘the window’ in 9a, which is the object (AF). In 9d, ‘the 
window’ becomes the subject after passivization without changing its deep 
structure role (AF).

10. a. 
b.

c.

The teacher gave the pupil a book (simplex sentence)
The pupil was given a book (by the teacher)

(passive subject-permutation)
The pupil had (owned, possessed) a book

(parallel subject-permutation)

‘Give’ is a dative verb which takes an indirect object (RC) and a direct obje^'

(AF). The indirect object may be permuted to the subject position (as in 10b)’
preserving its recipient role, which may be called passive subject-permutatio 
Furthermore, it can be ‘changed’ to 10c by changing the verb to ‘have 
or possess), still preserving its recipient role, which may be called parallel

(o'*” 
sub-

ject-permutation.

11. a. 
b. 
c.

Two books are on the desk 
There are two books on the desk 
The desk has two books on it
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These , 
books

synonymous in terms of semantic interpretation. In Ila

‘two
is the subject, having AF as it is associated with 'Someone has 

the desk’. In 11b ‘there’ takes the subject position.books (AF) on
as formal subject, with ‘two books’ used as subject in AF, being 

funct‘°n"*i^.^j^ desk’ is LC, as related to lib. These facts
— all the subjects have derived from the same common underlying 

in which ‘two books,’ has AF, and ‘the desk’ LC, and their functions 
striictui jpj^erited by their respective surface functions through derivation

placed two
functioning
associa

(roles)
—para

are
llel subject-permutation.

^Ve have
noticed that in the derivation of sentences (or permutation of sub-

1 in cases where there are two or more participants in a case frame the 
- • determined by the rule of case hierarchy but by the rule of topicali-subject is not

zation—a matter of which case is to be chosen as subject.
.Sentence 9b is constructed not because there is not an agent, covert or overt, 

but because the speaker wants to make the noun with IS the theme; similarly, 
sentence 9c is constructed because the speaker wants to make the noun having 
AF prominent, but not because there is not a noun with IS. Nevertheless, the 
rule of case hierarchy is still valid in the semantic interpretation of the occurrence 
of a certain case (role) as subject, but it is by no means the factor for the choice 
of case (role), which topicalization certainly is, and the cause of topicalization 
must be the deciding factor.

The status of a ‘surface subject’ in a derived sentence through nominalization 
is determined by that in deep structure.

12. a. 
b.

IS. a.
b.

14. a. 
b.

He is easy to please
It (someone pleases him) is easy 
I am eager to please
I am eager for it (I please someone) 
She is likely to comelikely to
It (she comes) is likely

' ’2 ‘he’ is AF, for its
AF. In 13
AG on

status in deep structure (the embedded sentence) is 
1 is AG as its status in deep structure is AG. In 14 ‘she’ may play

'aliditv^^V action of coming is out of her own will. Thus the
The inheritance has been proved.

Ingoing arguments may be summed up as follows:
Si* ____A . ' r

1. The
lies of 
subject

case frame of 
lexicon certain simplex sentence is determined by the proper- 
iipi„ ('^erbs and nouns, particularly verbs). Within the case frame, 

^*‘her passive or

a

l^^ltic^pants jjj , * r------> -—I 1---- >-------1 --

In the der'• • subject position with certain constraints,
h'cserved) of sentences, the status of a participant is inherited

parallel, may take place, and any of the

"" of

. "'le ol
3.
Cali,

case

, — ----- ----- participant is inherited (or
- pet muted subject in surface structure. This may be called 
inheritance’.

"’‘ion. bl,It
case hierarchy is not the deciding factor that determines topi-
nerely a superficial rule for explaining the priority order for



1a participant to be chosen as subject in a fixed particular case frame. It is trug
that the subject rule (for subject placement) is sensitive to the rule of case
hierarchy within the fixed number of participants in such a subcategorized parti.

542 Section 3: Semanti,

cular frame.
The semantic relationships between subject and object may be approxj, 

mately diagrammed as follows:

A. AVith AG as subject:
1.
2.
3.
4.
5.
6.

AG + V + AF (EF, RC, LC) 
AG + V AF -F EF {CA, RA) 
AG + V + EF + CA 
AG + V -F RC + AF (EF) 
AG + V-fAF (IS)-F Prep + LC 
AG + V -F AF (LC) -F Prep + IS

B. A\’’ith roles other than AG as subject:
7. AF + V + EF
8. RC (IS, LC) + V + AF

The major problem confronting us is to decide a set of semantically well- 
defined cases (or roles) and provide some adequate syntactic criteria for 
assertaining the decisive factors determining the choice of subject word in a 
given language—here the English language.
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Generating Dependency Structures of Fuzzy Word
Meanings in Semantic Space

Burghard B. Rieger
Technical University of Aachen, Germany

This paper will report on one of the central objectives of a project in com- 
tational semantics which is supported by the Northrhine-Westphalia Ministry 

rf Science and Research under grant IV A 2-FA 8600.
1 Modelling system structures of word meanings and/or world knowledge

is to face the problem of their mutual and complex relatedness. Under the
notion of semantic relevance and knowledge disposition this interdependency 
may empirically be reconstructable from natural language discourse although 
most approaches in linguistic semantics and artificial intelligence do not address 
these issues. Instead, linguists as well as experts engaged in word meaning and/ 
or world knowledge representation still provide the necessary semantic or ex­
ternal world data introspectively by exploring their own competence and 
memory capacities to depict their findings in some semantic or conceptual 
structures (lists, arrays, networks, etc.). They do so with the understanding that 
their models may have a more or less ad hoc character and tend to lack— 
beyond their limited operational performance—intersubjective control. Other 
than these introspective explorations, the present approach strives to derive 
directly via automatic analysis of natural language discourse some basic data 
whose relational structure will not be declared but procedurally be defined by 
algorithms which induce it.
fni'upon statistical means for the empirical analysis of discourse and 

the formal reoresentatinn Zk M i M n-r^ Cm m 1 1 Mrepresentation of vague word meanings in natural language texts.
.‘'’™ !>“>> <l=vi»ed which

fragment of the I ' 
tile texts ac PJJ.Jtexts as

allow for the systematic modelling of a 
lexical structure constituted by the vocabulary employed in

(KI EGER
sets of the

198n\ concomitantly conveyed world knowledge concerned
\ coefficients applied will map lexical items onto fuzzy sub-ut the vocabiil - •--------------

'tents have be according to the numerically specified regularities these

3s a
of fu,.

UM uic iiuxuencaiiy specinea regularities tnese 
cn used with in the discourse analysed. The resulting system of

’^y subsets’’ a ^'^’Pcrspace datastructure which may be interpreted topologically
Presenting meani^*^ metric. Its linguistically labeled elements (re-

‘fc'rences) fopni "f- their mutual distances (representing meaning
rneanin clouds and clusters which determine the labels’

texts relations. Thus, the analysing algorithm takes natural
the
fents

dista?’^^^ 
stance-iikg
(trie:•aniug

—»-»J<.vu U.M1J 
oatastructure (semantic

as input and produces as output

points) whose
space) of linguistically labeled ele-

positions represent essential properties of the

------ Thus, the analysing algorithm takes natural
a certain subject domain
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conceptual prototypes according to which their labels have been employe^
the texts analysed (RIEGER 1981). Their varying dependencies which co
tute a (latent) associative relational structure (RIEGER 1982b) may
cedurally be defined and modelled on the semantic space data to allow

'tj

It)

pro-
only for search and retrieval operations being executed but also for infer'^^ 

1 *-k'**x^ e Ac* k« z» fr nfrn ««J Ji *_ _ . -cial processes being performed on that data structure under different
of semantic contents and relevance.

aspects

3. Taking up ideas from the theory of semantic memory and spreading 
vation in cognitive psychology (COLLINS/LOFTUS 1975), a new algorithm • 
presented which operates on the semantic space data to generate—other than 
the CDS-procedure (RIEGER 1982a)—associative dependency structures (ADS\ 
in the format of general (n-ary) trees. Given one meaning point’s position 
being primed, the algorithm will first start to list all neighbouring points by 
increasing distances. Then, the algorithm’s generic procedure will take the 
first on the list, determine its most adjacent point among those already primed 
and identify it as its mother-node before deleting the new daughternode’s label 
from the list. Repeated successively for each of the meaning points listed and 
in turn primed in accordance with this procedure, the algorithm of least dis­
tances will select a particular fragment of the relational structure latently in­
herent in the semantic space, depending on the aspect, i.e. the primed meaning

f

h

3

Fig. 1

f

e
a

d b h

c i
k

j
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point the 
suming

algorithm

all

is initially started with. Working its way through and con- 
in the space system, the ADS-algorithm transforms

pre''/ailing

labeled points
• -1 ities of meanings as represented by adjacent points to estab- 
Sm i-r-oncifivp rplatinn hptwppn ibpm T’biQ rpla-

iish a binary,
(ion allot'-s
( primed head .n an

The process c- -

” non-symmetric, and transitive relation between them. This rela- 
’ the hierarchical reorganization of meaning points as nodes under 

n-ary ADS-tree.
of detection and identification which the algorithm performs

niay be
•jjustrated in view of a two-dimensional space configuration of 11 points

(5{a, b, c., d, e, f. g, h, i, j, /t}> (Fig. 1).
'^ Submitted to the search procedure of least distances under initial priming 

f the oint a the algorithm will identify the distances concerned as in Fig. 2 
and produce the equivalent tree representations as shown in Fig. 3. For the 
effective use in procedural meaning representation and semantic processing, the 
ADS-trees may additionally be evaluated by associative criterialities, not given
here. The criteriality is a numerical expression of the degree or intensity by 
which any ADS-node is dependent on its mother-node, calculated as a func­
tion of both, the involved meaning points’ topology and its relative distances 
leading to the initially primed point in the semantic space.

Examples of associative dependency trees are given below where the upper 
fragments of the ADS’s of ARBEIT/labour (Fig. 4) and INDUSTRIE/indus- 
try (Fig. 5) are shown as computed from the semantic space structure derived 
of a sample of German newspaper texts from the 1964 daily editions of ‘Die 
^Velt’.

4. The ADS-trees’ properties permit different though related model-bound
interpretations which can only be indicated here;

identifying stored meaning representations with distorted and/or modified 
instantiations of them is no longer a problem. The procedural semantic ap- 

storage of fixed and ready set relational (semantic) net- 
r s y source-oriented induction of a meaning point’s associative depend-

ency structure which i 
identifyable label.

a meaning point’s associative depend-
— is generated only when needed. Triggered by any 
the ADS generated may be identified with that label’s as-sociativ ■ — gciiciaicu may oe loeniinea witn tnat laoet s as-

suhipr-f as instantiated according to the semantics space data, its
’«bject domain, actual .v_______
for the 'n. actual status, and possible changes; 

notion of - • - °
procedure offers
■■epresentation
conie of

„’S“'*'.'' «"to .he¡or models of 
hexible, —

semantic relevance and dispositional knowledge the ADS- 
an empirically based approach to and a contents dependent 

possible semantic/factual default connotations which be-
aspect of a certain meaning point being primed;

activ;
“f it to

aspect'dj™^'^ semantic structure the ADS-procedure provides 

which
a

and

n means for the detection of possible paths of spreading 
ranch across semantic space, submitting relevant portionssr’“.’'’? 8«Med

of semantic search strategies, retrieval operations, 
analogical reasoning, as opposed to logical deduction1981).
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Conipafati'’^ Onomasiology and Semantics
Johannes Schröder

Heidelberg University

( npar itive Slavic and European Lexico-Semantics will be a progress towarils
basis for a world-wide synopsis of human expression. Both the Diction- 

i'- of selected synonyms in the principal Indo-European languages by C. D. 
Buck Chicago, 1949. reprinted 1971, and my Wörterbuch der vergleichenden 
Bezeichnungslehre (Onomasiologie), being published since 1979 in Heidelberg, 
Carl AVinter Universitätsverlag, want to be an answer to the question of many
linguists and other researchers after the denotation or denomination of concepts, 
Walter Porzig’s call of 1953 being still to be satisfied by a dictionary of onoma- 
siology (Bezeichnungslehre).

Whereas Buck has about 1500 concepts (catchwords) in the synonyms in a 
narrower sense of about 28 ancient and modern Indo-European languages in­
cluding the Celtic and Old Indian and Iranian, but leaving aside a full men-
tion of the functional equivalents (synonyms) in a wider sense and a full inclu­
sion of the Slavic and East European languages, my plan of London 1952 (ptib­
lished 1956 in the Proceedings of the Vllth International Congress of Lin­
guists) has been meanwhile begun to be executed so far that a dictionary of 
toinparative onomasiology lias begun, starting from a German and an English
catchword,
the to present in each of its 600 articles the functional equivalents of

words in 30 languages of Central, Eastern and South-
I together with their predecessors and neighbotirs, i.e. the principal

ntantc tdtoms, Baltic Lithuaniin 
modern Greek,

East Eur
G

and Lettish, Latin, French, Italian, ancient

extinct Church Slavonic (thirteen literary Slavic languages and
olabian), Hungarian and Turkish.

.".19



Expansion and Identification of Reduced Nominals in Engligjj

Jeffrey Chao-hui Tung
National Taiwan Normal University

This paper is about English grammar. It concerns the kind of gramniati 
cal units we call “nominals”. The points to be made are as follows: 1) Within 
the class of what we call “nominals” is a distinct subclass which we may call 
“reduced nominals”. 2) Between a “reduced nominal” and another nominal 
we can discern two very different sorts of relations, namely, the relations of 
“expansion” and the relations of “identification”. 3) Recognition of these facts 
can make us better understand various problems related to nominals, including 
the problems ol proper names and so-called “pronouns”.

By a “reduced nominal” I mean a nominal of any size and any structure 
that is replaceable, without any change in semantic content, by a regular endo­
centric noun phrase larger in size, which I then regard as a “paraphrase nomi­
nal” of the “reduced nominal”. The crucial point, of course, is “semantic con­
tent”. Since our understanding of what we call “meaning” is still anything 
but complete, I do not think I can define this term in any really useful way at 
the moment. I would like to mention only the two assumptions I make in ap­
plying the term to what we call “nominals”. First, I think every common noun 
differs in semantic content from every other common noun (so that any endo­
centric noun phrase containing a common noun as its head must also differ 
in semantic content from another noun phrase if the latter contains another 
common noun as its head). Second, I think that, given any two nominals, A

Aand B, we may be sure there is no difference in semantic content between 
and B if and only if we can get a statement of the form 'A copula B’ (or alter 
natively ‘B copula A’) that is tautologous to our intuition (where by “tautologous
I mean “true but completely uniformative”). Thus, based on these assumptions- 

here is a difference in semantic content between a nominal such as a f |we say there is a difference in semantic content between a nominal such as a
and another nominal such as a foolish person. On the other hand, given a prop-

er name such as Anwar Sadat and a larger, endocentric nominal such as 
person called Anwar Sadat, we may say the smaller nominal is a 
nominal” corresponding to the larger one, because it is tautologous to

lh(

‘Amuar Sadat is the person called Anwar Sadat’. correspo”*^ 
th»”

Now’, as indicated above, given a “reduced nominal”. A, and a 
ing “paraphrase nominal”, B, it is always the case that B is larger in size
A.. It is thus reasonable to consider replacement of A with B as a sort of
pansion”. In other words, we may reasonably say that A stands in a 
“expansion relation” to B, or alternatively that A is “expandable as” B-

sort of

But “expansion relations”, or E-relations, are not the only kind of relat*

I 550
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Ije between “reduced nomináis” and other nomináis. There are rela-
jisceriia j^Q[},er sort, namely, the relations of “identification”, or I-relations, 
. T? ..„1t Î c in CPTPmI nnf» rif fll₽ H1 ftAVAnz'/ic ft,.,.tionS
which 
while

differ from E-relations in several ways, one of the differences being that.
characteristics of “reduced nomináis”, I-relations are notE-relations are

“reduced nomináis”. What is an I-relation? To say that a given
limited to I-relation with another nominal, B, or alternatively that
"^"^“identifiable as” B (so that B is an “identifying nominal” of A) is to say
A IS
that

have a statement of the form ‘A copula B’ that is true and not

are u

cun
1 This means at least two things. First, like E-relations, I-relations 
inidirectional, because statements of the form *A copula B’ are not always 

Second, while nomináis associated by E-relations must agree inreversible.
semantic content as discussed above, nomináis associated by I-relations must 
differ in this respect, because a statement of the form ‘A copula B’ is not tautol­
ogous only if B says something that A does not.

Summarizing, given any two nomináis, A and B, A has an I-relation with
B if ‘A copula B’ is true and not tautologous, and A has an E-relation with 
B if ‘A copula B’ is tautologous and A is smaller in size than B.

Having observed these basic differences between E-relations and I-relations, 
let us next turn to another important fact about these two relations. It is the 
fact that, while all E-relations are independent of context and consequently 
stable enough to form a finite set, not all I-relations are independent and stable, 
due mainly to the existence of a class of “reduced nomináis”, many of them 
so-called “pronouns”, which typically can have only context-dependent I-rela­
tions, with the result that there can be indefinitely many I-relations, or rather 
sets of I-relations, for each of them.

Let us first consider “reduced nomináis” which can have independent I- 
relations. These include nomináis like Anwar Sadat mentioned earlier, which 
is identifiable as the Egyptian President who was assassinated in late 1981, a 
Isobel Peace Prize winner, etc., with the list varying depending upon our 

now ledge about the person in question. But, no matter what the actual list 
’’’ay be like, it is clear that, for any speaker or hearer, this “reduced nominal” 
annot have more than one set of I-relations associated with it.

that different when it comes to forms such as the building. I suggest
expandable as something like the most immediately pertinent 

ing. Bt,t there are indefinitely many things called building, and any of^hem
siiy a candidate for becoming most immediately pertinent. Therefore, to 

speaker or hearer, this nominal, the building, clearly can have, not just 
indefinitely many sets of I-relations associated with it. For example.it ñiucnniteiy : 

dip identifiable
the
1 other

bee-

as í/¡e White House, etc., in one context, but as part of
Palace, etc., in another, and there is no way of knowing what all

, oe«k, „■The
possibilities are like. That, obviously, is also true of everything we

-j-j calling “pronouns”.
status of so-called “pronouns” as ‘______ ____ ,-----p- —

But, with some imagination, I think we can see, with little difficulty.
“reduced nomináis” is perhaps less
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that at least every third-person “pronoun” is expandable in a fixed way. p 
example, the word it is perhaps expandable as the most immediately pertin 
impersonal element while the “pronouns” they, he, and she are expandable^^^
the most immediately pertinent collection of elements, the 7nost immédiat 
pertinent male person, and the most immediately pertinent female person 
spectively. However, it is doubtful whether first-person and second-person 
“pronouns” are also expandable in this fashion, there being nothing capabl 
of replacing them without making them lose their first-person or second-per 
son status. Nevertheless, they are both clearly variable in I-relations dependin 
upon contexts just like other “pronouns”.

le

Naturally, if a third-person nominal can have indefinitely many sets of j. 
relations, one constant problem for speaker and hearer whenever the nominal 
is used is the problem of how to agree upon the relevant set of I-relations. i 
believe the task is carried out in a manner governed by what we may call 
“principle of displacement”. That is, at any time, for any third-person nominal 
with context-dependent I-relations, there is one dominant set of I-relations as­
sociated with it that has priority over any other possible set. As far as the
word it is concerned, for example, such a set is always the set associated with I
the word when we use sentences like it rained or it is getting late. The principle
is that this dominant set of I-relations, whatever it may be actually like, is 
taken for granted unless it is “displaced” by another set on the basis of hints 
successfully provided by the speaker. Such hints may be either verbal or non­
verbal, and they may be either direct or indirect. If the hint for identification 
is verbal and occurs in the same sentence with the “pronoun”, and further if the 
“pronoun” directly stands in an I-relation to the verbal hint, then we have a 
straightforward “anaphoric pronoun”. Otherwise, we have either “anaphoric 
pronouns” of more elusive sorts, or “pronouns” said to be “deictic” rather than
“anaphoric” in function.

So a “reduced nominal” may be a “pronoun”, « ------
a regular endocentric noun phrase containing a common noun as its 
while “pronouns” like Z or you are perhaps not “reduced nomináis at

a “proper name,” or c'e”
common noun as its

What, then, are so-called “pronouns”? It is likely that the unifying chaiacie
tics of what Western scholars traditionally consider “pronominal are simply
tics OI w’nat western scnoiars iraaiiioiiaiiy cunsiuci (jiuuunnna. — 
context-dependent I-relations coupled with something as vague as ,, 
simplicity of form. In any case, it is important to remember that, ‘ pronoin* 
or otherwise, if a nominal is a “reduced nominal”, it can have both E-re 
and I-relations and if anything can have both E-relations and I-relation^’ 
_ r I. — ________ «•« __________ 1______..-11. »-»■> an IIIIIO’ ISof the ways in which we can go astray when talking about its meaning ‘s lO’’'c

*-------»»V- V,«-* ......................o-------------- -

fuse the two types of relations. A recent example of such confusion is t 
current generative-transformational notion of “pronominalization” whK • 
ing the name “pronoun” seriously, supposed “pronouns” to be really 
can replace exact copies of their “antecedents” in an operation said to be 
ing-preserving”. I hope this paper will help us better understand the ' 

that we may be safer from similar mistakes in the fut"'

01"'^

t.ik

of that mistake so

< J j•■lllC'

11"'

re.



The Semantics of Sentence Mood in Typologically 
Differing Languages

Dietmar Zaefferer
University of Munich

0. ¡ntroduction
The following is a report on a work in progress which aims at developing 

formal semantics for the structural as well as lexical means natural languagesa tormai scmanuv. — -------- „
dispose of in order to indicate sentence moods and illocutionary forces (or, as 
I shall say equivalently, illocution types). The line of research chosen, which 
(a) compares several typologically quite different languages, (b) concentrates on 
the structural indicators, and (c) proceeds from form-type to function-type, is
diametrically opposed to the strategy adopted by John Searle and Daniel 
Vanderveken in their “Foundations of Illocutionary Logic”, which (a) starts 
out from one language only (namely English), (b) concentrates on the lexical 
means English has for labeling illocutionary forces (and not on the structural 
means it has for indicating them), and (c) proceeds from function (i.e. illocu-
tionary force) to form (i.e. primarily illocutionary verbs).

Although the researcli strategies are quite different, the two approaches 
share the common assumption that “illocutionary logic is part of a theory of 
meaning (Searle/Vanderveken[I]; 1-8), and their main goals are also the same.

X clXXvX vllVlX XIAAXXX gV/AXQ AX t AXdv/ Lilt oAllXty
'«• (i) to explicate the logical properties of and relationships between illocu- 

construct a formal semantics for the illocutionary force 
cators of natural languages and thereby to complete the ‘Universal Grammar’ 

as conceived of e.g. bv Richard•g. by Richard Montague.
'■ of the sentence

1.0
differing languages moods and their indicators in six typologically

As a
in most 

Agreement i- 
bad

starting point, I take the notion of sentence mood as it can be

>n the
etc.).

this

^ammars, i.e. undefined, but with a fairly good inter-grammar 
central cases (declarative, interrogative, imperative), and

one in the a
niore marginal cases (exclamatory, optative, exhortative

1.1 Op,
tlOtion, thf. f„li«e tollowing overviews can be given:

sentence
2 ^^clarati

rnoods in the six sample languages

’"‘err,
ative

3. '"'“Kative 
JussiVe (In, 

'’*“Perati ve)

English
+ 
+
+

German
+ 
+
+

Guarani
+ 
+
+

Quechua 
+ 
+ 
+

Chinese
+ 
+
+

Korean
-t-
-I-

553
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4.
5.
6.
7.
8.
9.

10.

Exclamatory 
Dubitative 
Optative 
Propositive 
Quota tive
Rhetorical Interrogative 
Promissive

-b
-b
-b
-b

-b
-b
-b
-b
+

(+)

-b
-b

-b
-b
-b

-b
-t-

+
-b 
?

+

-b 
-b 
■b 
+ 
-b

1.2 Overview of structural sentence mood indicators in the sample language

1.
2.
3.

4.

5.
6.
7.
8.
9.

10.

Intonation/Punctuation 
Interrogative words 
Indicators of Person 
deictic categories 
Indicators of verbal 
mood/Modal verbs 
Word order
Affixes 
Particles 
Ellipsis of subject 
Exclamatory words 
Special constructions

English
-b

-b 
(+) 

do-prep.

2.

German
-b
+
-b

-b
-b
(+)

Guarani
-b
-b
-b

( + )
-b
-b

Quechua
-b

-b
-b

Chinese
+
-b
-b

-b

-b

Ivorean 
+

Towards an explication of ‘sentence mood’: the notion of L-sentence type
I will now try to spell out the idea behind the traditional notion of sentence

mood, namely a correspondence between syntactic structure and illocutionary 
force. I presuppose that for any natural language L, there is a set of L-sentence

L-sentence and areadings the elements of which are ordered pairs of an 
structural description of it which is rich enough to exclude ambiguities; I 
presuppose furthermore that (a) each L-sentence reading determines uniquely 
the set of its syntactic features, and (b) each meaning of an L-sentence reading
determines uniquely the set of its illocution type features. 
The definition is then as follows:

(1) X is an L-sentence type iff
(a) X is a non-empty set of syntactic features of L, and
(b) there is a non-empty set Y of illocution type features of L such that c'e

L-sentence reading with X has an L-sentence meaning with \-

If X is an L-sentence type, the Y which satisfies condition (b) will be g 
the common illocution type denominator of the L-sentence readings with^-'

Applying (DI) we can hypothesize that there is probably no language -j^g 
that the set of explicit performative L-sentence readings is definable as 
of type X for any L-sentence type X, since there is no purely structural con”’iiof

denominator, the lexical meaning of the main verb being crucial.-----------------------------., -.............tj «XK. ------
I call the notion just defined sentence type and not sentence mood, 

it is much finer grained than the latter. For instance the interrogative 
corresponds to a whole group of L-sentence types for most languages L. (Cua*

’ St Íj

+

+ +

+

+

+

+ + +
+

alleJ
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P-

with one
Structural indicator, -pa, for all kinds of interrogatives, is

of the 
te explica>«> «one

uniform 
exceptions.)

terms of ‘L-sentence type .
Nevertheless, it seems clear that ‘L-sentence mood’ can

3.
Using (O’)

notion of L-structurally indicated illocution type
we are now in a position to define as follows:

(D2) Y is an ^^-structurally indicated sentential^> illocution type iff there is an
type X such that Y is the common illocution type denominatorI -sentence i,.

L-sentence readings with X.of the
This notion allows us to cut out two small finite subsets from the probably 
infinite set of possible illocution types, viz. the two sets of sentential illocution 
types which are L-structurally indicated (a) in every, and (b) in at least one, but 
not every natural language L, respectively.

4. Illocutionary universals hypothesized
Presupposing an explication of ‘L-sentence mood’ in terms of ‘L-sentence type’, 
it is easy now to derive some hypotheses about illocutionary universals from 
the findings presented above:

(UHl) The following illocution types and only these are L-structurally indi­
cated in all natural languages L (the corresponding sentence moods 
are added in parentheses):

(UH2)

1. Assertive (Declarative)
2. Erotetic (Interrogative)
3. Directive (Jussive/Imperative)

4. Subassertive (Dubitative)
5. A-Expressive (Exclamatory) 

(Expressing amazement)
The following illocution types are L-structurally indicated in some, 
but not all natural languages L:

6. l^-Expressive (Optative) 
(Expressing wish)

'• ^e-Directive (Propositive)

(VH3) There i;

8. Reporting Assertive (Quotative)
9. Pseudoerotetic

(Rhetorical Interrogative)
10. Commissive (Promissive)

are L-!

11.

ts no natural language L such that the following illocution types 
■structurally indicated:

^^^ck-Erotetic

12.
_ , — or Exam Question, i.e. eliciting an

to check whether
answer in

>)' 
«‘her «all

Phri

Ah L --------- "uvuia iiic duuii

i.e. eliciting
the addressee knows it

obedience a response in order to check

’'“‘fntial
("H the

“»ah for Porky!”) and interjections ("Wow!”).

I

^ype of illocutions performed in uttering sentences, as opposed to
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13. Declarative, i.e. making true a proposition p by happily perfor • 

an illocutionary act with the propositional content n.illocutionary act with the propositional content p. '8

5. The abstract predicates approach to illocutionary logic as opposed to 
Searle I Vanderveken approach thf

Searle/Vanderveken (henceforth S/V) claim that illocutionary forces
represented by septuples whose first coordinate is illocutionary point, 'pjj ® 
are six basic illocutionary points which are taken as primitive notions: Assert 
Commissive, Directive, Declarative, Expressing Belief and Expressing Desirg 
Forces with basic point where the other coordinates (mode of achievement 
different conditions and degrees of strength) are kept minimal are called primj’ 
tive. The set of illocutionary forces includes the primitive ones and is closed 
under certain operations on the coordinates. These operations induce a partial 
ordering in the set of illocutionary forces and illocutionary entailment is defined 
as subordination with respect to this ordering.

My approach, which I call the abstract predicates approach2> takes the 
L-structurally indicated illocution types as primitives, represents them by abstract 
predicates and characterizes the latter with the help of meaning postulates, 
introducing thus illocutionary entailment through another door.

Both approaches are axiomatic, but the primitive notions are different. 
Nevertheless it is possible that one day they turn out to be equivalent. Some 
aspects, however, of S/V’s proposal make me doubt that this will be the case. 
Let me conclude by commenting on two of them: On the one hand, the defini­
tion of force is much too liberal, since if the propositional content conditions
are unrestricted, they may admit of only one single proposition and thus 
‘illocutionary force’ includes all elementary illocutionary acts. There would be 
e.g. the force of asking where the next ICL will take place. On the other 
hand, the definition seems to be too restrictive too: By separating illocutionar) 
point and degree of strength of its achievement, S/V run into troubles when 
change in the latter results in a change of the former. Consider the Guara^ 

suffix -ndipo which is described as an interrogativo-dubitative affix and can 
translated with either ‘perhaps’ or the question mark. Here, S/V’s defin*^^.^^ 

ted'forces one to classify the corresponding illocution either as low degree 
or as answer eliciting directive, the corresponding points being strictly sepa^ 

to be bothSo in its present preliminary version, S/V’s definition seems 
to^

loose and too restrictive to be really adequate for a formal semantics 
mood and other force indicators in natural languages.
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About a Tendency to Feminize in Canadian French

I

Philippe E. Barbaud
Université du Québec à Montréal

From a normative point of view, there is ample evidence showing the 
widespread phenomenon in Canadian French which has been qualified of 
“gender confusion” by many observers interested in this spoken French dialect 
As a matter of fact, many entries are found in Le Glossaire du parler français au 
Canada (1968) where nouns are given as being masculine as well as feminine 
Example (01) gives an idea of the apparent symetry between the processes of 
masculinization and feminization of nouns but, as first noticed by Chamberlain 
in 1895’-’, there exists “a decided tendency to feminize” which seems to only 
affect standard masculine nouns.

(01) a. acte 
air

“act” s.f.
“air” s.f.

b. aide “aid” s.m.
ancre “anchor” s.m.

appartement “apartment” s.f. 
attelage “harness” s.f.
été “summer” s.f.
hôpital “hospital” s.f.
ordre “order” s.f. & s.m.
office “holy office” s.f.
orteil “toe” s.f.
ulcère “ulcer” s.f.

appendicite “appendicitis” 
araignée “spider” s.m.
artère “artery” s.m.
étable “barn” s.m. 
horloge “clock” s.m. 
image “picture” s.m. 
offre “offer” s.m.
oie “goose” s.m.

s.m.

(quoted from Le glossaire du parler français au Canada 1968)

Statistical results of our research have confirmed this superficial observation- 
Moreover, we can point out that gender switching also exists in popular metro­
politan French where it is generally considered to be a marginal phenomenon- 
As quoted by Tucker, Lambert and Rigault (1977)2’, the gender confusion 
occurs frequently in vowel inital nouns, here after called VIN. Finally. 
proposed the hypothesis that not only there is no confusion in gender assign 
ment but also that it is not masculinization but feminization which is . j 
in the process of gender feature assignment in those cases where the init*‘
vowel can be taken as a phonological hint of gender.

The most common explanation to the gender switch proposes a neu'trali^æ

tion of the phonological alternation of the indefinite article u
which becomes in spoken French something like etzne/oen/as in the fetnin*”
une araignée “a spider” which becomes /cenarcOe / as well as in the mascu > 
un habit “a suit”, which becomes /œnabi/. Hence, such a neutralization can 
extended to the whole French determiner system, since the initial

line I 
line H 
, be flJ558
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Barbaud

in many
analysed d

he phonic indices of the grammatical gender borrowed by the noun. 
‘ we face a problem of gender ambiguity especially when we 

-veil-known Sankoff-Cedergren Corpus. This corpus is based on

the recording
the w.

of 120 French Canadian native speakers, as many men as women.

This corpus was established with respect to a number of extra-linguistic and
parameters. The treatment of the statistical data has been performed 

I sticated computer programme based on probabilistic calculus.
by a s1 _____ ViiCillfc of Alir ini/ACtioTQttrfcn "Firct TAZA fmir ’
SOI

Here are the principal results of our investigation. First, we found 1044
occurrences of gender over more than 10,000 cases of potentialnon-ambiguous

onrps Thus, there was an important loss of information. Second, the 
switch in favor of the feminine reaches roughly 30% of the non-ambigu-

^^"^masculine occurences in standard French while only 1.6% of the non-
ambiguous feminine occurrences in standard French were submitted to the 
masculinization. Nevertheless, there were more standard feminine occurrences
(671) in the whole corpus than standard masculine occurrences (373).

Now, if we take into account the fact that this set of non-ambiguous occur­
rences is realized in the corpus as 80 different words, i.e. so-called “types” against 
“tokens”, we obtained a score of 56% of feminization within the subset of 
standard masculine words whereas we got no significative masculinization in 
the subset of standard feminine words. Such a result means roughly that each 
VIN of the corpus which is masculine in standard French gets more than one 
chance in two to be feminized whereas each VIN of the corpus which is feminine 
in standard French gets a 100% chance to remain feminine.

Such a statistical tendency not only confirmed our hypothesis but also
strengthened an empirical observation that we can make about the familiar use 
of the Canadian French. Indeed, we notice that many phenomena of "liaison” 
are only consistent with feminization. For instance, in the familiar expressions 
like in ■ -- -
is example (02), the liaison is always accomplished by the morpheme which

consistent with the feminine
(02)

as in (a) but never with the masculine as in (b): 

"a big hospital”: /oengradopital/a. une grande hôpital 
une grand-t-hôpital ’/oengratopital/ 

une grosse orteil “a big toe”: /œngrosortej/ 
une gros-z-orteil */œngrozartEj'/

"ith piænomena also indicates that gender switching is only consistent
the ^^Pecially when a preposed adjective destroys the contiguity

erniiner with the VIN as in (03):

a. “a big toe”: /œngrosortej/

(03) a, 
b.
c, 
d.
e.

? ®°ti deuxième examen 
® a / du bon air pur 

pta / mon vieil habit

“her / his second examination”

On

“some good fresh air”
Une / ---- suit”
Cette d’accident “a curious accident”

• grand appartement-là “that big apartment”
the ^^r hand, feminine VIN in standard French never involve masculi-
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nization as illustrated by ungrammatical examples of (Od): 

(04) a. une / *un belle étoile “a beautiful star”
b. sa ! *son longue histoire “her / his long story”
C. la / *le meilleure aubaine ‘the best bargain”
d. cette / *ce grande église “this big church”

The same coherence of agreement, which is only relevant to ieminizatio^ 
can be also observed with phonetically variable postposed adjectives like foj 
instance, in expressions such as: “l’accident la plus niaûetisc” (“the most stupid 
accident”) or “une hôtel ben dispendfeuie” (“a very expensive hotel”) or again 
“son accent est pas mal différente de nous-autres” (“his accent is sure different 
from ours”). Finally, agreement in variable pronominal elements is only 
consistent with feminization like in the following left or right dislocated right dislocated
sentences (05);

(05) a. On la voyait de même, c’t avion-là! “We saw it ‘this way’, the plane!" 
b. Je la trouve pas pire, ton escalier! “I think it’s not bad at all, your 

stairway!”
c. L’arrêt de Dryden, elle était superbe! “Dryden’s stop, it was fantastic!" 
d. L’étage ousqu’il reste, on la connaît pas!

“The floor where he lives on, we don’t know it!”

To conclude the linguistic analysis, we are inclined to advocate for a rule 
of gender assignment which is phonologically motivated in spoken French as 
well as in other languages such as Spanish, for instance. This grammatical rule 
would be internalized at the level of the linguistic competence of French 
Canadians.

Let us finally say a word about the sociolinguistic aspect of such a variable 
rule. More details on this matter are available in Barbaud, Ph., Ch. Ducharme 
and D. Valois (1981; 1982)®’. Nevertheless, it is interesting but not very 
surprising to know that the rule of feminization is positively correlated 
three sociological parameters that is 1) education; 2) age and 3) linguistic niai 
ket, something near of the economical status of the head of family. There 
no significant correlations with the linguistic contexts or the sex of the > 
formants.

As we can see in the first diagram A, standing for the variable “educatio” 
the rate of feminization is about 10% in the group of the most educa 
informants. But this tendency increases as we go down the education scale.
reach near of 50% in the group of the less educated informants.

The second diagram B is relevant to the variable “age” of the native spe^ 
At first glance, it shows a contradictory difference between men and - -5p>‘^

5«^especially with the youngest. But in fact, their trajectory is the same J» 
of the fact that they do not culminate at the same moment. Roughly, 
that the tendency to feminize increases from right to left, starting with 
of 30% for the oldest and reaching a good 60% for the younger men and

£ JiIand
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cj women. Then, we notice a renewed drop in the curve indicating
..z^iincest men and women are least inclined to feminize. The reason

BarbaiH*
P. E

for y 
that the yot' level of education has been increasing in Quebec since

bescents toJ*'*' 1 sixties.
I, the last diagram C standing for the variable “linguistic market’’, 

^*”that the rate of feminization increases regularly with the deterioration 
shows ____ since those informants which belong to the two highest levels
of scale engage in less than 10% of feminization whereas the least
of the
favored informants on the same scale do more than 50% of feminization.

feminization 

in 7.
O =incn

\ = women

feminization 

in 7.
O = nien

= women
100 100

0 0
0-25 26-35 36-50 51+pri. sec. post-s.

diagram A /■fininiza/ioii and education Diagram B I-eininization and age

feminization

in 7.

100
O=men

_\= women

0 L
A B EC D

’’«agiam C feininization and linguistic market
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the Power of the Morphological Component r 
Reduplication in Southern Paiute

Alec Marantz
Harvard University Society of Fellows

Au explsnatory theory of morphology must be restrictive enough that it
impossible morphological rules that we do not observe in the world’s 

. •»_____ _ xxl /-»/-ri 1 v-iw'x-tr'Aee AC z'l'z^ccl i « mn cf i r-o 11 xrexcludes of morphological processes crosslinguistically,
’“"^LTf^Xeady conclude that any theory which employs even a restrictive trans-
ex<

we may aireauy «.a*** y / i. /

formational notation for the encoding of morphological rules is certain to be
much too powerful to reach explanatory status. However, there are clear cases
of complex morphological processes whose description has seemed to require
transformational power. For example, the Semitic system of verbal inflection
and derivation involving changes in vowel quality within fixed consonantal
“skeletal” roots appeared to require some transformational analysis. But,
rejecting the transformational account, McCarthy (1981) has shown that the 
Semitic data are much more appropriately handled by an analysis based on a 
multi-level approach to phonology. Similarly, linguists have presented redupli­
cation as a paradigmatic example of the operation of transformations in mor-
pholog}'. But Marantz (1982) has demonstrated that
McCarthy s “tiered phonology” provides an explanatory account of redupli­
cation without the adoption of transformational power. It has proven enlight­
ening to seek out what appears to be the best evidence for a powerful, and thus 
on explanatory, morphology and attempt to provide a more restrictive account 

o* the phenomena ’

a simple extension of

The account of 
that it rules 
formational

out

in question.
reduplication provided in Marantz (1982) is so restrictive 

many sorts of reduplication processes easily statable in a trans-
cation foundit appears to rule out precisely the sort of redupli- 

Southe* Paiute (Sapir 1930). Most succinctly stated, reduplica-
. Paiute (hereafter .SP\ nrpfivpc tA o etom o tKo» iir-cf-

tion ¡„
‘consonaoniy hi^"

(hereafter SP) prefixes to a stem a copy of the first
if this consona '’O'^el of the stem, plus a copy of the next consonant
'’’‘^“'■poratlon ’aasal. The Marantz account of reduplication prohibits

^’ay lan ^^'^aiplication process fitting this description into the 
reqj°p ^farantz purpose of this paper to reaffirm the con-

process T \ theory of grammar must prohibit such a
"Phe follows f demonstrate that the peculiar character of SP 
^’‘fiibit P P'^^dicts that^*^ ttidependently observable features of the language. 

^'ercrf^^^'^^’Plication language sharing certain features with SP could
Ph I^ocess with an SP-like restriction.

McCarthy’s (1981) account of Semitic morphology

563
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multilevel analysis of phonological structure,depends on a a
schematization of which is displayed in (1). 'ed

(1) Phonemes P

C-V skeleton

P P P . . .
1 I IC V c c. . .

P

C V

Syllables aa

Morphemes
In particular, note that phonemes in (1) are linked to C and V “slots” in what 
is called a “C-V skeleton.” A linking principle insures that [-(-syllabic] phonemes 
hook-up to V (vowel) slots and [—syllabic] phonemes to C (consonant) slots in
the unmarked case. Also, the hook-up among levels follows the general con-
straints of autosegmental phonology: constituents at each level are linearly 
ordered and association lines may not cross. McCarthy argues convincingly that 
there are morphemes that consist only of a C-V skeleton and others that consist 
only of a phonemic melody.

Reduplication. In Marantz (1982) I argue that reduplication consists 
essentially in the afiBxation to a stem of a C-V skeletal morpheme lacking a 
phonemic melody and the copying over this skeleton of the stem phonemic 
melody on the same autosegmental tier as this melcxiy. The phonemes of the 
“borrowed” stem melody attach to the C-V slots of the reduplicating affix 
according to general principles, details of which need not concern us here. 
Extra C-V slots and extra phonemes effectively disappear.

As an example of the operation of reduplication, consider the reduplication 
of the SP stem toyaq-wi' 'runs' to form torS^' -oqwi' 'runs several times' (I re­
produce Sapir’s transcriptions here, which are a melange of the phonetic and 

the phonological).

(2) a. t 3 7 3 qw i 
I I I I A I 

CV-H cvcvccv

b. t 3 7 3 q w i
I I

CV-h

t 3 f 3 qw i 
I I I I A I cvcvccv

c. t 3 f 3 qw it 3
II I I I I A I 
cv-pcvcvccv

C-V skel^“’*.We see in (2a) the affixation of the reduplicating prefix, simply a 
without an attached phonemic melody. In (2b), the reduplicating prefix 
the phonemic melody of the stem to which it is attached, and this melody

■■ - autosegi»'
11

up with the skeleton according to the general principles of autosegJ^ j,i 
phonology, as well as the couple reduplication-specific principles ei
r* f ab weil «S LllC 1 CvlU|JllCallOn“bJieClIlC jpillH,,l|JlCo ir
Marantz (1982). As shown in (2c), as far as the rest of the morpho ® ,(»1

______ ■ , _ _ _______ /_________ , ,, , , ,-,^7phonology is concerned, the extra (unattached) phonemes (or C-V slots)
exist. (I

Southern Paiute. The examples of SP reduplication in (3) illustrs^
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fact
Old)

that
if this

reduplica»«» copies 
C is nasal.

the first CV of a stem plus the next consonant

(3) a.
b.
c. 
d.
e. 
f.

tavin’na- 
qU'qwi" 
kwip • A 
tan ■ a- 
pin • i- 
w'i’li*

'to strut' 
'shoots'
'to hit' 
'to stab' 
'to look' 
'dances'

taravin’na • ai‘ 
qU’qóq-wi‘ 
kWI'kwipA 
tantón’nai' 
pimpín’ni' 
w’íwí’íi'

'to keep struting' 
'shoots several times' 
'to hit several times' 
'to stab several times' 
'looks repeatedly' 
'dances repeatedly'

of “vowel initial’’ stems under reduplication deserves special note.
The be las , cp should be considered to contain any vowel initial stems. 
It is unclear wncuivi ... ,
C heeinnine with a vowel phonetically may actually start with a glottal stop Stems 4.« o o 1 OQQ fzw* cz^TYii» rli ez'nccinviXphonological representations (see Pranka 1982 for some discussion).

. 1 ___ A A 1-^ VAT« It T-> V rZtVAT A1 t It A
in their phonological represciiiauuns
whether or not apparently vowel initial stems actually begin with a vowel, the 
reduplicating prefix proposed below will yield the correct results for such stems.

String of borrowed phonemes beginning with a [+syllabic]In particular, if a
segment is to attach to a C-V reduplicating prefix starting CV...., our linking
principles dictate that the initial syllabic phoneme will attach to the V slot in 
the skeleton, just as if the skeleton began V.... The reduplicated forms of 
some “vowel initial’’ stems are given in (4).

(4) a.
b.

ii]a-'’p-its-

himself'
imwii-

'baby'
'several arrive'

'i’i • ij’ap • itsigwi 
nm’miip • 'iT'd

'babies'
'(they) arrive each by

c.
d.
e.

ivi- 
aróqwi' 
avi-

'to drink'
'roars'

'to lie down'

i’ipi' 
a'oro'wqi' 

a’áOi

'drinks repeatedly, sips' 
'roars several times'

'to begin lying down'
^’ote that the analysis of reduplication sketched above does not allow us 
does not ^^e‘^“P^^eation rule that the data in (3) imply. The formal-

spftify that rneans to postulate a CVC+ reduplicating prefix and
f+'iasal]. There should only attach to the final C if this phoneme is
ffatiirp< P^vision in the Marantz (1982) for preattaching distinctive

•o express the
ism does

atures
to the final C if this phoneme is

C ill 'o dots in
lbHe second n a C-V skeleton, but

Hs inher,
^duplicating prefix for a [+nasal] feature attached to the last

pl it .,
f lowi«"’ever,

SP would have the effect of always copying 
making this consonant [+nasal], regardless

'‘■fond
V\

'’f 'He CV,
(5)

exhibits
in this

■c+
C V C

a feature that allow;s us to suppose that the redu-
PQ i® simply CVC. The fact that only a nasal
■fix are immediately if we assume that the C’s andprefix

grouped together to form a syllable, as shown in (5).

o
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Yip (1981) has pointed out the implications of grouping C-V reduplff.. 
skeleta into syllables and has suggested such grouping is necessary to 
for features of Chinese "secret languages.” For our purposes, it is not

■’‘•Hl1
whether the SP prefix specifies particular C-V slots as shown in (5) or 
the prefix simply consists in the "maximal expansion” of the svllabuthe prefix simply consists in the "maximal expansion” of the syllable
As Sapir notes, only nasals among the consonants may close syllables, and 
nasals will close a syllable only if the following syllable begins with
consonant (1930, p. 37):

symbol

a
even 
stop

Every Paiute syllable consists, properly speaking, of a vowel (long or sho 
or diphthong preceded, or unpreceded, by a consonant; or of such 'snort)

a prirnarj- 
tt stopped 

consonant or w. [Sapir immediately takes back his statement about
syllable stopped by a nasal consonant that is itself followed by

w.]

In fact, the only time the reduplicating prefix contains a nasal (or any final C) 
is when the root begins with a stop consonant. By grouping the CVC of the 
SP reduplicating prefix into a syllable, we allow the syllable structure constraints 
of the language to determine which phonemes may attach to the C and V slots. 
In SP, these syllable structure constraints allow only a nasal among consonants 
to attach to the final C slot in the reduplicating prefix, and even this possibility 
for a syllable final consonant is restricted according to the onset of the following 
syllable.

Alternative hypotheses. It seems clear that the unusual restriction on redu­
plication in SP must be related in some manner to the constraint on syllable
final consonants. Grouping the C’s and V’s of the reduplicating prefix into a 
syllable automatically accounts for the restriction and makes it depend on the 

-we shouUindependently observable syllable structure constraint. However,
examine two alternative accounts of the condition on reduplication that also
relate it to the syllable structure facts. First, one might suppose that SP 
copies the first syllable in a stem. But examples like (3d & e) show that a na
is copied even when it begins the second syllable in a word.jopicu even wiieii iL uegiii5 uie beeviiu aynctuic in a wuiu.

A second alternative account, one not so easily .dismissed, would 
that the SP reduplicating prefix is CVC-|- and that the second stem 
always attaches to the second C slot. However, this hypothesis would inta'".
ainaya atiaLuta tu ixit ovevriiki vxixk, -------
unless this C is a nasal, it cannot by syllabified in the resulting dern^-----  --- _ ------ , ------  -y --- ■---- ■■ „ requ* 
and thus deletes.®* The problem with this hypothesis is that the t
deletion rule is ad hoc. Since morphemes in SP do not end in consonan 

redupl*^’^;cannot motivate a consonant before consonant deletion rule on
’’ th£independent grounds. There are prefixes in SP which “geminate 

consonant of the C initial stems to which they attach. The behavior 
prefixes has led previous investigators to supposed that they end in
specified consonant, which assimilates in point

'»'’ii
of articulation with 
should be seen as

a

initial C. Pranka (1982) argues that such prefixes should be seen »- 
a free C slot, to which the stem initital consonant phoneme may attach­
ever analysis we adopt, in this case of geminating prefixes, the only Jsit"’
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Магап'г

in
3 '

which a
deletion

If a

I

- final morpheme is well-motivated, we find no evidence of 
5ort necessary to account for the facts of reduplication.

° nasal C in the reduplicating prefix could never be syllabified 
■ p- of the stem, we could argue on reduplication internal 

jj necessary to explain the non-appearance of such a C in 
However, the behavior of “vowel initial” stems under

consonant
rille

second non

with 'be
gfOU',nds that no

■ forms.rcdupi*'^*'‘ted necessity for an ad hoc deletion rule under the alter-
luplication it is unclear whether apparently vowel initial stems
tive|aiwlyS|^s.^_^j^ vowel or with a glottal stop. In either case, the hypothesis 

that the C-V slots

Idl
iiatice

of the reduplicating prefix are grouped together into a syllable
prediction about the reduplicated forms of such stems. No 

not even a nasal, may close a syllable before either a vowel or a 
cons . > yjjyj since the reduplicated phonemes must fall into a single

makes the correct

glottal stop. - , J
«liable, we should expect to copy only the vowel (or the initial gottal stop and 
the vowel) of vowel initial stems regardless of the identity of the C after the 
initial vowel.^’ As illustrated in (4) above, this expectation is born out. How-
ever if the C’s and V’s of the reduplicating prefix are not syllabified, as in the 
alternative hypothesis under consideration, there is no reason why the final C 
of the prefix should not become part of the onset of the first syllable of the 
stem. As C plus glottal stop combinations are common in SP, regardless of 
whether the “vowel initial” stems begin with a V or a glottal stop the C could 
be syllabified with the first syllable of the root. Therefore, an ad hoc rule would 
be required under the alternative hypothesis to delete the second C in the
reduplicating prefix cither before a glottal stop or before a vowel. On the other 
band, the syllable structure constraint which correctly predicts the condition 
on SP reduplication under the hypothesis I am supporting is directly observable 
"I I outside the context of reduplication, and is thus not ad hoc.

ncZurton. The apparent exception to my (1982) restrictive theory of 
turns out to provide strong support for this theory. We predicttetluplication

The

nnless the^^a^^ should not exhibit SP’s “nasal only” condition on reduplication
SlKll

- ------------------- SI wAAAj uk/iiviAkAMii uii xcuupfiLauuu

T I.-, independently restricts the distribution of consonants in** "ay as to
'Morphological
h^ctiliar
Idication constraint

rules
^^''"Idiration

assure this condition without requiring more powerful 
>^echanisms. We can truly say that the theory explains the 

reduplication: given the restrictions on possible redu- 
independently observable facts of SP, Southern Paiuteand

niust
otes operate in the apparently strange manner it does.

ill«-
b’ Illisa of

'he C-V
horn a ilisciission

slots of a ri
wiih Moiia Yip, svlio should be credited with the

•'aula Pranka
eduplicating prefix into a syllable template, and depends

•«'ilv• “1 the
"otk of•^tm

r fu,
stem

hut

othc, 
'"filer T Гк»ж . ’3

hl

first,Us 
the

111-*" --- “ 1 1
reduplication i 

':‘"ch begins with a

(see Pranka 1982).
in SP is used to form various sorts of plurals.

Us a
®Ptraut after V final prefixes.

“spirantizing” C, i.e., a consonant which shows up

stem
'fie alternati

If such a stem’s second consonant
hypothesis under consideration would derive a 

s reduplicated form.
ive
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. (i) . . . Pl Pl . . .
1 1

. . . C + C. . .
There is no reason in principle to suppose that the two identical phonemes attached to tWoadjacent C slots should not be interpreted as a geminate consonant. Depending as it does 
the possibilities of syllabification to account for the restriction on the copying of the .second”" 
in reduplication, our alternative hypothesis should predict that no stem of the form CVe 
where the first and second C’s are identical will be classed by Sapir as "spirantizing ”
reduplication. The reduplicated forms of such stems should include the structure in ‘'»det

(') Onthis hypothesis, yielding gemination. In fact, I have found no stems in Sapir’s grammar whi i, 
_  t«__:  »» K..* <..K.nr-r> Gi-cf ovo i/i#»»-» ti ra 1 T am h/»frino' that thJe ? *are “spirantizing” but whose first two C’s are identical. I am betting that this is j„st 
accidental gap in the data. However, if no such stem exists, its absence would constitm 
strong evidence for the alternative analysis under consideration.

just

4) The careful reader should note the very unorthodox way I am employing syllable strut, 
ture constraints in this paper. Technically, the analysis of SP reduplication I offer is flawless, 

particular interpretation of grouping C-\’ slots into a morphemeHowever, it requires a
symbol, the interpretation I exemplify here.
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Gender Distinction and Feminine Formation 
in Modern Hebrew

Ora (Rodrigue) Schwarzwald 
Bar Ilan University, Ramat-Gan, Israel

All Hebrew nouns have a grammatical gender, masculine (M) or feminine 
’hich determines morphosyntactic agreement. In animate nouns the gender 

^^^iicides in general with sexual distinction, where the male takes the unmarked 
morphological short form, and the female—the marked long one, e.g., susfsusd 

’ student/studéntit ‘student (m/f).’ In non-animate nouns the

(F)-

•horse/mare,’ student/studéntit ‘student (m/f).
distinction is arbitrary with regard to sex, and each noun is lexically assigned

grammatical gender according to the morphological clues, e.g., kova ‘hat (m),’ 
migbd’at ‘hat (f),’ mifne ‘turning (m),’ tafnit ‘turn (f),’ Both pairs of words
a

denote essentially the same object/concept, nevertheless, each of them is assigned 
a different grammatical gender. Moreover, there is no implicit or explicit 
sexual connection between forms which seem morphologically close but differ 
in gender, e.g.,mistdr/mistard ‘regime (m)/police (f),’ 'eskol/'eskolit ‘cluster(m)/ 
grapefruit (f).’

.Animate nouns and dependent phrasal components are, therefore, inflec- 
tionally marked for gender, whereas non-animate nouns carry only derivational 
gender markers. The F nouns tayeret ‘tourist’ and tayelet ‘promenade’ are
ormed alike (from the roots t-y-r and t-y-t). The former corresponds to taydr 

latter has no M counterpart. In hat ay eret hayafd hazot 
is a tourist, and hatayelet hayafd hazot ‘this beautiful promenade’ there
, “ morphosyntactic 

me demor- ■ agreement. Both the adjective ya^é ‘pretty, beautiful’ and
^oyafp h‘this’ take the F forms yafd, zot (cf. the phrase hataydr 

/ (IZf this _ I. • .1 » • • •• . 1« 1 1 K
,, T'fie Hebi 

mioniorphs 
[+ot]

A.

this handsome tourist’; ha- is the definite article in all these phrases), 
rrew F morpheme is typified by final /+a/ or by /-l-(V)t/. Its 

(1) [+a], (2) [+it], (3) [+t], (4) [-Pet], {5) [+at], (6) [+ut].are:

0)
■ and t8\ , ' ‘■ J’ ' 't ) zero ending, as demonstrated in A:
malkd ■,

^^éret

simld ‘dress’
^Izilit ‘puddle’

1 hç

(m: zamdr), rakévet ‘train’ 
maZxii» ‘iT- (m: rofteax), kardxat ‘baldness’

^^^ôt ‘midnight’ r- **^^iriPT** itfirst 'm: av), ’even ‘stone.’
etn ■.

five
mother'
jjJIq

morphs are both derivational and inflectional. The [+ut].

569
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[+ot], and the zero endings are restricted to derivational morphemes, in 
of ’axot in (7). ^Pit,

In the present study, Hebrew adjectives and animate nouns were exam’ 
in order to describe the factors which determine the F formation. The ' '•netj

seem quite confusing with regard to the masculine/feminine relations ’^9t4 
^■8..barón!baronit ‘baron/baroness,’ risón/risónd ‘first (m/f),’ su5Ón/5!(sóneí ■------- -—, . ---- —,-y, -------pq

(m/i).’ The M form in all three pairs is bi-syllabic and ends in — on, but k

■C* z4ivA<-rf ^T'w'xr* J-«/ _l_zi i»lecc Anriinrrc qví» tiiIoF endings vary: +it, +a, +et. Nevertheless, the endings are rule governed
anddistributed in a quite clear-cut way: +a ending is the most common amon 

M XoC bases; +it is typical of loan words (cf. student/studentit mentioned 
above), and +et occurs after -Pon diminutive (and derogatory) ending (cf, 
‘horse’).

A similar, apparently unstable and unpredictable, situation could be found 
in the following cases, where the M bases end in XaC, and the F endings differ 
e.g., sfanfdn/sfanfand ‘little rabbit (m/f),’ muksdm/muksémet ‘enchanted (m/f)' 
nadvdn/nadvanit ‘donor (m/f),’ xadds/xadasd ‘new (m/f),’ nagdn/naganit ‘per- 
former (m/f),’ zamdr/zaméret ‘singer (m/f).’ These examples, like the former, 
are consistent with F formations. Many examples of these types clearly prove 
that nouns and adjectives of the duplicate C1C2C3C2C3 root pattern (sfanfdn) 
or of the CaCaC non-occupational pattern (xadas) take +a F ending; participle 
forms (muksdm) and most occupational CaCaC nouns (zamdr) take +et ending; 
+an attributive ending (nadvdn) requires +ii feminine ending; finally, some 
occupational CaCaC nouns (nagdn), especially those with phonetic +«« 
ending take +it F ending.

Various factors coincide in determining the distribution of the F endings; 
(a) morphological, such as XaC participles and duplicate roots, (b) morpho­
semantic, such as occupational/non-occupational CaCaC, attributive +an or 
diminutive +on, and (c) morphophonemic, such as loan words or XoC type 
nomináis.

nouosTable 1 presents the distribution of the inflectional allomorphs in 
and adjectives. Given the specific M base form, the proper F forms cou
automatically predicted with relatively few exceptions. The pluses 
1 indicate the regular unmarked cases.

fabliin

XaC, XeC and Xe environments are the most opaque because various factoid
ob'>-

(morphological, morphosemantic and morphophonemic) coincide. It 
OUS that in the case of the occupational XaC, the morphosemantic facto

in­

interferes with 
CaCaC P’termingle: the Xan occupational stem with +it ending j 

cupational CaCaC with +et ending, and therefore, many 
tern take the +it ending for the feminine.

nouns of

inipo*‘^,-| 
with

The fact that phonetic +it is the most popular ending plays an 
role in this tendency too. The +t attached to the Xi bases together 
suffixed to the loan, Xan and Xay bases constitute the largest number ’ 
endings (47% of the nouns, 38% of adjectives). This phonetic infln^^^j. 
doubt causes the increase of +it ending in the CaCaC occupational p^ Jendings (47% of the nouns, 38% of adjectives). This phonetic
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O
Table 1: The distribution of the inflectional feminine suffixes

Base Stem

Teves
Xi 
XiC 
XuC
XeC 
XoC

some

+ a

+
; (gentilic)

+
-F 

CaCeC 
CéCeC

+

Feminine Suffixes

-{-et/-|-at + it + t

+

XaC

uonoccupational
CaCaC

C1C2C3C3C3

+ 
diminutive 
participles 

occupational
CaCaC

-|-an 
+ ay 

some occupational 
CaCaC

Xe
Loan

+ niCCe 
muCCe

+

The interference of the various factors occurs not only in the CaCaC occu-
pational pattern but also in the morphophonemic Xe and the morphological 
niCCe and muCCe (participles of final weak roots in f - —*two of the verbal pat-
terns). Hence mukce¡miikcet ‘set apart’ alternates with muked in the F. On 
the other hand miitane/miitnad ‘changing’ alternates with mistanet, etc. One 
cannot point, however, to the most important factor towards which new mor-
phemes will be inclined. They will probably be
major factor environments, with deviating single lexical items.

The autonomous exceptions to the classifications presented in Table 1 are 
relatively rare. —

an extension of the proposed

logical F endings, such
. They include a few lexical items with idiosyncratic morpho-

I as mumxeImumxit ‘expert,’ instead of the expected 
mumxef or even *mumxa, giyorjgiydret ‘proselyte’ instead of the expected giyora. Others exhibit free

even

expected, and
^aidit as mumarit as

variation such as mumár/muméret ‘apostate’ as
unexpected, raííí/reía'd ‘wicked,’ as expected, and

tic different
‘gardener,’ •ation.

words various feminine markers serve for seman­

as
The

kómer eg-, ganan!ganénet ‘kindergarten teacher,’ ganán/gananit nrííic* *11,•_./« .. . .A., Iunexpected forms 
stylistic variations.

------Q- - -----
priest, ¡komriyd ‘nun,’ komrit 'minister’s wife.’

‘••e hiob' high 
^*Pected, ’‘ylistic.

alternating with the regular forms serve in general 
The expected endings provide the standard, unmarked, 

whereas the marked forms with the unexpected ending provide
ZZe^rnedet ‘te-her as-„.»ic. liicary, leanced oi o*«expected, and melamdd as unexpect • {»aiures iia • „e stated above 

handled, like all the lexeme idiosyncratt

the generalizations

words, nouns and adjectives deviating their inflected
wiU be separately marked in the lexicon o
minor rules or by single lexical markings.

or



Morphological Operations, Historical Evidence 
and English [g]

Ian R Smith
National Vniversity of Singapore

The velar nasal of most standard varieties of English provides an interestin 
test case for two approaches to phonology/morphophonology: the “abstract" 
approach which attempts to treat all phonetic alternation as phonological 
and which permits “well-motivated” abstractness in underlying representations 
(UR), and the “concrete” approach which distinguishes between phonological 
and morphophonemic alternations and which limits the abstractness of UR,

It has long been standard practice in abstract treatments of English phono­
logy to derive [rj] from underlying /ng/ via a sequence of two rules: one which 
assimilates n to g in point of articulation and another which deletes g under 
appropriate conditions. This analysis is often cited as justification for the 
general principle that underlying representations must be permitted to con­
tain segments which never appear on the surface (Fromkin 1973:22, Kensto- 
wicz and Kisseberth 1977:7).

This paper is part of a larger project to evaluate, in the light of availableW
J_______  _1  1.______ 1   —1   2 J  __________ ____evidence, this abstract analysis alongside a more concrete analysis which treats

[tj] as a single underlying segment. In earlier work (Smith 1979) I have pre­
sented formal arguments for the concrete analysis, and have shown that behavi­
oural evidence from speech errors can be accommodated by both analyses and 
hence favours neither. Here diachronic evidence is examined in order to ga*” 
an insight into how [q] was treated in the grammars which past native speakers
constructed for themselves.

aSince it is clear that in earlier English [rj] could not occur without a 
lowing [g] or [k], it is instructive to look at the circumstances surrounding 
loss of [g] in [qg] clusters in the late C16/early C17. The writings of

fol-

and phoneticians of the period (Dobson 1968) indicate that the develop’’
took place as follows:
Word finally. [i]g] regularly changed to [rj].
Medially. Developments require the specification of two phonological en'”¡l'O”'

ments 
Pi: 
Pn:

M,:

(Pj and Pa) and two morphological subcases (Mx and Mo)-

Ma:

before a nasal or non-sonorant.
before a vowel or a non-nasal sonorant consonant.
forms (such as finger) having original medial [qg] 
word finally in any related form.

Wihich did not

forms (such as singer) having original medial [r)g] which occult’
Hnally in a related form (viz. sing in our example).

-I
■ed

572



573

I. X
regularly lost in Pj and nearly always retained in P2. M2 ini-

M, [g] same phonologically conditioned development. There then
tially exhibit fluctuation between [q] and [qg] in both P, and P^, which 

se a pc’"“’ tfle middle of Cl7, leaving [q] and [qg] in approximately

in

arose 
settled 
their

only in
distribution.

V, compare how abstract and concrete analyses of [q] account tor 
"%he abstract analysis assumes that the loss of [g] was brought 

addition and that UR did not change. However, the evidence 
nuii-oics that g-deletion originally took place under purely phonetic 
and that the morphological conditions in the present form of the 

did not become firmly fixed until the middle of the C17. This is also 
* with what we know about the way in which phonological change

Let us
these data.
about by rule
just cited indicates 
conditions

consistent
"roceeds (cf Hooper 1976:101-110, Campbell 1974:89). Intermediate develop­
ments are now difficult to account for. In the speech of Robinson (Dobson 
1968-964), for example, we would need to claim that pre-suffixally the g-dele- 
tion rule was simultaneously undergoing (1) extension in some words to P»

1 
I

environments, where its phonological conditions were not satisfied, e.g. Za[i]]er 
(but cf. i([i]g]tng), and (2) restriction in some words in Pj environments, where 
its phonological conditions were satisfied, e.g. fceZofqgjs (but cf. /¡a[l]]s).

^Vhile the lexical spread of such changes may not be problematical, it is 
not at all clear why such complications should be spontaneously added to a 
phonetically transparent rule. Indeed, three crucial questions are left 
unanswered:

1.
2.
3.

What motivated the fluctuation between [q] and [qg] ?
Why did it not occur in word final position?
Why did it occur only in M2 cases and not Mj cases?

he most obvious answer to 1 and 3 is the tendency towards paradigm 
, the basic incompatibility of this concept with an abstract

phonology is well know:
uniformity. However.
model of

I

Paradigm ui n (Hooper 1976:94-95, Bynon 1977:132-135). I
to admit global 
‘ogical
paradigm

rmity IS a surface phenomenon which (unless one is prepared 
rules into the model) has 

ganisation and thus
no input to “higher” levels of phono-

at iZh"* “"iforndty 
8her levels, ¿Not a

can not serve to direct their evolution. Nor is

ration

of
No

nor
I5 consequence of some type of principled reorganization 

ote t at in the nresent case it results from neither simplifi-in the present
-o such
fe][under phonetiT* ‘ ___ _____ ——“*6
."“'g no Paradigmat'"'^?*^"^ phonological restructuring takes place in words 

'■■ ■ ’^«'"’^ations. Consequently Mj words show little sub-
2^words where the loss of [g] does lead to paradigmatic 
"27 can operate lexically to introduce presuffixal [qg] 

environments. To avoid the objec­
ta“ concept, I will now provide a rigorous formulation

'howi
*«90601

in p 
hon
o(

flui"^‘nation.
ho- 

'that'"”" 'Wever.
In M.

concrete analysis. Following the loss

ments 
is

5«sses i

analogy 
and

loose

Hale (1971), Klausenberger (1974), Skousen (1973) indicate Í
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that speakers tend to treat morphologically and semantically complex forms 
derived from simpler forms. Similarly, Venneman’s work on rule invers' 
(1972, 1976) demonstrates the tendency to take prepausal forms as basic 
non-prepausal forms as derived. In the present case then there would 
tendency to derive suffixed forms from unsuffixed forms, which would

a»
¡On

a
llavg 
''erebeen affected by word final loss of [g]. If we assume these base forms 

restructured, then firstly we would not expect to find [g] reappearing in 
final position. Secondly, we are able to provide a model for the observe^ 
analogical processes. In order to maintain the paradigmatic alternation 
speakers would be required to insert [g] under certain phonological conditions 
in the course of deriving suffixed forms from base forms in[-q]. Although the 
conditions under which g-insertion applies could be stated in purely phonetic 
terms, speakers could be expected to treat it as a morphonemic rule since it
applies only during morphological operations. (The model adopted here
much to Linell 1979.) Once morphologized this g-insertion becomes subject

owes
to

two competing generalizations: it could be suppressed altogether or it could
be extended to all suffixed forms. Suppression would lead to forms such as
ii[r)]ing; extension would lead to forms such as sz[i]g]s. Thus the fluctuation 
in the M2 environments is seen here as a natural development rather than an 
unmotivated complication of the grammar.

Thus the concrete analysis answers all three of the questions posed above 
and provides an explanation for the evolution of independent [r|] which accords 
with known principles of historical change. I conclude that the concrete 
analysis provides a better explanation of the behaviour of native speakers with 
respect to [rj] in the early part of the 17th century. If native speakers preferred 
the more concrete analysis even at a time when the phonetic conditions undo 
which both [q] and [qg] occurred were clear surely they must show the same
preference when, as in current English, the conditions are more obscure. 

More generally, the data support a concrete approach to phonology 
distinguishes sharply between phonological and morphophonemic rules aitti

treats the latter as part of morphological operations.
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1
Some Notes on the Paradigmatic Dimension 

of Morphological Productivity*

J. van Marie
Universiteit van Amsterdam

It is one of the most salient features of Aronoff’s theory of word-formation 
that the phenomenon of morphological productivity is assigned to such a 
prominent position.Given this interest in the dynamic aspects of word-
structure, it is far from surprising that Aronoff has made an attempt to deal
with morphological productivity within the framework of his—explicit_
morphological theory. In concreto, the strategy that is followed by Aronoff 
boils down to following: the phenomenon of morphological productivity is 
conceived of as relating to direct properties of what in Aronoff’s conception 
constitutes the main topic of morphological rpsearch, viz. the rules of word­
formation.

Leaving aside all details, the central claim of Aronoff’s views on morpho­
logical productivity seems to be that the productivity of each rule of word­
formation depends completely on the direct properties of the base of that rule. 
Consequently the core of Aronoff’s approach is, that no information other 
than what is stored in the base, is relevant in relation to the productivity of 
the rule in question. Given a rule such as

1

I

(1) [XJajj —>■ [nn)f[X]^jj]^dj (Aronoff, 1976: 63),
all factors which may be relevant with respect to the productivity of this rule 
are considered to bear upon the—particidarly morphological—properties of
[Xj^aj (on the left-hand side of the arrow).

It seems to be beyond all doubt that the approach sketched above leads lo 
an interesting characterization of morphological productivity in cases such s* 
the following: according to Aronoff (1976: 53), the English prefix un# ‘attaches

aii*^most productively to deverbal adjectives’, a class of words including present state-past participles and deverbal derivatives in #able (ibid.: 53). Crucial to 
ments of this type is, in fact, that they can be ‘translated’ into positive coni-dcrtions on the (morphology of the) base of the rule of un# attachment. In oi 
to deal with conditioning factors of this kind, Aronoff takes the line that 1“ 
such as the one in (1) are provided with a series of positive conditions rela^' , 
tr» til#» mAt<«vk/v1 „ ____ U __ ~ x*-. t iSto the morphology of the base. As result, the rule of un# attachment is
sidered to be of the following format (Aronoff, 1976: 63): 

(2) Rule oj negative unjf
(a) [X] Adj —*■ [unj}[X]AdjAaj

semantics (roughly) un#X=not X i
a

576



ylarlc
J van

(b)
Forms I 
1

of the base
1 (where en is the marker for past participle)

2 Xvlfing
3 XvUable
[•••]

on
K .‘t of this example we are able to make our above-mentioned jfjc oasis w .... ...’zation of Aronoff’s views on morphological productivity somewhat 

chara {j,e ‘direct properties of the base’ that determine the produc-
Qf a rule bear upon the presence of specific ‘morphemes' (viz. ‘affixes’) in 

^^he^underlying word, while (ii) it is exclusively in terms of the positive morpho-
thelogical conditions that these conditioning factors are given exnressinnIn the remainder of this paper three cases will bf discussed whh-h t 
mind, have in common that they—irresnectivp of th/»- j which, to our
„a.„,e-,„ppo„ ,he ba.c .t '¡he' d° X

there are factors determining the productivity of a certain morphological 
process which do not bear upon the direct morphological make-up of the 
base of that process, i.e. which do not relate to the presence or absence of 
specific ‘morphemes’ in the base.

Case 1
A first indication in favour of our claim that the productivity of morpho­

logical processes may depend on factors other than the presence of absence of
a certain affix in the base, can be observed in the coining of complex adjectives
■" modern English. One of the time-honoured truths about the coiningin un- in
of this type of adjectives is —in essence this observation can be found in The--   VAIXU VX V tx VX VZXX V^&WX X BbZ V* A * VX AAA g
Oxford English Dictionary already—, that there is a class of ‘short and simple 
a jectives (cf OED, un-, prefix’), 7) that do not readily constitute the starting-
point for prefixation in un- 
fixation

In Zimmer (1964: 43-44) the restriction on ttn-pre- 
at issue is defined as follows2):

In

un- prefixation is 
have not applied to 'strictly monomorphemic’ adjectives that

strictly monomorphemic’ antonyms.

conformity with f /____ j-/'--»''-
good, bad, evil; long, tall, short; hot, cold;
(cf- Zimmer, 1964 ; 44). . that the

rest 5“?^' ^be above impediment of un- prefixation
doerno"bT o^rVpecific morpheme in the

bear upon the presence or absence ot a p

on u What the
’^ogUsh ^p^'^bonships hold 
yosuitpH ’^be reUt

the above ‘rule’, prefixation of un- to adjectives such as

Crucial

does

‘ted
binder:

etc. is not of a regular occurence

J : restriction on un- prefixation actually has a bearing
For ■ °?^bips holding within the class of simplex adjectives in modern

*--- relationship with its antonym bad, which renders good 
a potential base for un-

to
“ is the

fa,
serve

‘«ors that prefixation. As a result, the
WM- prefixation encounters do not simply harmonize with
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the basic idea of Aronoff’s approach to morphological productivity, i.e. the •
that the productivity of a j ' ’ ' '
cal composition of the base of this process®’

ri- e o-----1--------------------- -!> *-v. me j
given process depends exclusively on the morphoi

.r -I-.------------------ O) lOgj,

Case 2
In modern Dutch several classes of denominal derivatives in bf» distinguished. In this connection I will concentrate on those derivativp« ■

-er, which —in a preliminary wording— do not denote ‘membership’ or ‘origjjj? 
An example illustrating this pattern is e.g. bromfiets-er ‘mopedallist’, whirl,
1 /*4 T r A/*4 4 «-k ATkTk C .A J «>K r-* J ' A f *is derived from the compound bromfiets ‘moped’. A salient feature of the pro.
cess at issue is, that -er attaches more readily to compounds than to simpler 
nouns. There is one class of compounds, however, on the basis of which the 
coining of denominal personal names in -er is particularly common, viz. the 
class of the (as we will call it) verbal-parallel compounds^'’.

Let me illustrate first, what we understand by ‘verbal-parallel compound' 
In modern Dutch —like in English— nouns may be converted into verbs, com­
pare such ‘pairs’ as film-en ‘to film’ beside film ‘id. (N)’, sport-en ‘to practice 
a sport’ beside sport ‘id. (N)’, etc., whereas these verbs, in their turn, mav 
underlie ‘agent nouns’ in -er (cf. film-er and sport-er). Further, nouns may 
function as head of several types of compounds; in lachstuip ‘convulsion of ' 
laughter’ (lit. ‘laugh-convulsion’), for instance, the noun stuip ‘convulsion’
figures as the head of a V + N compound, while the noun dier ‘animal’ is the
head of a N + N compound in a case as waterdier ‘aquatic animal’ (lit. ‘water 
animal’). Verbal-parallel compounds then, are those compounds, whose nominal 

verb that is its ‘conversion-mate’ and —not infre-head is parallelled by a
__ , __  _____ __  ____ Examples of this type of com­

pounds are e.g. lachfilm ‘humoristic film’ (lit. ‘laugh-film’) and waterspofl 
‘aquatic sports’ (lit. ‘water sport’). The nouns that figure as head of the com 
pounds in question —viz. film and sport— are, as we have seen, parallelle*^^^ 
verbs that have come into being as a result of conversion (and which 
underlie an ‘agent noun’ in -er), in consequence of which lachfilm and mu

quently— by the related ‘agent noun’ in -er.

sport are verbal-parallel compounds.7t die vti anti tvinj-zvawiivio.

As was hinted at above, the coining of the type of denominal derh® 
the basis of vein -er that we concentrate on is particularly popular on

parallel compounds (resulting in e.g. lachfilm-er and watersport-er). An
Jan’

tion of this is not hard to give. The by far most prominent process 
in -er is on the basis of verbs. The denominal counterpart of this latter 
then, is as it were ‘stimulated’ by the intimate relationship of the verbal Pthen, is as it were ‘stimulated’ by the intimate relationship ot the verua * ^ji? 
compounds with verbs (and, not infrequently, with the related ‘ageht
in -er). Nouns with clear-cut ‘verbal ties’, to put it differently, rank fof

,h’‘tion in -er more readily, than nouns lacking such relationships.
As was the case in the preceding example, we cannot but ascert3*’’_j(j/ 

the factors determining the productivity of the coining of denominal
-er do not exclusively relate to the direct morphological composition ■in
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III"nderly>'/8
,. words. As in our first example, the productivity of the denominal

inj-oiniitg 
condit»“"’

depends on 
the base display.

-er the ‘relationships with other words’ that the forms

Case 3
Om

and final example is of a somewhat different nature.

Schultinl^^
modern 
similar ' 
([art])”.

(3)

r third and nnat exampjv r
„udy of the raorphologial properties o£

Dutch we can learn that tn this language there are twn », deadjectival personal names, viz. one in -ere/ Zfartn fitghly

co,npare(3) where,re have listed

(a) deadjectival personal i 
banff-erd ‘coward’bang-erd
flauw-erd 
suff-erd 
etc.

names in -erd

‘silly fellow’ 
‘dull fellow’

bang 
flauw 
suf

‘afraid, cowardly’ 
‘insipid, silly’
‘dull’

(b) deadjcctival personal names in -aard
gierig-aard 
lui-aard 
wreed-aard
etc.

Of particular interest, in

‘miser’ 
‘lazy-bones’ 
‘cruel man’

gierig 
lui 
wrecd

‘stingy’ 
‘lazy’ 
‘cruel’

this connection, is the productivity of the personal
names in -aard. Schultink’s interpretation of the morphological productivity 
of the word-type in question can best be summarized as follows: the produc- 
tnity of the formations in -aard is restricted to those cases where the coining in 
■erd is ‘uncommon’ ZE,if nnw t„ —uncommon’ (but note, not impossible)®'. In concreto, the productive
coining of new words in nard is, according w which coining
ending in [ax], since it is precisely these adjectives
in -erd is ‘unusual’^'.

To nnr mind, Schultink’s finding that there is a question of a connection• nf a connection.......... .nu, acnuitink-s hnding “^ie^Cations tn -««rd and between the —highly restricted— productsi y meets with, car^o
the impediment that the far more gerrera Aronoff (1976). For,
lie adetpiately given expression to within

^^fu^ctors determining the produc- g'ven the fact that in Aronoff’s conception the tact
tivity of a rule relate exclusively to the
Penies of the k.—

ween the —]

'"■fiy of

more general coining in -erd meets with, cannot

—particularly morphological— pro-
the '^^se, we must content ourselves with ascertaining that ^as far 

restricte^*'^”^® words is concerned— the rule of -aard suffixation is
we^l° ^^j^'^dves in [ax]. Consequently, within the framework of Aronoff

snffix*'^^ means to give expression to the fact that this restriction on
■erd ^fiove all tEinrrc, tUo w<ao..i> -f - ’ -i---

‘'niniir
base,

to
'g of

"Oard lack
adjectives in

of -,
the

fiiff,
Of , 
tile

^''ffixation^' things, the result of a hindrance that the jirocess
■ ^’cperiences. The productivity of -aard suffixation, to put it 

primarily depend on a —in this case phonological— property 
’’ scope of suffixation in -aard is first of all delimitated by 

> deadjectival personal names in -erd and the impediments

"« baVr
* t)Utpro.'Cess of the

‘'oiniri!
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that this.latter process encounters.
As has been pointed out above, the common characteristic of the three ab,mentioned morphological processes is, that their productivity is deterrnijfg^^''^’ 

factors which do not have a bearing on the morphological composition of 
base. In the former two examples it was the relationships of the words
stituting the base with other words that —respectively, negatively and con------------ ----- ------ ------- ----- --- J--------- ¡J ------ .J auu p- . 
tively— influenced the productivity of the process at issue, whereas in the thi

lu iiiiiuviivv 1. J tA X X V uA |>xv^waa vvxaxvil UUlilCQ

be a determining factor. To our mind, the above examples unequivocally i
example it was the influence radiated by a rival process which turned

given morphological process cannot becate that the productivity of a given uiurpnuiugicai process cannot oe studjgj 
in isolation from the morphological system it forms part of, in that the 
‘position’ of both (i) the words forming the base, and (ii) the niorphologiQj 
process as such within the system as a whole, may turn out to be of decisive 
importance. The examples indicate, to put it differently, that the word-structure
compoment of natural languages should not be conceived of as a mere inventory 
of separate rules, but that we are dealing with a system in which both the pro­
cesses as such and the words they act upon may be interrelated in several ways. 
The investigation of the nature and scope of these latter relationships forms 
one of the major topics of the study of the paradigmatic dimension of morpho­
logical structure, and it is with the above examples that we hope to have made 
clear that no insight in the phenomenon of morphological productivity can be 
obtained, if the importance of these paradigmatic relationships is not dis- 
cerned®’. In our view, it is particularly in this respect that Aronoff’s theory of 
morphological productivity is deficient.

Notes
and.• I am grateful to Geert Booij for his comments on an earlier draft of this paper 

more indirectly, to Geert Koefoed for our stimulating discussions. Moreover, I am indebted to 
Ank van Marie-Marschall for checking the English, and to Mieke Keip for editorial help

indebted

Aronoff (19®*^’1) Compare Aronoff (1976: chapter 3), Aronoff & Schvaneveldt (1978), and
less ‘variable’ factors that determineLike Aronoff, I will concentrate on the more or ntot^'

)oin>-phological productivity. Compare Van Marie (in prep.) for a further discussion of this p® 
2) Compare Henzen (1957: 99) and Schultink (1962: 125) for similar remarks with

to the coining in un- in modern German and the coining in on- in modern Dutch. 5ffJ^_ 
compare Schultink Î1962: 1251 for a further discussion of the restriction on un-Zon-compare Schultink (1962: 125) for a further discussion of the restriction on un-/on
at issue.

3) Note, that our conclusion will not be different if the view is taken that the 
on un- prefixation should be conceived of as the result of some sort of blcx:king-d^'*‘'^[^^iiig 
in that case too, it is no direct property of the base which prevents the coming
of un-good, un-bad, etc. Observe finally, that the phenomenon at issue can be

lit“'

in terms of a positive conditioning as well, viz: monomorphemic adjectives lacking 
morphemic antonym rank for prefixation in un-
which have such

more readily than monomorpheniic
an antonym. riH-

4) In this connection our characterization of the morphological properties of * ’ 
pounds cannot be but tentative, of course. f ’’

5) With Schultink we are of the opinion that -aard should not be concei'cd .1
allomorph’ of -erd; both -erd and -aard should be conceived of as independent sUsill
to the class of ‘actual words’, namely, the domains of -aard and -erd overlap nearly con’P
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the coining of new words is concerned, there is no question of afar as coining w*
hich -erd is precluded by -aard {cf. below).
^hich Aronoff’s blocking-device cannot be invoked.

(1961) and Booij (1977: 122 ff) we take the line that phonological 
productivity of a certain morphological process as well.

gv* detertu ,.i .v.t. i ...
.Iwr ’^marks onFurther

MoreO'*’^'
even

spc'•cific domain

6)

factor

AS a reside
With eg-

lemarks the paradigmatic dimension on morphological creativity—and mor-

■ 1 ihological
■ , .VP in eeneral-can be found in \'an Marie (in prep.),siiuciure n« 6'-
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Categorial Morphology

Ron van Zonneveld 
Groningen University, Holland

0. Ideally, in a categorial morphology input- and output categories encode 
their distributional properties like plugs and contacts. Impossible derivations 
simply would be wrong concatenations of functors and arguments, that is: of 
bound morphemes and free morphemes. For example, the English suffixes iiy 
and ness never combine, since they are of the same type T»/(CN/CN). They 
both take adjectives as arguments and yield abstract terms as values. Thus 
electricityness and goldness are category mistakes of the same sort, in the sense 
that the functor ness is not subcategorized for taking abstract terms as argu­
ments, electricity and gold being abstract nouns functioning as proper names 
of abstract entities. It is my claim that the problem of affix distribution, for 
the most part, can be tackled by an appeal to their categorial types. However, 
there are also other factors reducing the set of theoretically possible derivations 
which are of a phonological and morphological nature. So the ideal of a mere 
categorial morphology is hampered by rather pedestrian demands regarding 
the articulatory and compositional structure of derivations. Phonological 
restrictions, according to Aronoff and Siegel, pertain to segmental and accentual 
properties of the base of a derivation. One of Aronoff’s examples of a segmental
condition is the blocking of the suffix ish in case of words which also end on a 
coronal fricative. For that reason jishish is out but piggish is not. Suffixation 
in Dutch is also, in a few cases, sensitive to segmental properties of the base, as 
is observed by Zwarts for the abstract term forming suffix te, which does not 
attach to consonant clusters the first being a non-coronal sonorant. So lompt^ 
(ritdeness) is out and st er kt e (strongness} is in. Morphological conditions 
the base, such as the feature [Latinate] in the English lexicon, also hold for 
in the sense that affixes borrowed from Latin or French do not combine 
native words, although there are some exceptions in this area. But if na

H’l'th

words are themselves derivations, then they can never be inputs for a noni-nati'"tvorus are tnemseives derivations, tnen tney can never oe inputs lor a 
derivational rule, as is observed by Van Marie. Without reference to the 
of the affixes, this fact can be stated in terms of the impossibility of root jjii 
occurring outside of word (stem) affixes. This situation partly overlap® 
the prosodic facts covered by the Ordering Hypothesis developed by j
and Aronoff, given that all non-native affixes are stress sensitive or
cyclically proceeding stress neutral or Class II affixes. However, as is
by many, the Ordering Hypothesis is confronted with obstinate cases, 

a seq'tized as Boundary Paradoxes (Aronoff). An Aronoff example of : 
which is ruled out is analyzability, where able is Class II and ity is Class

ьзГЛ
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example is lerares (female teacher), aar being Class II and es being 
Schulti” ^jjj^QUgh there is no logical connection between cyclic stress assign- 
Class I- ordered morphology, the division of Class I and Class II affixes 
jjient an jjased on pre- and postcyclic stress assignment. But since Dutch 
in Eng t opposed to English, is not cyclic, the Ordering Hypothesis can

, stress, as opp«-”-“ —o--->------- ----- ustated in terms of the cyclic stress properties of affixes. As an alternative, 
not be s distribution of affixes is a manifestation of a more generalStated in
I will argue
phenomenon.

words. In a

which is the sensitivity of affixes for the categorial status of the 
limited set of cases, the categorial system is overruled by pho-

base wo morphological demands. In the next section I will jump aside 
o _x_u in tn cHnw tHp TTiiiin HiiFprAnrAc 'uritVi PnorlicHDutch stress in order to show the main differences with Englishdwelling onand in the final section I will give a categorial typology of a representative set 

of Dutch native suffixes. The moral is that it is not level ordering but categorial 
type that accounts for the distributional facts.

1. According to Schane, English word stress generally is either antepenult or 
penult. In the latter case the prefinal syllable is heavy. Final stress points 
to French borrowing and is in need of lexical marking. The stress patterns of

2 1
polysyllabic monomorphemic words, as in the celebrated pair Winnepesaukee 

2 I
and Monongahela, are obtained by the iterative application of a word level 
stress rule. On the other hand, the stress patterns of derived words are assumed 
to be a function of the component parts. So, for example, the location of

8 1
primary and secondary stress in theatricality is not iteratively assigned, but
cyclically. Dutch stress is simpler. Suppose Winnepesaukee and Monongahela
were Dutch words. Then primary stress would be on the penult syllable, 
n English, and in both cases seconHarv stress wmilH Ke wnr/l initial Pin

;, as
_ ____ in both cases secondary stress would be word initial. Dutch 

non-primary stress is not to be derived by iterative or cyclic application of a 
Word stress rule. Rather * ' '
forcing the 
In order

a surface rhythmic constraint is apparently at work, 
secondary stress to be

to observe the differences
at a maximal distance from primary stress.

Itali,
compare the following pairs:

^^‘^toteliaa
in the

1 . > 1 1 J J i_ ’.’i*
'an / Italic Italiaan, Aristotle Aristotelian j Aristoteles

, r 11 1 1 1
an, theater theatrical / theater theatraal.

I, 
I, 
I

above
'‘P strong ,-1 * — ■‘-’‘Ji’-u worus nave nnai stress, since ttie suffixes show
show Up Some suffixes, however, are stressless, although they also
^^^’"ippers’, *^iusters: For example heid and schap. They . _____

‘Nlagnefj-^ "^ord level stress rule neglects them. Stress determining 
“ud stress h' primary stress on the penult syllable of the derived 

resour suffixes, ‘Stressers’, always show up with strong clusters,
''f prim^ cycle, Stressers and Magnets are responsible for the 

stress. In a sequence of a Stripper and a Magnet, as in 
’ (ic/ioZariy, scientific), even the Stripper receives main stress.

show-

''Ord 
yhh, and

Dutch words have final stress, since the suffixes show 
■ Some suffixes, however.

can be called

i-:
1,.
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and in a sequence of two Stressers the first one is stressless, leaving no tj.

2
behind of an allegedly previously assigned primary stress, as in nationalitèi. 

Ill •
be compared with nationaal and natie (English nationality, national an^ 

: are grounds to dismiss the phonological cycle and the cydg 
dependent Ordering Hypothesis for Dutch, making way for a catégorial

to
nation). So, there

a
account.

3. Basic syntactic categories

T 
CiN 
CN/CN 
IV 
TV

Term; individual proper name. T, is an abstract proper name, 
common noun 
adjective, abbreviated as A 
intransitive verb 
transitive verb

(Comment; T can be given feature [—count]; CN [+count]. A\'here whatever
verb can serve as an input category V is used as an abbreviation). 

Morphological functor categories
CN/CN

T,/CN

T./A
CN/V

A/V

Female suffixes es and in; Stressers. Diminutive suffix (e) (t) je 
(allomorphs); Stripper. Semantics: ‘subset selectors’.
schap; Stripper. Like English ship and hood.
Semantics: ‘set abstractor’.
held; Stripper. Like English ness. Semantics: ‘property abstractor’ 
erfaar; Stripper. Like English er. No semantic effect on verb 
meaning, since both CN and V denote a set.
ing; Stripper. Like English ing. Semantics: ‘activity or result of an 
activity’.
sei; Stripper. Like English ing. Semantics: ‘result of an activity 
erij; Stresser. Like English ery. Semantics: ‘location of an activity • 
(Both ing and erij can have T^ as values)
achtig (stripper) and ig (Magnet). Like English ish. Semantics-

A/CN
‘fuzzy operator’.
elijk; Magnet. Like English ish and like. Semantics: ‘fuzzy ope* 
tor’. This suffix serves a mere transpositional function as well-

ra- I
I 
I

The functor categories encode the type of syntactic operation they perfo'* 
which is the concatenation of functor and argument categories, the left categ^^^^ 
of the functor being the output or value of the operation. One can easily 
gine other morphological operations, such as substitution or zero transpos* 
But concatenation is most common in Dutch, although some dispute 
exists about substitution (or truncation). The semantics should be a r**-------- -----
theoretic procedure consisting of a compositional mixing of the 
parts of the derivation, to be specified by the relevant morphological func** 
This of course is not easy, but the above names marked with inverted cot**’

oi*’ 1

]
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an indication of what an intuitive semantics would entail. Techni-
be found in the work of Dowty (‘Word Meaning and Montague

R
Zonneveld

shoul,ld
litiescal*”""

can

The
distribution of affixes is not just categorially determined. For example.

Magnets pn
a peculiarity which has

to be

eferably attach to monomorphemic words;
morphological condition on the input expression. There are,

however,
case

Stated as a
derivations in which a Magnet is preceded by a Stripper, as is the 

’uietenschappelijk (scholarship-ish) and verraderlijk (traitorous). Those 
exceptions for the Ordering Hypothesis, but in a categorial account 

There is a small closed set of derived wordsvs'ords are
also need special treatment:

that can combine with lijk, although this suffix generally only combines with 
derived words. Of special interest is the diminutive suffix which is in a

Ada.
mirrors, I presume, the marked word order of ‘female little drawer’, the marked

they

iion-i

ness being due to semantics or pragmatics rather than syntax.
A categorial analysis can give, apart from phonological and morphological
considerations, an explanation for sequences of suffixes where the Ordering 
Hypothesis fails, as in tekenares, and where that hypothesis simply has nothing 
to say, as is the case wherever an impossible word is derived which does not 
show the prohibited Class II followed by Class I.
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On the Compositionality of German Prefix Verbs

Dieter Wunderlich
University of Düsseldorf

Verbs of movement play a prototypical role in the organization of the lexi 
con. This can be seen by a number of processes as, e.g., prefixation, auxiliarizj, 
tion, change of syntactic valency, and idiomatization. Since German makes 
extensive use of these processes, it is chosen here for a case study.

In German, prefixation of a verb of movement with a focal particle (preposj. 
tion or adverb) is a rather productive process. It leads to both semantically 
transparent and new idiomatic verbs. However, it seems to be predictable 
under what conditions idiomatization can take place. Moreover, idiomatization 
can be hindered by the additional prefixes hin and her. Some prefixes are able
to form twins : a separable and an inseparable prefix verb (incidentally only one
of them is lexicalized). The set of prefixes with this property is {durch, um, 
hinter, über, unter} (‘through, around, behind, over, under’) All other prefixes 
form separable prefix verbs. Separability means that only the stem is affected 
by Finite Verb Fronting and Perfect Participle Formation. As a tendency, a 
separable prefix verb omits the otherwise required prepositional object, hence
reducing the number of required complements by 1, whereas an 
prefix verb turns the prepositional object into 

inseparable
a direct object. The choice be-

tween these processes is stimulated by certain stereotypical features of the con­
text of use. These features can also induce different uses of a verb with a sepal- 
able prefix. As there will be shown, the same features control the possibility 
for idiomatization so that not every idiomatic use must be learned separately, it 
can often be derived. In its core, lexical extension of this sort can be recon 
structed by semantical rules. The impact of these processes for a general theory 
of the lexicon will be discussed.
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Chukchi Vowel Harmony 
abstractness versus complexity

George Bedell
University of California, Los Angeles

The henonienon of vowel harmony in Chukchi, and the analyses of it which
* 1 ?— 4.U« KtArotiirp roicp v'iiriAtv fijcrinatinor niipctinn« 'Thpthe literature, raise a variety of fascinating questions. Thehave appeared in

one of major concern in this paper is that of abstractness, primarily in the sense 
in which a phonemic inventory is abstract in so far as it differs from the pho­
netic inventory which realizes it. We will contend that to pursue concreteness 
of a certain sort in the analysis of Chukchi vowel harmony is to obscure the
essence of the process and to impede the natural resolution of a number of
problems.

As described in Skorik (1961), each Chukchi word belongs to one of two 
classes with respect to vowel harmony. Words of class I contain vowels from 
the set:

e
while words of class II

o a 3
contain vowels from the set:

i u e 3
Thus class I words are restricted to non-high vowels, and class II words to non­
low vowels.

There are two related classes of morphemes with respect to vowel 
Morphemes of class I alwavc Qnnimr 1« ■■»rj-k***-!fMorphemes of class I always appear in words of class I, and show n 
vowel alternations, 
words of either 
rt 'V »iNations:

I. Morphemes of class II, on the other hand, may appear in 
class, and show the following characteristic harmonic alter-

Note

a class I word 
e 
o 
a

in a class II word

alt, that

1 
u 
e

- 3 isernaiions with respect to harmony. paradigms.
To illustrate, consider the following par«al noT,

0) «niqs

a neutral vowel, without either distributional restrictions or

polar bear’'iniQet < —
“»«qenu a p. b '

(2) wopq3 
wopqat 
wopqano

‘elk’
‘elks’
‘as an elk’

BuEn
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pmqajpa ‘from a p. b.’ 
omqayta ‘to a p. b.’
;'umqete ‘by a p. b.’
yomqama 'with a p. b,’

wopqajpa 
wopqayta 
yawopqata 
yaw'opqama

‘from an elk’ 
‘to an elk’ 
‘by an elk’ 
‘with an elk’

1
The fourth, fifth and seventh forms in (1) as well as all the forms in (2) m. 
class I w’ords; the rest class II words. The noun stem meaning ‘elk’ and the 
case suffixes here glossed as ‘from’, ‘to’ and ‘with’ are class I morphemes; the rest 
class II morphemes.

Since no word or morpheme may have more than four contrasting vowels 
it seems reasonable to assume four vowel phonemes. We propose as the Chukchi 
phonemic vowel system:

/i/ /и/ /а/' /^/
This in turn implies as phonemic representations for those morphemes which
occur in (1) and (2):

/umqa/
/wupqa/
/t/
/пи/
/]рэ/
/rta/

/та/

‘polar bear’ 
‘elk’ 
absolutive plural suflix 
designative case suflix 
ablative case suflBx 
dative/allative case suffix 
ergative/comitative case prefix 
ergative case sufifix 
comitative case suffix

The distribution of phonetic vowels may now be formulated in a straight­
forward fashion.

(3) V —> [-high] / in class I words

(4) V 
[-plow]

-low
-back / in class II words

simplyIt would of course be desirable to state rule (4) by analogy with (3) as - 
raising low vowels. The major impediment to this is the phoneme 
which /a/ must not merge. There is reason to believe that a is historm

•phological process (»’secondary, and many a’s are predictable either by morphological process t 
the first forms in (1) and (2)), or alternate with zero according to the sy 
structure. There seems to be a residue, however, which resists explanatiff I
either way (as in the fourth and fifth forms in (1) and (2)).

Of course (3) and (4) as they stand give no account of morpheme 
in particular of why class II morphemes show harmonic alternations, 
class I morphemes. Let us interpret ‘class I-ness’ as a morphological (pf 
[-PH]; then ‘class Il-ness’ is [—H]. The morpheme classes correspond 
lexically specified values for this feature. There is a harmony rule which ^P i
[-t-H] within the word.
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,5) /.-'[+“1 ''
-P* [ + H] 

[[+H] f,*-

in (5). >’ represents an arbitrary morpheme, and we assume that morpho-

log“'
accessible to phonological rules so that the environmentsical features are

and (4) may be rewritten in terms of [H] as determined by (5). Thusof'(3) and W 1.-7 - ---- ---------- - - __ ........ .. ____
lexically [ + 14] morphemes are harmonically ‘dominant’; the lexically [—H] 
■lecessive’ morphemes become [ + H] when ‘in the presence’ of a ‘dominant’ 
morpheme, in the sense of (5). The rule might well be given an autosegmental 
interpretation, though this is beside the points we are focussing upon.

This completes the analysis we are proposing; it is now time to correct a
possibly misleading aspect of the discussion. The output of rule (5) followed 
by (3) and (4) is not a fully phonetic representation. In fact, the forms in (I) 
and (2) are cited in a transliteration of Skorik’s (1961) phonemic representation 
The relevant further detail may be summarized by saying that e subsumes [el 
and W; o subsumes Jo) and [a]; and a subsumes [»] and [a]. These variants 
correlate with the lexical values of [H] :

[+H] 
[-H]

e
e

3
o

□

While Skorik’s phonetic descriptions are rather vague, Krause (1980) 
plausibly interprets [H] phonologically as [tense] for these vowels. This leads 
him to choose the phonetic feature [tense] as the primary parameter for vowel 
harmony in Chukchi. Thus he arrives at an eight vowel phonemic system:

/»/ /u/ /e/ /k/ /e/
together with the following harmony

/a/ /^1

V
(6) r + tense r-high

(6) is not

rule:

in the presence of V 
[—tense]

differences in rfre,s „0. ex»a, .he . ' ^streatment of ‘recessive’ a. Skorik ‘and it causes
d^ibing it. Krause assumes a mid hig i’iah vowels
bis analysis. Out version as a mid centra the r g^^^
inconsistent with what Skorik does say. It » ‘‘
we phonetically lax; an ad)ustment rule to a
nate the inrr^—’

tnconsi
V

an adjustment rule to lax high vowels and /a/ will elimi- 
■istency while leaving open the real nature of the variants of a.

(7) + high] A
^low
+ back
~~ round

[ — tense]



The argument that the analysis with (3), (4) and (5) is preferable
with (6) and (7) cannot be directly empirical, since both analyses
equally well given our understanding of the facts. The key observation
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‘° ‘hat 
Worl^.

(6) is not a vowel harmony rule in any intuitive sense: it does not chan;
IS that

«X xiaxxAXMiij x wxk. XXX a.xxy xxxtuxtxv^ ot.xx3C. lU UUCa xlUV CnSrig^

phonetic property of one vowel toward that of another. In fact, the effect'*-^
precisely the opposite so far as the supposed harmonic parameter [tense] is
cerned. And there will need to be an additional statement to the effect
tense and lax vowels may not cooccur in the same morpheme. (6) is

Con. 
that

complex 
obscure in a way unrelated to feature notation or bracketing, and problematic 
from the point of view of constraining phonological theory; (3), (4) and (5) 
clear, simple, and ‘modular’, though we have not shown that they function 
independently of one another.
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Dimensions of 'Perception for Italian Consonants: 
Multidimensional Analysis

U Bortolini*, G. Pinit. G. Zillit, F. E. Ferrero*
• Cetitro di studio per Ie ricerche di fonética del C. N. R.—Padova 
j- Istituto di Matemática Applicata dell’ University Padova

number of important studies have been carried out in order to determine___
the perceptual correlates of distinctive features and their psychological reality, 
without directly taking into account their articulatory and/or acoustic char­
acteristics. The assumption that the mental representation of linguistic sounds
is, at least in part, organized in distinctive features has had an important impli­
cation in the perceptual domain, that is, it has suggested the idea of defining a 
distance between linguistic sounds.

It is possible, in fact, to set up a series of distances between linguistic sounds 
and then to try to represent them in a space configuration so that spatial 
distances correspond to perceived differences in the sound similarities.

The concept of a perceptual space permits a logical distinction between 
perceptual processes that locate stimuli at positions in the space and subsequent 
decision processes that make use of the information contained in the repre­
sentation.

A difficulty with the concept of a perceptual space is that the space is not 
directly observable and, therefore, must be inferred by indirect methods.

Presumably, if 
die observer in a

we are able to understand and model the decision process of
particular task sufficiently well, then we should be able to 

Work backwards from the observers’ judgments to the structure of the space
underlying them.

tion ill the context of various tasks: identification, classifica-
> similarity judgment, dissimilarity judgment, association measures, etc.

’•mil effort has been expended in recent years in modelling the
mnit^J-^^'j^tigment process. One product of these efforts is a collection of 
straf-t *^^*^^ioiial scaling (MDS) procedures, each of which is designed to ab- 

p 'i’”'_2-;ions of the underlying perceptual space, and the loci of the 
ivithin that space, from judgments of stimulus similarity or other meas- 
Proximity,

’timui
Utes of
; Th,
>nt,
Of

main
y in terms of continually varying parameters or dimensions. The aim

assumption of this type of analysis is that stimuli are encoded
' Hii 1 • . “ '/"^•mensional

On «acli

techniques is to detect the number of the dimensions which 
•'ant for the perception of the stimuli, and to determine thfcir co-ordinates 
1 dimension (that is the dimensionality) and the stimuli configuration in 
dimensional space: the configuration would mirror the deep structure of

591
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the data.
The. resulting perceptual dimensions can be used to examine the complgjj

relation between distinctive features and acoustic cues.
The purpose of the present investigation is to find by means of MDSCAL 

and INDSCAL analysis: 1) The location of 21 Italian consonants in the 
perceptual space; 2) the perceptual dimensions and their weights for similarity 
judgments of these consonants; 3) whether or not dimensions could be inter­
preted in terms of phonological features.

DATA COLLECTION
We examined the 21 Italian consonants in initial syllable position followed 

by the vowel /a/. The 21 syllables were pronounced by a trained female radio 
speaker, and were recorded by means of a professional apparatus. The tape was 
fed into a digital computer (PDF 1114), with 16 KHz sampling frequency and 
low pass filtering at 7 KHz. The intensity of all syllables was normalized.

The procedure used for data collection is the diadic comparison with seven­
point scaling. In preparing stimulus frames for diadic comparisons each stimulus 
was randomly paired with all other stimuli. The 210 pairs of stimuli were 
presented twice—in AB and BA order—for a total of 240 pairs. Moreover we
added 21 same pairs as a measure of subject and stimulus reliability. The hnal
list resulted in 441 total stimulus frame.

The stimuli were recorded with 4 sec interstimulus interval and a 15 sec 
pause after 20 presentations, in three different test sequences. All three tapes
were reproduced on a Revox B77 tape recorder and presented binaurally
through Beyer DT48 headphones, to 30 subjects (one tape for every ten sub­
jects), at level 85 dB SPL. The subjects were University students (15 females and
15 males), speaking regional Italian of Veneto. They were 
jects and phonetically naive.

MDSCAL Analysis

normal hearing sub­

In order to obtain a single measure of the similarity of two phonemes, the 
ratings of the 30 subjects were averaged. The entire set of data were then
reduced to a single full matrix, from which was obtained through further
averaging the half matrix A of dissimilarity among phonemes (see Tab. !.)•

As these dissimilarities do not represent real distances, but subjective evalua­
tion of distances, they contain an error which, in MDS, is corrected by niin*' 
mizing a function called stress (S) (see Kruskal, 1964). The best R number of 
the spatial dimension of the stimuli is generally determined according to the 

. - functioninterpretability of the configuration and to the stress variations as a
of the number of dimensions, as there are no reliable automatic procedures 
determining how many dimensions give the best approximation to the i- 
configuration.

for
ideal

The most widely used procedure is to examine the stress value as a function 
of the- number of dimensions. Shepard (1973), however, states that intefJ
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1

pretability of solution rather than stress reduction is a more reliable 
determine the number of dimensions. to

The initial configuration used for each R is L type configuration beq:ausçit gives lower stress values than others (e.g. than the configuration which 
each R, takes into account the final configuration of the preceding R).

Data matrices were analysed in 1-6 dimensional space in both Euclidej 
(r=2) and city-block (r=l) metrics. Observing the configurations obtained !
turns out that the most suitable metric for measuring the distances between onj 
stimuli is the Euclidean metric. The city-block metric, in fact, gives higher strgjj 
values and non interpretable configurations.

Also the scatter diagram of dS shows that the distances fit the perceptual dig 
similarities rather well.

By analysis of stress variation as a function of dimensions, using Euclidean
metric, monotone regression and initial L configuration, the best dimensionality 
seems to be R=5.

The final configurations are projected on the planes of dimensions, taken 
two by two. For R=5 the dimensions and divide the consonants in two 
large groups as in Fig. 1. Dj is interpreted as Palatal as it clearly distinguishes 
/< tj, d3, p, À from the nonpalatal constants.

D4 can be interpreted as Continuant as it separates plosives and affricates

D4

r

m

V

n
.•Í 
f ts

•z

• dz A
•J

s

b. ’d 
•P

t

D,
"I

g

k

Fig.’l
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•tOlH**/

gll others.
fr^”" fig. 2 ate shown dimensions 2 and 3. Dimension 2 separates the sibilants

(S'

ts, dz) from all other consonants, D3 separates lateral consonants from 
T?i(r. 2 shows, however that these erouns are not ratrcmriral- tbp mn.'j’ *'thers- Fig- 2 shows, however that these groups are not categorical: the con- 

are in fact distributed along Da according to their manner of articu-soiiaiits
btion;
features

• this structure, within the groups might be due either to other categorical 
or to some continuous properties of the stimuli.

observing Fig. 1 and we can point out that:

1 if we interpret D4 as ± Continuant, the nasal consonants turn out to be
4" continuant;

9
' the affricates /ts/ and /dz/ are always grouped with the homorganic frica­

tives (s, z), as these affricates do not exist in the phonematic system of our
subjects;

3. /r/ is singled out from the other consonants nearly in all configurations.
However one disadvantage of MDSCAL method is that while the configu­

rations are stable, the coordinate systems are not. The orientation of the space 
is arbitrary and the fact that there are standard rotation algorithms does not 
make it less arbitrary. Hence only the constellation of points has psychological 
reality.

D3

r

Â

dz tl
d

•«is b
ts • 

z •
S’

’J »

f

•k
• V

P’ «g m

n

Fig- 2
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INDSCAL Analysis
The INDSCAL approach instead, is not subject to the rotation of axes
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prob.
«1«

lem. INDSCAL differs from other MDS methods in assuming that diffg^ - 
individual perceive a given set of stimuli in terms of the same set of percent*’*' 
dimensions but with different weights (or saliencies) applied to these sha,*^ 
dimensions. According to this model, interstimulus distance is determinei^^ 
a weighted generalization of the Euclidean metric in which the contributi 
of each dimension to distance is modified by an individual’s salience weight fo, 
that dimension. An important property of this method is that the axes of the 
derived space are not subject to rotation and, consequently may be interpreted 
as corresponding directly to the observer’s perceptual dimensions (Carrol, 1972^

We applied INDSCAL technique to the matrices of the responses of the 30 
subjects. The scaling was repeated in a two to five dimensional space with
several different initial configurations, the clearest interpretation was found (or 
the four-dimensional space (R=4), whose interpoint distances are correlated at 
0.708 with the data. In Fig. 3 are shown Dimension 1 and 2: Dimension 2 can 
be interpreted as ± Palatal, Dimension 1 as ± Sibilant. Fig. 4 shows Dimension

NON ■ SIBILANT D2 SIBILANT

<

z 
o z

h e . . 
t r V

m .jj
n.

k 
g

4-

•f

J-

< 
I- <
2

^3

Fig- 3

^•s 
ts

d’z

4

z
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nasal D4 • r
NON • NASAL

4 
C 
u)
<

n

Ä

n

m

Z 
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V •f

b

•J D3

d3“ , «ts +
d g

p

t
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UJ 
H <
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Fig- 4
3 and 4; D. can be interpreted as ± pr^ocedtr^are phonologically

The feature systems derived from the P the feature
incomplete (p, b. t. d. k, g, f. v) {tf. ds) and might be due to the
Voiced is the reason for most of this indistinc i analysis are essen-
type of test we have used. The dimension. .Mthough
tially manner features: the only exception different experi-
ihe results of these investigations can vary wi y vowels fall readily
cental methods, these studies have found that consona ¡tjt some standard 
into low configuration/high similarity has demonstrated rela-
phonoli^ical feature sets. However, as Goldstein ( )
fions within these feature

’^^ferences 
^’ffol.

groups are usually not random.

Y, D. (1972) Individual
-cv, S. Nerli - V—>;■

-■■1, L. (1977) Categorical Rapers in Pu---- •.1- -

f , '^omne 
^'’'duein. love
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Phonological Neutralization •j

Niels Davidsen-Nielsen
University of Copenhagen

The topic of my paper can be illustrated witlr a well-known e.Kample: 
German there are six contrastive stops initially and medially in words  
[p b t d k g]—but only three contrastive stops finally in words—[p t kj. 
problem here is which of the initial and medial stops the final stops should be 
identified with? Should final [t], for example, be identified with initial and 1 
medial [t] or with initial and medial [dj? Apart from the so-called polysys. 
temic approach three methods of identification have been proposed:
A)

B)

C)

A phonetically based either-or analysis, in which the final [t] in German 
words like Rat and Rad is identified with the initial [t] of Tag and the 
medial [t] of bitte according to phonetic similarity.
A morphologically based either-or analysis, in which the [t] of Rat is 
identified with initial and medial [t] on the basis of alternants like Rate, 
whereas the [t] of Rad is identified with initial and medial [d] on the 
basis of alternants like Rade. .
A both-and analysis, according to which any final [t] is identified simul­
taneously with initial-medial [t] and initial-medial [d].

A 

initial/medial
P ---
b

final
B 

initial/medial final
P ■»-
b If P

C 
initial/medial

P 
b.

final

P P

t
t

d

t --

d '
tt

d

k « _k
k J-Vk

k ■ JC

S. .g g

According to the phonetically based analysis the final stops in German 
the phonemes /p t k/. The phonemes /b d g/, on the other hand, are 
to be absent in word-final position. This means that the analyst operates 
defective distribution and rejects the concept of neutralization. This 

I

is connected with the following problems:
First, it leads to arbitrary decisions in the case of intermediate

598
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be illustrated with a language where there are two contrastive stop
itially in words and only one series post-initially after /s/, and where

- - are intermediate between the two initial series:

-Aspiration Voice

.¡asen-NieJse«

This ca”
scries
the post-*:initial stops

P- 
b- 
(S)P-

t- 
d- 
(s)t-

k-
g- 
(s)k-

+
+

such a case, which nearly exists in English, it is arbitrary whether the post- 
are analysed as /p t k/ or /b d g/.

'"'^^condly, problems arise in the case of oscillating manifestation. An example 
of this is found in Danish. Here there are six contrastive stops initially in words 
__ aspirated [p t k] and unaspirated [b d g]—but only three contrastive word­
final stops, which are kept apart by differences in place of articulation only. 
These final stops oscillate between aspirated and unaspirated pronunciation.

place of articulation only.

words like lap, ladt, lak being sometimes pronounced with aspiration, some­
times without. Having only phonetic similarity at one’s disposal is of no help 
in such cases.

Thirdly, the phonetically based method leads to phonological overspecifi­
cation. If the post-initial stop of an English word like spill is analysed as the 
phoneme /p/, for example, a distinctive value is attributed to a feature which 
is in fact redundant, namely attribution of ‘minus’ to ‘voiced’.

The greatest difficulty with the morphologically based method is that it 
leaves a residue of indeterminate cases, namely those where a morpheme is 
realized in one way only. Consider the German word und. Here it is impossible 
to prefer the analysis of the final stop as /t/ over /d/, or vice versa, on morpho- 
ogical grounds. The same applies to the stops after initial /s/ in English.

econdly, it leads to phonological overspecification. If a German word like f und IS analysed as containing /d/ before a word-boundary, then this is anOv#ar ' C. • - ———*-*****^ / <* VVUlU-UUUllUai -J f LII^AX lllio !□ «21
P^ei cation in the sense that in word-final position the feature specification 
oice ] never serves a distinctive function in German.

Let
example both-and method. We have seen that in the German

fits way avoid phonological overspecification. If the final stop‘’f German } ■ 
‘h’s means thatwnd is identified with both initial-medial /t/ and initial-medial /d/,

It isho'v far unspecified for the feature ‘voiced’. But let us investigate
‘■oiisonant clu method is pushed. Initially in English words a triple
^^ffuently, on/ '*** I®]’ in split, string, scream. Con-
»«» this "7 ‘he feature [ ’ -
idei position. If

fact

‘his is \

of

that ‘his i

[ cons] serves to keep it apart from other segments 
we wish to avoid overspecification altogether, we must 

'vith all the contrastive consonants which occur before vowels.
interpret it as an archiconsonant. This, however, is not what 
the both-and method have preferred. In a case like the one 

‘hey identified the [s] of split with that of sit in spite of the 
nil overspecification. The adherents of the both-and method.



1
then, operated not only with neutralization but also with defective distribution.

The reason why the both-and method is not carried to its logical conclusion
is probably the psychological orientation of early Prague phonology. The
Praguians attached great importance to psychology and argued that in German,

600 Section 5: Phonetics and Phonology

for example, the final stops were represented in the speaker-consciousness as
neutral sound images—neither strong nor weak. Now in an example like Eng. 
lish split it is unlikely that the [s] is stored in the speaker-consciousness as an 
archiconsonant. Substantive evidence has never suggested that this sound repre­
sents anything but the phoneme /s/. So in some cases a both-and analysis seems 
psychologically unmotivated.

Let us now examine whether the original Prague method, which leads to 
neutralization in some cases and to defective distribution in others, is opera­
tionally feasible. First, it may be proposed that neutralization is recognized only 
in those cases where one feature is involved and where it is possible to set up 
a rule of the type [±f]-»0/x_ y. The second requirement is that the context
specification of the rule must be a special property of this feature, that is, it
may not simultaneously apply to other features. This approach can be illus­
trated with a Russian example:

[+voiced] 0 / --- # 1
----- [—sonorant] (

Since in Russian there are no other features than ‘voiced’ which are eliminated 
word-finally and before obstruents, neutralization may be recognized, and the 
[p] of words like [xlep] ‘bread’ and [itpka] ‘little fish’ may be identified with 
both /p/ and /b/.

If neutralization is defined in this way—as sequentially determined loss of 
one distinctive feature—it is kept apart not only from defective distribution but 
also from segment redundancy. Defective distribution involves more features 
than one and in the case of segment redundancy the loss of feature relevance is 
not sequentially determined.

Let me now give an example where the both-and method may not be used. 
As already mentioned only [s] can begin a triple cluster in English. In this case 
we cannot set up a neutralization rule which eliminates, say, the feature ‘voiced, 
for the loss of feature relevance in this particular context is not a property 
‘voiced’ alone, but also of all other features except ‘consonantal’.

Although a distinction between neutralization and defective distribution 
along the lines just mentioned seems operationally feasible, it is not always easy 
to draw the line. Here is a difficult case; in American English there are ac 

Rof/M’û , V, f liecording to Moulton twelve contrasting monophthongs. Before intervocalic - 
however, the number of vocalic contrasts is in most parts of the US strongly 
reduced:

i ínearerl
1 ImirrorJ

f poorer! u
Ifury J o 

I
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e 
e
X

fMaryl'i 3 ffurry'l fboring I 
[merry/y a IhurryJ 1 waning/
marry starry

o
3 
a

As regards the non-high front vowels, only the contrast between /e/ and /e/ 
• eliminated in some parts of the East, but usually all three vowels coalesce 
before r. Now it is possible to interpret these reductions as neutralizations for 
those Eastern dialects which preserve a contrast between Mary, merry on one 
hand and marry on the other on one condition: that the members of all the 
vowel pairs involved are kept apart by one and the same feature, say ‘tense’:

[±ten«]^0 / r V

In those dialects where Mary, merry and marry are all pronounced alike such 
a rule is insufficient, for the /ae/ of marry would still be separated by [-1- low]. 
This means that we need an extra rule:

' +syllabic"
[+low] —> 0 / -high 

— back r V

The problem is that the context specifications of these two rules are sequentially 
—though not segmentally—identical. In such a case it is difficult to decide 
whether both rules are legitimate neutralization rules. I am inclined to say yes 
since an inclusive relationship obtains between the two rules: tenseness suspen­
sion can be observed independently of lowness suspension, but no vice versa.

Finally a few words about substantive evidence which supports the both-and 
method. In Irish, the voicing contrast is suspended after /s / x/. This can be 
expressed as a neutralization rule which eliminates the feature ‘voiced’ after 

ese fricatives. Now precisely in this context there is orthographic vacillation 
ween p, t, c and b, d, g, which are consistently kept apart elsewhere. This 

® indicate that the stops are in this context psychologically indeterminate 
£j.- * ^^sically the same situation exists in Old High German, where post- 

^^^’^^^ness-irrelevant stops are spelled not only with p, t, c, but also 
metimes with b, d, g, cf. sbrehhen, priesda, fisg, durfdige, wihd.

^^^ferences 
'^“vidsen-Xielsen,

^tac“nd their N. (1978). Neutralization and Archiphoneine: Two Phonological Concepts
an fhailigh, E.

History. Copenhagein.
'V. G.

(1968), The Irish of Err is, Co. Mayo. Dublin.
(1962). The Sounds of English and German. Chicago.

'^’oiilto,
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Vowel Duration and Vowel Quality

Tjeerd de Graaf
University of Groningen, The Netherlands

INTRODUCTION

In many languages of the world vowel systems occur with contrasting pairs 
of long and short vowels. According to RUHLEN (1975) who made a survey 
of 700 languages, this situation holds for 48% of the sample languages. In most 
cases (70%) the vowels of the two systems are equal in number and arrange­
ment, in another 20% the long vowel system is larger than the short vowel 
system, while 10% of the languages have more short than long vowels. By far 
the most common difference of quality between long and short vowels of cor­
responding positions is centralisation of the short high vowels. This tendency 
can be considered a universal of vowel systems.

It is further known that vowel quality and vowel duration undergo changes 
in various speech conditions: for vowels in spoken context and without stress a 
centralisation takes place compared to isolated vowels and the vowel contrast 
is reduced. This phenomenon of vowel contrast reduction has been investigated 
for Dutch by KOOPMANS-VAN BEINUM (1980). She studied a whole range 
of eight speech conditions from isolated vowels to vowels in unstressed position 
in normal conversation and measured the decrease in duration and the change 
in quality as related to the formant frequencies Fl and F2. For shorter duration 
due to the speech condition the vowels become more centralized and therefore 
the contrast between all vowels in the system is reduced. The acoustic contrast 
of whole vowel systems in various speech conditions can be denoted by a meas­
ure (the acoustic system contrast) that can also be applied to other languages 
like English (KOOPMANS-VAN BEINUM, 1981) and Japanese (DE GRAAF 

and KOOPMANS-VAN BEINUM, 1982).
In a vowel system with both long and short vowels the long vowels are 

produced in a less centralized position than the corresponding short vowels if 
the same speech condition. In order to compensate for the stronger centrahsa 
tion one can hypothesize (JANSON, 1977) that a kind of perceptual compef 
sation takes place for the short vowels. This compensation effect causes shorted 

forniaftvowels to be perceived as less central than longer ones with the same .. 
values. With synthetic stimuli this hypothesis can be tested: In a listening 
subjects listened to 7 different synthetic vowels along the formant frequency 
continuum from /i/ to /e/, each one presented with two different duration^' 

It turned out that there was a tendency for Swedish subject* 
to perceive vowels near the phoneme boundary /i/-/e/ as more like /i/>
65 ms and 115 ms.

,s, I 
J
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ntral when of shorter duration. The same effect was found among
T- de Graaf

ipss central
jubjects, but to a much smaller extent. Greek has no pairs of long and 

^^^^vowels, whereas Swedish does have this distinction. The result of the 
tion experiment can be interpreted as hinting that there is a considerable 

^’^^unt of perceptual compensation in languages with length distinction and

aS 
GT<
short

of perceptual compensation 
his effect is much smaller in other languages.ai

MEASUREMENTS

We 
system 
system I

have investigated the phenomena in question in a study of the vowel 
of Frisian, a regional language spoken in the Netherlands. This vow’el 
can be represented in the following scheme;

1
short vowels

y u i:
I 0 3 o e:

long vowels

y:
0; o;

e 3 e: □:

a a:

u:

Compared with the vowel system of the standard Dutch language the main
difference consists in the lack of pairs of long and short high vowels in Dutch. 
The acoustic analysis of the vowels is based on material produced by 10 native 
speakers of Frisian; 5 persons belong to the older generation (average age 67 
years) and 5 are students (average age 22 years). They have pronounced isolated
monosyllabic words containing the vowels in a similar consonant context. With 
the digital analysis system of the Groningen Institute of Phonetic Sciences the 
formants Fl and F2 are determined, using the autocorrelation method of Linear 
Predictive Coding. These formant values 
and ]■ ’

> can be plotted as functions of time 
in the stationary part of the vowel we can determine their average values.------------7 V VI. HIV >UV»V1 »vv V, 

ese values for all vowels can be plotted in 
♦ nr JifT.-------------------------------------------------- Tfor the different

the F1-F2 plane and the results

1.

2.

speakers can be compared. We find the following tendencies: 
Eor all speakers the short vowels are produced in a more centralized posi­
tion than the long vowels. This holds in particular for the high long and 
du^f '^tiwels and confirms the universal property mentioned in the Intro-

For their. .v y°^nger generation the distance between short and long high vowels 
for th plane is systematically smaller than the corresponding distance

3.

the older 
plots for 2 
older

generation. This is illustrated in Fig. 1 and Fig. 2 where the
representatives of these groups are given: the first one for the 

generation, the second one for the younger generation.
each^^^^'^^^^"^ duration of long and short vowels we can determine 
hi&h average ratio of these durations when averaging over

^'atio ''°'vels /i/, and /u/. It appears that the obtained average

Wh, 
for 
the

en
speaker

Th,lese Ornes smaller for the younger generation.
’^«Ults indir^t« .K . J «A VA VAX*indicate that there is a decrease in contrast between long and
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Fig. 1 Formant values for the Frisian vowels spoken in isolated words
Male speaker of 72 years old
Average duration ratio of long and short vowels: 1.9
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Fig. 2 Formant values for the Frisian vowels spoken in isolated words 
Male speaker of 23 years old 
Average duration ratio of long and short vowels: 1.4
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^els taking place in the Frisian language: duration and formant values 
’ closer to each other. This language change is possibly due to the 

of interference with the official Dutch language where, as we men- 
**'^^'^t^fore, the difference between long and short high vowels does not exist, 

can investigate this phenomenon of language change not only from the 
noint of view, but also in relation with perception experiments 

acousti^:^^ JANSON (1977), For this purpose test stimuli were
'^ted to similar groups of native speakers. These stimuli have durations 

‘ f fiO ms and 200 ms, representing short and long vowels in the F1-F2 plane be- 
° —n the points with Fl = 300 Hz, F2=2400 Hz and the point with Fl =500 Hz, 

-2000, The synthesized vowels in these end points are perceived as /i/ and

short 
have

presei

VO’

tween
F2
/eA respectively.

In our results we find a difference in perception of long and short vowel
stimuli: short vowels near the phoneme boundary are perceived as less central 
than their long counterparts. This effect appears to be smaller for speakers of 
the younger generation than for speakers of the older generation of Frisians.

CONCLUSION
From the results of acoustic analysis and perception experiments related to 

the long and short vowels in Frisian it can be concluded that a change in this 
language is taking place, in that the difference between the components in these 
pairs is decreasing. This effect may be a result of language interference between 
Frisian and Dutch w’ith resulting modification of the Frisian phoneme system.
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On Defining Aspiration

R. Prakash Dixit
Louisiana State University

Throughout the history of phonetics, the phenomenon of aspiration has 
been examined primarily in relation to the description and classification of 
plosive stops. The earliest extant description of aspiration comes from 'Siksà’ 
and ‘Prâtiiâkhya’ literature of Sanskrit, where aspirated stops, both voiced and 
voiceless, are described and classified as ‘mahâ-prâna’ (literally, ‘big-breath’) and 
unaspirated stops, both voiced and voiceless, as ‘alpa-prana’ (literally, ‘little­
breath’). To Sanskrit phoneticians ‘big-breath’, however, does not simply mean 
a large volume of breath but also a high rate of air flow. Thus aspiration 
(‘mahâ-prânatâ’) is defined in terms of a large volume of breath flowing through 
the open glottis at a higher rate than normal. Because of the higher than normal 
rate of flow, the breath becomes turbulent at the glottis. Hence, in their view, 
aspiration is glottal friction. In fact, they have likened aspiration with both 
voiced and voiceless fricatives which are also produced with higher than normal 
volume velocities of the breath stream. According to Sanskrit phoneticians
aspiration basically is voiceless noisy breath but-it can occur together with voice 
They have observed (Allen, 1953: Phonetics in Ancient India) that when the 
glottis is open, breath is produced; when it is closed, voice is produced; and 
when it is in an intermediate position, that is, when it is half-open, both breath 
and voice are produced. Further, breath is discharged for the voiceless con 
sonants; voice is discharged for the voiced consonants and vowels; and bo^ 
breath and voice are discharged for the voiced glottal fricative and the voie
aspirates. Also, more breath is discharged for the aspirated consonants 
for the unaspirated consonants. Obviously, the term ‘voice’ in the 
observations has been used as a cover term for two distinctly different i» 
of glottal vibration. These observations provided the phonetic basis 
separation of the voiceless and voiced aspirates from the voiceless and 'O

tha»

thf

inaspirates, respectively. inUntil recently, the above description of aspiration and its applicat’^’j^^^
the phonetic classification of stop consonants enjoyed general acceptance, 
ever, after the publication of Lisker and Abramson’s classic paper: A
language study of voicing. ..(1964), the situation has changed.

A cr J.1”.

Abramson spectrographically investigated the phenomenon of aspiration,
with voicing, across various languages possessing two, three, or four ¡dI 
categories of homorganic stops. Looking for a single phonetic dimensio 
such a classification of stops, they directed their attention to “the timing
categories of homorganic stops. Looking for

between voice onset and the release of occlusion.” The differences inJ
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(VOT) separated the voiced from the unvoiced stops as well as the
■ * ’ ' * *’" ' r in the voiceless

K- f- pix*'

time j VllV ¥V»4WV* l.XVrAXA tlXV V**XWXV-VV*. OkV»!

onse^ from the unaspirated stops, but the latter two only
asptf^ -rj^g voiced aspirated stops could not be separated
ca

• The voiced aspirated stops could not be separated from the voiced 
tego^y jfQpj on the basis of VOT, Further, “the noise feature of aspira-

unasp*'^^
tion

” came to be regarded “simply as the automatic concomitant of a large delay 
. onset.” Consequently, the “large delay in voice onset” or “voicing lag”

in voice equivalent of aspiration and were thus used regularly by most phoneti-became 
cians and linguists.

Apparently, influenced by Lisker and Abrainson’s work, Abercrombie (1967: 
Elements of General Phonetics) defined aspiration as “a period of voicelessness 
that follows the closure of a stop.” Ladefoged (1971: Preliminaries to Linguistic 
Phonetics) proposed a similar definition of aspiration as “a period of voiceless-
ness during and immediately af^er the release of an articulatory'stricture.” The
definition of aspiration given in I.adefoged’s recent book (1975: A course in 
Phonetics) is no different than the one given above. Later, Catford (1977: Funda­
mental Problems in Phonetics) suggested that the “retardation in the onset of 
voicing, or ‘voicing lag’. . .is characteristic of aspirated consonants.” Kim (1970: 
A theory of aspiration), on the other hand, defined aspiration in terms of the 
size of the glottal opening. He asserted that “aspiration is nothing but a func­
tion of the glottal opening at the time of release” and observed that “there seem 
to be a direct correlation between the degree of the glottal opening at the time 
of release and the degree of aspiration” or voicing lag. He also argued that 
aspiration is not glottal friction but rather cavity friction, since, according to 
him, it is produced “at the point of constriction for the following vowel, .. 
through coarticulation...”

The 
light of

purpose of this paper is to examine various views on aspiration in the
some spectrographic, glottographic and aerodynamic data from Hindi, 

y- Figures 1, 2, and 3, respectively, and to suggest a phonetically
a e and comprehensive definition of aspiration.

‘, . dictionary meaning of aspiration, relevant to the present topic, is
^ICcltbinn*’ «1__ , z. . . t ,

presented

- Sanskrit equivalents of aspiration are ‘svasa’ and ‘prana’ 
siiç^t tnean breathing, or breath, or air. In the phonetic sense, however. 
Of . is not aspiration. Only audible breath, that is, breath made audible., u ex VXXi VAXXXJ UUCtXUlV MXvdlllj LXXCXL XOj UXVUexi M

^'tdibl^^ s’®*'*'’®’ called aspiration. Further, the breath cannot become 
noisy, in other words, aspiratory, unless the rate of air flow through 

glottis is ’ - - - .
Phon ^^i^tJdynamic data presented in Figure 3 show, as observed by Sanskrit 

æticians __ , __ _____________ 1 rui-i

the
adequate, that is, greater than it is during normal breathing.

'^’'ttot*h^®pic3tion in the aspirated stops, such as [ph] and [bh], 
'n tur Produced without higher than normal rate of breath stream, which 
'■'tisufg ‘-‘innot be generated in the presence of the oral closure, or the glottal 

ho th as shown in the glottograms in Figure 2. Their observation that
cl«'<»sur,

jpj Pg < • * OllV VVll 1X1 LI IV glML LV/gX CXXXXO 111 A Ig IXX V ■ X XXV XX TM%.xvrxx LXLCXL

ts glottal friction is also well supported by the acoustic pattern of 
''’ere noise during [ph] and [bh] in Figure 1. If the aspiratory noise

slottally generated the acoustic pattern then would have been dif-
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the other hand, the recent definitions of aspiration, which are essen-

F- F- pi*''

jjje same, are not supported by the spectrograms in Figure 1. Since, acous- 
**^''energy present during the period between the stop release and the onset 
^'^the following vowel, this period is inadequately described as “a period of 

celessitess” or “voicing lag”. Fant (1969: Stops in CV-syllables) has shown
VOlC
that

this period in fully developed voiceless stops, that is voiceless aspirated
is composed of a transient, a fricative, and an aspirative segment. Hence, 

iration is not simply a period of voicelessness or voicing lag.
^^Pgjective stops, which are produced by an entirely different breath stream 

mechanism than the plosive stops, regularly show a period of voicelessness or 
voicing lag following the release of articulatory closure. However, this period 
of voicelessness or voicing lag is never described as aspiration, since no aspiratory

stops. IS

noise is observed during this period. This further damages the definition of 
aspiration as a period of voicelessness or voicing lag.

Furthermore, the so-called voiced aspirated stops of Indo-Aryan and certain 
other languages cannot be called aspirated according to the recent definitions 
of aspiration, since, in such stops the release of the articulatory occlusion is not 
followed by a period of voicelessness or voicing lag. However, their description 
as aspirated stops cannot be reasonably rejected. They indeed are phonetically 
aspirated, since they are produced with glottal friction or aspiration which 
regularly occurs between the release of the articulatory closure and the onset 
of the following vowel. But this period in the voiced aspirated stops is not voice­
less. Hence, aspiration cannot be justifiably defined as a period of voicelessness 
or voicing lag.

As regards Kim’s claim that there is a direct correlation between the degree 
«f glottal opening at the time of release and the degree of aspiration, it appears 

be at variance with the glottographic and spectrographic data presented in 
figure 2 and 1, respectively. Clearly, the degree of glottal opening at the time 

release is considerably less during [bh] than [ph], yet the degree (or the 
^a^ls'^^ aspiration following the release is approximately the same. This 

friction 's major claim. Further, Kim’s contention that aspiration is cavity
rather than glottal friction is also not supported by these data. The

’Pectroernm«; * gav/vucxi xiivLivxi lo tiiow iivFL LCM. uy Llltov KJ-CXta. X lit.
is f ttr Figure 1 show that the aspiratory noise during [ph] and [bh]X X oiiMw xiiaL Liic aapiirttuiy iiuioc

rpt about the same frequency regions as the second, third and fourth
"’«nances ofth following vowel, which indicates that the noise source is located
Sni,« Scottis and the whole vocal tract participates in its resonation. If the

’•»uS r"have

at

the supraglottal vocal tract a different resonance pattern
- resulted.

ce the recent definitions of aspiration discussed above, did not allow for
'’«icedsliced aspirated stops, Ladefoged et al. (1976: The stops of Owerri Igbo) 

strj- P'^oposed a new definition: “Aspiration is a period after the release of a
■‘«Ure• and before the start of regular voicing in which the vocal cords are 

apart then they are in regularly voiced sounds.” What is meant by I,I
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"aspiration is a period” is unclear. What is clear is that this period occurs be,
tween the stricture release and the start of regular voicing and that during this

Phonetics and Phonoli

period the vocal folds are separated, a condition that must be met for the prodvij." 
tion of aspiration. But what is aspiration? It can’t simply be a period.

The experimental data presented in this paper clearly show that aspiration 
whether produced with vocal fold vibration or without it, is primarily ajjJ 
predominantly glottal friction rather than cavity friction. Further, aspiration 
cannot be produced unless the following conditions are met: (1) the glottis be 
open, (2) the supraglottal vocal tract be unobstructed, and (3) the rate of air 
flow through the glottis relative to the size of the glottal aperture be adequate 
for the generation of turbulence at the glottis. In the production of the aspj. 
rated stops, if the first two conditions are met the third condition is autoiuati- 
cally met, assuming that the function of the respiratory system during speed) 
is to generate undifferentiated uniform air stream. The fluctuations that occur 
in air flow rate seem to result from the variations in the glottal and supraglottal 
resistances. It is important to note that the size of the glottal opening and the 
timing of the glottal and the supraglottal events in relation to one another play 
a crucial role in the production of aspiration. Thus, aspiration can be defined 
as glottal friction produced with higher than normal breath flow through the 
glottis, with or without glottal vibration, while the glottis is moderately or 
widely open and the supraglottal vocal tract is unobstructed.

J



patterning of Distinctive Features in Relation to Variability

Jadranka Gvozdanovic 
University of Amsterdam

1: Variable rules and systematic constraints
Spoken language of any speech community has variable and invariable char­

acteristics. Their mutual relations require further investigation (cf. a.o. Labov 
1973), in the course of which functional conditions on variable rules must be 
formulated in a testable way (cf. Kiparsky 1972), and an evaluation measure 
pertaining to the invariable part of the system must be formulated as a set of 
constraints on variability.

This paper concentrates on invariable constraints operative in two distinct 
areas of variability: sound change and speech errors.

2: Constraints on general principles of vowel shifting
Labov, Yaeger and Steiner (1972: 106) formulated the following general 

principles of vowel shifting:

I:

II;

III:

in chain shifts, tense or peripheral vowels rise (mid tense vowels may 
develop either ingliding or upgliding diphthongs; op. cit.: 228);
in chain shifts, lax or nonperipheral vowels usually fall, particularly 
the lax nuclei of upgliding diphthongs;
in chain shifts, back vowels move to the front.

These general principles are constrained, as can be seen from Kajkavian Serbo- 
roatian concerning the first two principles, and Hungarian concerning the 

'*■ one. Are these constraints of a general nature?
The vowel system underlying Kajkavian dialectal differentiation can be

’■^constructed as indicated in (1), following Ivie (1968: 58£.).
(1) i II (These vowels could be distinctively either long or short. The

long ones can be considered ‘peripheral’, and the short ones 
‘nonperipheral’. Whenever length is irrelevant to a develop-

t>evi á ment, I make no reference to it.) 
■«opments of 9/: (a) /0/ -> /o/ in the northern and northeastern areas;

(b) /0/ /u/ in the western and eastern areas;
(c) /9/ remains preserved in most parts of the central 

area;
(d) /<)/ /ou/ if long, and /u/ if short (in Bednja

either short or rising) in the northern and western 
parts of the central area;

e 
e

0 
o

611
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(e) /9/ /0/ if long, and -> /xi/ if short;
long /0/ -> /uo/ and long /e/ /ie/ in 
and KoSkovec. "

The Kajkavian developments show that both peripheral and nonperiphej^j 
vowels may either rise or fall in chain shifts. They may either merge with othej 
vowels or remain distinct. There is a tendency for peripheral mid vowels to rise 
in diphthongization, but in different ways (further left unexplained by Labov 
Yaeger and Steiner), as can be seen from a comparison of the systems of the typ^ 
(d) with those of (e): /9/ is diphthongized as /ou/, and /0/ as /uo/. The saiuj 
regularity holds for Slovenian (cf. Rigler 1967: 133f.). Following Andersen’s 
(1972) definition of diphthongization as due to a distribution of feature specifi. 
cations in the order ‘unmarked, marked’ within a segment, we can see that ¡n 
the /9/ -> [ou] diphthongization, the values of [±diffuse] (or [±high] in the 
articulatory terminology) are distributed in that order as directly reflecting the 
distinctive phonetic specifications (irrespectively of [±compact], or [±low], 
which is redundant in such segments—at variance with Andersen’s analysis). 
In the /0/ -> [uo] diphlhongization, on the other hand, it is due to the distinc­
tive [—compact] (or [—low]) specification of the given segment that [ +diffuse] 
(or [¿-high]) is treated as ‘unmarked’, and [—diffuse] (or [—high]) as ‘marked’. 
This explains the [+diffuse, -diffuse] (or [+high, -high]) diphthongization.
in accordance with Andersen’s analysis.

The Kajkavian types of diphthongization show that specification with 
respect to [±diffuse] (or [±high]) is subject to variation, whereas in such cases 
specification with respect to [±compact] (or [±low]) is not. Is there anything
that makes [± compact] (or [±low]) ‘special’?

In the systems of the type (e), where the latter feature opposition was
relevant to diphthongization of the segments distinctively specified for it, an 
asymmetry connected with this feature opposition can also be observed. In those 
systems, the opposition between [—grave] and [¿-grave] (or [—back] and 
[-t-back]) vowels is operative only in the distinctively and redundantly 
[ — compact] (or [—low]) ones, but not in the [¿-compact] (or [¿-low]) ones- 
This asymmetry can be analysed as a hierarchical relation, in which [ ± compae J 
(or [±low]) is the dominating feature opposition, and [±grave] (or [ibackjl

- -1_____ Ji____ .u-_______ T^l_i_ .ul____________________ r _______________ ^*1 /___the subordinate one. This then makes [± compact] (or [±low]) ‘special 
comparison with [±diffuse] (or [±high]): the former is a dominating featu 
opposition, whereas the latter is not.

(2) Kajkavian systems of the type (e):—distinctive feature hierarchy

ie uo
articulatory:

+ I0W-
acoustic:

— compact-
1
e

u
o

. le
This definition of hierarchy is in accordance with Brpndal’s (1943) ‘prinOP

a + back- _j. gra'
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icnsation', on which e.g. Andersen s (1975) definition of hierarchy was
There is a difference between the two approaches, however. Ac-

)■ r.'

of ,

cording to 
are not com 
unless they

Andersen’s definition, the terms of the subordinate feature opposition
iibined with the marked term of the dominating feature opposition

/ are also combined with its unmarked term. But how do we know

which
feature opposition is ‘dominating’ if a ‘subordinate’ one is combined with

its both
hierarchy

terms? In other words, the problem with Andersen's definition of 
as an implicational universal is that it is not fully decisive for a given

language 
of hierarchy

system. In order to make it testable, I propose to restrict the definition 
so as to equal only asymmetrical ordering.

(3a) asymmetrical ordering, equalling HIERARCHY, holds for a 
pair of distinctive feature oppositions if and only if an opposition is 
distinctive in combination with one of the terms of another opposition,
but not with its both terms.

In an asymmetrically ordered pair of distinctive feature oppositions, domi­
nance is determined by markedness. In accordance with Kiparsky (1982), I 
propose to view as ‘marked’ an unpredictable feature specification, and as ‘un­
marked’ the corresponding predictable one. Predictability is either determined 
by the paradigmatic or syntagmatic context, or directly related to the phonetic 
specifications as elaborated by Jakobson, Fant and Halle (1952). The paradig­
matic context should be restricted to cases of asymmetrical and symmetrical 
ordering of distinctive feature oppositions. The latter occurs if two oppositions 
are patterned within the same phonetic dimension, as are e.g. [± compact] and 
[idiffuse] (or [±low] and [ ±high]). Note that this amounts to a revision of 
the markedness theory as an evaluation measure as proposed by Chomsky and 
Halle (1968), Kean (1980) and others, in the sense of its further analysis in terms 
o two constitutive parts, a formal and a substantive one. The former is found 
tn the principle of asymmetrical ordering, and the latter in ‘markedness’ as 
erivable from the phonetic features and their predictability.

(3b) In an asymmetrically ordered pair of distinctive feature oppositions, 
ominance is determined by the principle of attaching the subordinate 

opposition to the unmarked term of the dominating one.
Sound ”hback to the Kajkavian data discussed above, we can see that if a 
^eatiir *" involves a segment which is distinctively specified for a dominating 
, nre oonncit.'x^« ,1-• r . ■ ■ -.1 _.1______ _fê‘tture opposition, this feature specification remains preserved, whereas other
*^ation
^^’^'’’-dinate

^specifications change. Consequently, we can hypothesize that a specifi- 
a dominating feature opposition changes only if the corresponding

obi

s r nnes change too. In order to test this hypothesis based on develop- 
a ted to the first two principles stated by Labov, Yaeger and Steiner

ns examine developments related to their third principle, and those-^Served ■
Tiip other areas of variability, thivri __ • • « .third principle of vowel shifting formulated by Labov, Yaeger and
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shifting. But why then did [i] change into [ii] in Hungarian from 
10th to I Sth centuries (cf. Kalman 1972), whereas in the same period or

''otvei
the

soitie. 
what earlier Dutch had the predicted change of [u] into [ii]? The markeduejj 
theory of Chomsky and Halle, and Kean does not help us in this respect
[ii] is in both approaches more ‘marked’ than either [u] or [i], and the latt
two segments differ in features, not complexity. In search of an answer, let

as
•er

compare the Dutch and Hungarian vowel systems preceding the change (i) Us

following it (ii).

(4a) Dutch: -stage (i)

and

i 
e

u
o

a

(long vowels and diph­
thongs were phonolo­
gically sequences)

-stage (ii)
i ii u
e o

a

vowel shift: /u/—>/ii/, except

(vowel sequences, including 
diphthongs, became tense 
vowels, as opposed to origi, 
nally single, now lax, ones)

for some eastern dialects:
monophthongization of the 
diphthongs, etc.

(4b) Hungarian: -stage (i)

vowel shifts in the central dialects: 
tense /ii/—*/au/, tense /i/-*/ei/; 
in some marginal, especially south-

i ii u
e 
e

o
(long vowels and diph­
thongs were phono-

ern dialects: /ii/
-stage (ii)
i ii u 
e ó o

á logically sequences) e á

(vowel sequences, including 
diphthongs, became long 
vowels, as opposed to origi-
nally single, 
ones)

now short,

vowel shifts: /ii' '/d/, ,'U I

Differences between Dutch and Hungarian in stage (i):
—Dutch had no asymmetrical ordering between [±grave] and [±flat] (<”

(presuinabl))[±back] and [±round]), as those features cooccurred; there was (, 
asymmetrical ordering between [±compact] (or [±low]) and [±grave]
[±back]), redundantly accompanied by [±fiat] (or [±round])

—Hungarian had an asymmetrical ordering between [±gi'ave] and [±flat] 
[±back] and [±round]) such that [±grave] (or [±back]) was the dofl”
nating feature opposition.

In stage (ii), on the other hand, both systems had an
tween [±grave] and [±flat] (or [±back] and [±round]).

asymmetrical orderinS be-

was co>’'
We can conclude that sound change in Dutch and Hungarian was 

Kajkavian Serbo-Croatiao^^^^j.strained by the same general principle as in 1
Slovenian: in the presence of asymmetrical ordering, specification of the
nating feature opposition was preserved, whereas specification of the suborff**’^
one changed. Thus [—grave] (or [—back]) remained preserved in the 
garian /¡/ —» /ii/ change in stage (i), and in the Dutch changes in stag^ 
In the absence of asymmetrical ordering, general phonetic principles
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*n^ change thus shows that asymmetrical ordering and markedness
an evaluation measure constraining general phonetic tendencies.

}■

op'
Soii:

con-

stitute
Constraints on speech errors 

5*

ture

Another area of variability which proved to be indicative of language struc- 
coinpcisc® speech errors. Spontaneous occurrence and correction of speech

ors give evidence of the existence of distinctive segments, morphemes, words, 
^'^*^*hrases as processing units in speech production and perception. Segmental 
‘'rroK involve distinctive features, as the interchanged segments differ in one
distinctive feature or a limited number of them. Various studies of segmental 
errors based on spontaneous speech, short-term recall, shadowing, or spoonerisms 

controlled subset of ‘errors’), yielded comparable results by pointing to(as a
differences in the treatment of the various distinctive feature oppositions. so
far not being able to give a full account of them. The different treatment seems
to be due to relations among the features, not to their formulation in articu-
latory, acoustic, or perceptual terms (cf. also Van den Broecke and Goldstein 
1980). There is apparently an evaluation measure involved.

Shattuck-Hufnagel and Klatt (1979) investigated the matter on the basis of 
spontaneous errors in the nonsyllabic segments of English and concluded that 
there was no evidence of markedness as formulated by Jakobson, Fant and Halle 
(op. cit.), or Chomsky and Halle (op. cit.). Distinctive feature hierarchy in the 
sense of relevance of certain distinctive features to markedness conventions of 
other distinctive features, as formulated by Kean (1980), was not supported by 
the data either. For example, the unmarked specification for [±back] is accord­
ing to Kean (op. cit.: 23) [-(-back] in the context of [ — anterior], but a change 
of [-(-anterior] into [—anterior] did not entail a change of [—back] into 
[ + back] in the errors, which would be the unmarked case.

In search of an evaluation measure, let us have a detailed look at the dis- 
and^"^^ exchanges involved in the data presented by Shattuck-Hufnagel 
•n Klatt, and compare them with ordering in the articulatory and acoustic 

oppositions of English. My analysis of the articulatory features is basedfeature
on «iitnjoio Mt lilv £tt LtLUlct LMl y ic<ltutiv3 to i-zciovvi.
*”id Hai?*'^^ Halle (op. cit.), and of the acoustic ones on Jakobson, Fant 
[±vo'^i^-^°P ^offowing Jakobson, Fant and Halle, I propose to replace 
Hallp consonants of English by [±tense]. Following Chomsky and
Vowel;s* f^^^°Pc*se to introduce [± tense] in the acoustic analysis of the English 

s Well, and to separate [±diffuse] from [±compact]. Other details ofdistiinctive£)oes • segments of English are not at issue in this study.
^PPositio^^ speech errors as well that a change of a dominating feature
*''' ronstra’corresponding change of its subordinate one(s), whereas

Th,
^*t^ts hold for nondominating feature oppositions?

rn. Ost common nonsyllabic segmental errors as established by Shattuck 
^“fnagel and /,0-70. atn „/ /,/ /./

(5a)

'gel and Klatt (1979: 49): /x/—/1/, ,.p/—/i/, /m/—
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’8y

/11/, /w/'—/Ï/, /k/- •/t/ /Pz —'k/> /'s/— 0/, ,
/ .1/ lAl__ /R / lAt. I\ I , ./-/1/, /t/—/p/, /yN/—/m./, /^/—/\/,

/m/—/r/, and /b/—/g/.
(5b) Articulatory distinctive features of English involved in the errors:

—single exchanges: [±anterior], [±coronal], and [±strident];
—independent exchanges: [±continuant] and [±nasal];

7 1

—implicational exchanges: [±high] implies [±anterior], [±vocalic]
implies [± continuant] and [± nasal] (if distinctive in either of the
segments), and [±consonantal] implies either [±high] or [±low]; 
[±back] implies [±high], unless [ ±consonantal] is exchanged too.

(5c) Acoustic distinctive features of English involved in the errors:
—single exchanges: [±grave], [±compact], and [±strident];
—independent exchanges: [±continuant], [±nasal];
—implicational exchanges: [± vocalic] implies [ ± continuant] and

[±nasal] (if distinctive in either of the segments), and [ ±consonantal] 
implies either [±diffuse] or [±compact].

(5d) Asymmetrical ordering in pairs of articulatory distinctive feature opposi-
tions:
[±vocalic] dominates [±continuant], [±nasal], and [±strident] (the 
latter three feature oppositions are mutually unrelated); [ ± consonantal] 
dominates [±low], [±high] dominates [±anterior], and [±back] domi-

I

nates [±anterior] and [±coronal].
(5e) Asymmetrical ordering in pairs of acoustic distinctive feature oppositions:

[±vocalic] dominates [± continuant], [±nasal]. [±grave]. and
[±strident] (the latter four feature oppositions are mutually unrelated):
[±consonantal] dominates [±diffuse].

We find a striking isomorphism between articulatory and acoustic features
• ■ - • - - - - ■ - • z in itsas far as asymmetrical ordering goes. And we find a striking regularity

imposing constraints on speech errors. These constraints are of the same natuie 
as those established for sound change (cf. also Gvozdanovii 1982). They foirtt 
a workable hypothesis for an investigation of other areas of variability, such 
as language acquisition, where we only expect dominating distinctive feature 
oppositions to be acquired earlier than their subordinate ones.

ofThe general conclusion amounts to viewing asymmetrical ordering 
tinctive feature oppositions as an evaluation measure constraining variabih^l^ 
It should be put to a test as an universal principle with language-specific app
cations.
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The Rhythm of Tanka, Short Japanese Poems

Yayoi Homma
Osaka Gakuin University

1. Introduction

This paper attempts to observe the structure of Tanka, short Japanese 
poems, and to find out why this traditional type of verse sounds rhythmic 
measuring the duration of each segment, mora, pause, line, and whole poem.

In my papers of 1981 and 1982, I investigated durational relationships be­
tween Japanese consonants and vowels using test words in a sentence frame 
and found that such variables as closure or frication duration, voice onset time 
and vowel duration work together to fix the word duration, although the dura­
tion of syllables is phonetically different. The present paper deals with longer 
utterances of poems with five lines, so that we can see the temporal structure 
of Japanese beyond the word level, and as the poems contain all the consonant 
and vowel phonemes except /p/, we can examine various combinations of them 
in natural speech.

Tanka is basically composed of thirty-one moras, in 5-7-5-7-7 lines, as seen 
in the first poem on the handout. This verse form is said to have the most 
traditional rhythm in Japanese. Actually, Tanka form has been handed down 
since the seventh century and today too many Japanese people enjoy writing 
and reciting Tanka and Haiku, shorter poems with 5-7-5 lines.

In the book titled Rhythm in Japanese (1977), Bekku claimed, “The rhythm 
of Tanka is made of quadruple time, and this quadruple time is the most basic 
rhythm in Japanese.” He showed the first poem on the handout in the folio" 
ing way:

\ 
i

£
À rm r ’ i I n r rm i rm r i’ > i

ha ru no hl nlhi sa ka ta no hl ka rl no do ke klrm mt m
ahi zu ko ko ro na ku ha na no

r rm II 
chi ru ra n

According to him, the key to the equidistant lines of Tanka is the boundary^^^^
pause pattern. His claim caused a kind of sensation because most native 
of Japanese thought the numbers of moras, that is 5 and 7, determine 

ih«”
oi Japanese inougnc me numDers oi nioias, liidL is u ¿iiiu. t, 
rhythm of Tanka. In other words, the combination of shorter lines wd
moras and longer lines with seven moras were thought to create 
of Tanka.

the rhy'

The purpose of this paper is to confirm acoustically the structure 
underlying rhythm of Tanka. jof

618



619
у Hoда^^^

2.
2.1

Experiment
Methods

• Tanka were chosen from the One Hundred Poems from One Hundred 
/thirteenth century). This anthology contain Tanka ranging from the 

nth century to the early thirteenth century, namely the ages of Old and 
Middle Japanese. We do not know how people recited the poems in those 
However, this anthology is still loved by people, and we play cards on 

Xew Year’s Days, using and reciting these hundred poems.
Among the six poems chosen, one is the basic thirty-one mora type, and the 

others have irregular patterns in different lines. The irregularly longer lines 
are called ji amari, hypermeter, or excess of letters in literal translation; and 
irregularly shorter lines, ji tarazu, deficiency of letters. Note that the Japanese 
Kana letters represent moras. Four speakers read these poems tivice in natural

poets

early

tempo. The total forty-eight utterances were recorded on tape, and wide-band
spectrograms were made with a Kay-Sonagraph (6061B).
2.2 Measurements

Duration of all the segments was measured from the onset to the end of 
acoustic energy of each segment. There were no voiceless stops after pause, but 
some /1/ allophones occurred after the word boundary and it made the measure­
ments a little difficult, because the word boundary caused a very short delay 
of the onset of the following phone, as reported by Han (1962). It was not a
pause, but it made the closure duration of the following /t/ a little longer, 
probably because of the post-boundary lengthening. Devoiced high vowels were 
excluded from vowel measurements. Long vowels like [ii] or [juu] were im­
possible to divide, so they were also excluded from measurements of segment 
and mora duration. Voice onset time after the burst of voiceless stops was 
included

mora duration. Voice onset time after the burst of voiceless stops
—d in the following vowel duration. All the values were rounded to the 

nearest 5 milliseconds.
9 s ^^esults and discussions

2.3.1,i Segment duration 
Vowels

Table I shows 
duration the results for vowel duration in milliseconds. Average vowel 

necame shorter in this order:
(longest) /о, e, a, i, и/ (shortest)

Table I Average vowel duration in ms, all environments pooled

/i/ 
/е/ 
1^1 
1^1 
/и/ 

Mean

number of occurrences

42
16
62
33
24

ms

69
86
84
90
64
79
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This order was the same as in Homma (1973), and [+high] vowels had niucjj 
shorter duration than [-high] vowels, which seems to help devoice high vowels 
2.3.1.2 Consonants

Table II shows the results for consonant duration in milliseconds. The 
dental phoneme /t/ has three positional allophones: [tJ] before /i/, [ts] before 
/u/, and [t] elsewhere; [tj] and [ts] are affricates, and naturally they were 
longer than [t]: 119 ms, 84 ms, and 71ms, respectively. The alveolar /s/ has 
two allophones: [J] before /i/, and [s] elsewhere; [/] was 103 ms, and [s], 
75 ms. The /d/ and /z/ did not occur before /i/, so we had no affricate 
allophone [dj]. The /N/ is a mora nasal, the duration of which was the second 
longest. The /r/ is a flap, and of course it was the shortest. The consonants 
became shorter in the following order:

(longest) /s, N, t, h, k, z, b, m, n, j, d, g, w, r/ (shortest)

The results agreed, by and large, with previous experiments by Han (1962), and 
Sato and Hashimoto (1976).

Table 11 Average consonant duration in ms, all environments pooled

/t/
/k/ 
/b/ 
/d/ 
/g/

/«/ 
A/

no. of occ.
15
22

5
5
5
8
5

ms
78
57
55
45
41
93
57

/h/ 
/r/ 
/m/ 
/n/ 
/N/ 
/1/ 
/y-/ 

Mean

IIO. of occ.
10
22
12
30

5
5
5

ms
61
29
54
52
86
49
36
57

I

I

I 
i
i

2.3.2 Mora duration
2.3.2.1 Mora vowels

Table III shows the average duration of mora vowels. The position of mora | 
vowels had considerable effects on the duration, so we calculated the average 
in accordance with their positions: line initial, medial, and final. The average 
duration of mora vowels was a little longer than the average for vowel segment’’ 
but the difference was small: 89 ms and 79 ms respectively. On the contrary’

Table III Average mora vowel duration in ms

I

/i/ 
/e/ 
/a/ 
/«/ 
/u/ 

Mean

no. of occ.
3
0
4
1
1

line initial
52

72
62
47
58

no. of occ,
2
1
1
1
0

line medial
95
93
83
88

no. of occ.
0
0
0
3
0

line final

119

90 119 iL
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die P'
,ositional difference was great. Line initial mora vowels were half as long

aS 1 
lar

line
final vowels, a phenomenon we will discuss later in the section of irregu-

lines.
2.3.2.2 

As

Mora nasal /N/

ihe value

mentioned above, the average value for mora nasals was 86 ms, close to 
for mora vowels. Mora nasals never appear at initial position, and

conspicuous difference between medial and final positions.there was no
2 3 2.3 CV moras

The positional difference of CV moras was not as big as in the case of mora
•els’ initial, 121ms; medial, 129 ms; and final 173 ms. Line final CV moras 

were apparently longer, but vowels were prolonged more than consonants. Table 
IV shows the durational relationship between consonants and vowels within
the CV moras.

Table IV Average consonant and vowel duration within C\’ moras in ms, 
all environments pooled

/t/ 
/k/ 
/b/ 
/d/ 
/8/ 
/s/ 
/v 
/b/ 
/r/ 
/m/ 
/n/ 
/1/ 
/V!/
Mean

consonant

78
57
55
45
41
93
57
61
29
54
52
49
36
54

vowel

75
86
82

114
76
52
68
50
87
76
84
75
81
77

CV moras

153
143
137
159
117
145
125
111
116
130
136
124
117
131

i
I

Th(jjgg consonant and vowel segments taken separately had a greater range of 
moras as a whole. This implies that a large degree of

‘^bratio^ works at a CV mora level; the consonant and vowel
^he long ** inverse relation, as reported by Port et al. (1980). In other words, 
'kaipnu^^,, consonants, the shorter the vowels, and vice versa. The following 

Illustrates this: ®

h

77
78

II

49

ch

83 119 100

a n a o r u r a n
¡ 54 ; 38 ' ‘ 1I I

44 ' 28'
I I Ith,

''‘M /u/ after a flap was twice as long as /i/ after----- J.---------------------1, — , —w* an affricate [tj]. This 
'compensation between a consonant and a vowel clearly helps make

88 33 83
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Japanese a syllable-timed language. The above example also indicates that 
preceding consonant has much more influence on the vowel duration than 
following consonant, which was discussed in Homma (1981).
2.3.3 Line duration

thf 
tlig

2.3.3.1 Mora and pause
Table V shows the average duration of each line of the six poems, with tfig 

duration of mora average and pause. The -h signs after the mora average valu^ 
indicate irregularly longer lines, and the — sign, a shorter line.

Table V Average line and whole poem duration in milliseconds

line 1 2 J 4 5

poem

(A)
(B)
(C)
<D)
(E)
(F)

Mean

mora 
ave.

144
119 +
130
126
142
128
132

pause sum

156
79 

214 

211 
156
226 

174

878
794
863
842
865
865
851

mora 
ave.

123
120
119 +
122
112
120
119

pause sum

0 

0
0 
0
0 

0
0

859 

842 

949
85S
784 

845 
855

mora 
ave.

128
132
134 —
136 +
134
138
134

pause sum

S72 
428
239 
374 

479
443 

389

1012 
1088
774 

1190 

1147 

1133 
1057

mora 
ave.

134
122
136
130
117 +
129
128

pause sum

47
35
81
82
14
75
56

983
887

1035
992
952
975
971

mora 
ave.

125
128
120
118
130
107 +
121

, total 
pause sum I

874 4606
896 I 4507
839 I 4460
829 ¡ 4706

908 4656
854 i 4672
867 ' 4601

From Table V, the following points were observed.
1. The duration of each line including pause was fairly regular except for 

the third line, at the end of which the speakers took a breath. Although the 
number of moras of the lines was different, the average durational difference 
was small: around 150 milliseconds at most. Compared with the results obtained
by Lehiste in her English experiments (1973), this difference in Japanese seems
not to be above the just-noticeable differences.

The adjustment for equidistant lines was achieved in two ways: first by 
certain

2.
changing the duration of pause as claimed by Bekku; the speakers put a 
amount of pause after the 5-mora lines but no pause or very short pause after 
the 7-mora lines. Secondly, the speakers changed the duration of moras by means 
of the speech rate. They read the longer lines, especially irregularly longer lin^s. 
a little faster; thus the average duration of moras became shorter.
2.3.3.2 The rules for hypermeter of Tanka

Among the several rules for irregularly longer lines (hypermeter) of 
(Mori, 1979), the rule proposed by Motoori Norinaga in the eighteenth 
is the most essential. His rule was this: hypermeter occurs when mora (197^ 

investigated hypermeter in the Manyoshu, an anthology of Old Japanese
/a, i, u, o/, come in the line medial position, not initial nor final. Mon

2 2 2q2.-2______ J. ' ' ’ '■„2.._p_ 2_  2,_J more than 90% if
first, the third, and the fifth lines of Tanka (A group), but only about 25% 
the second and the fourth lines (B group). Two questions are raised here.

in the eighth century, and found Norinaga’s rule worked th« 
ii>

h«

i



uestion is why hypermeter appeared only in the medial position. The
is why there were two groups of lines, (A) and (B): the (A) group had

i®) group, few.
answer to the first question seems to be in the fact that production and

y ЦОЯ”"’’
62S

first
JCCOI

many 
The of duration have positional differences as pointed out by Lehiste^tion ot uuraiioii iiavc pu^iLiuiiai uiiicicucca a» puiiiwu. vuu x-viiiouv 

^073 1979)- In her production experiments (1973), Lehiste reported that the 
/prs produced the first foot shortest, and the last foot longest among thespeakers p;

the contrary, when all intervals had the samefour intervals. In perception, ------------- ,, ..... _------------------------
ation, the listeners tended to hear the first interval as longer than the others,

_ • ______1    A1— ... _ I. ... ..... „11 2.... 1..... 1/. X. A J > n 1 11 v'o

on

Я1
nd the last interval as the shortest, even though all intervals had equal dura-

tion (1979).
The present experiment showed that a mora vowel was much shorter than

a CV mora, average 89 ms and only 58 ms at initial position, while the CV mora
duration was 131 ms. The difference is surely above the threshold (Lehiste, 
1970). However, at the line initial position, we do not perceive the actual dif­
ference; therefore, we have no hypermeter for an initial mora vowel. But in the 
medial position, a mora vowel is too short to be compensated, so an extra mora 
has to be added. At the final position, a mora vowel becomes very long, which 
corresponds to the fact that there was no hypermeter for a mora vowel at the 
final position.

The answer to the second question is found in Bekku. After the (A) group
line! the first, the third, and the last­ fair amount of pause was inserted.
and the adjustment of line duration might be more easily achieved by reducing 
the duration of pause. On the other hand, the (B) group lines—the second and 
the fourth—scarcely had room for pause, so the adjustment caused by hyper- 
meter has become more difficult. In fact, Mori (1980) reported that the same 
combination of moras produced hypermeter in the last line, but not in the 
fourth line of several Tanka in the Manyds/zw.
2.3.4 Whole duration of poems

The last column of Table V indicates the average duration of the whole 
The difference among the six poems was surprisingly small. The big 

fences of the third lines were compensated in the whole duration.
3. Conclusion

and 
lines

The

'Vere

present paper concludes that although the duration of each segment 
'"ora had a greater range of difference and the number of moras of the 
'vas different, the average durational differences of lines and whole poems

adjustment was first achieved by the duration of pause and 
tiinin duration of moras. This implies, as Allen suggested in 1975,
So
Л.

jin duration of moras. This implies, as Allen suggested in 1975,
th '’'formation

regular duration. This is the underlying rhythm of Tanka.
a to Allen, when we hear a sequence of pulses between 0.1 second and3,0 *'“ng to Allen, when we hear a sequence of pulses between 0.1 second and 

tiof, we hear it as rhythmic. The duration of a CV mora and the dura- 
Of a Ur.» „r 'r_____L. r_ii ________ T.________ .1_______________  . ,____ • .® line of Tanka fall within this range. It seems that these tendencies

for Tanka might be precomputed in the speakers’ brains.
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of both speakers and hearers help us produce and hear the pleasing rhythm 
Tanka.
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the Contrast between [ae] and [a] in Modern Arabic

Muhammad H. Ibrahim 
University of Jordan

On

• (■

Most available accounts of Arabic vowels consider [sei and [a] as variants 
"allophones”) of the same vowel. It is usually stated that the back variant [a] 

occurs in the environment of emphatic and some other consonants including 
Jal and [r], whereas the front variant [se] occurs in other contexts (see, e.g., 
Abdo, 1969, 9ff.; Cowell, 1964, llff.; Harrell et al., 1963, 6-8; Inglefield et al..
1970, v). A more extreme position on this matter is taken by Erwin (1969, 5) 
who believes that “variations in the quality of the vowel from one word to 
another.. .are automatically determined by the environment.” Mitchell (1962, 
22-4), whose account is not based on classical phonemic theory, is the only writer 
1 know of who recognizes the need to maintain a distinction between these two 
vowels, stating explicitly that “the consonant context... is not an infallible 
guide to the quality” of these vowels (p. 23).

Although it is true that [se] and [a] appear to be phonologically deter­
mined variants in a large number of words, it is also true that there are many 
other words in various dialects of spoken Arabic in which the alternation be­
tween [se] and [a] is not automatic or phonologically determined. Here I argue 
that a phonological (“phonemic”) contrast between [se] and [a] needs to be 
established, at least in some varieties of spoken Arabic. This conclusion is based 
on the following evidence (unless otherwise indicated, all of my examples come 

■ rom Palestinian Arabic):
1. In Palestinian Arabic, there are many minimal and near-minimal pairs 

in which [se] and [a] contrast in the absence of emphatic sounds and [q] or
in the presence of [r]: 

[?sxx] brother
[nira;aeti] my mirror
[niaeras?u] they diluted

Alt,

[basrmi] I throw away 
[maermi] lying
[mayy] Mayy

(1969,

[?axx] ouch!
[mraati] my wife
[mara?u] they passed 
[barmi] my chatting 
[marma] goal 
[mayy] water

16) cites a number of similar pairs from Iraqi Arabic:
[xalli] let, leave 
[xaali]rmy maternal uncle 
[ ®xla] let him enter
rgaellae] he told him

[xalli] my vinegar 
[xaali] empty 
[daxla] wedding 
fgalla] he roasted

625
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In addition, there are numerous pairs in which [ae] and [a] contrast
vicinity of [r]:

Phonetics and Ph„ 
fonol,,'•Ry

the

[jaeaeri] running
[0aewri] revolutionary
[??aeaeri] naked
[zaehri] pink
[naeaeri] fire-like

[jaari] my neighbor 
[0awri] my bull 
[t?aari] my shame 
[zahri] my flowers 
[naari] my fire

Selim (1967, 137) cites similar pairs from Egyptian Arabic. Mitchell (p 23\ 
also cites from Egyptian Arabic the pairs [Paemar] ‘he ordered’ and [Pamarl 
‘moon;’ [Paendaeh] ‘I call’ and [lukanda] ‘hotel.’ Moreover, many varieties of
spoken Arabic have words with [a] or [aa] in contexts where [ae]- [$a]
would be expected according to the “allophonist” view as in the following words 
from Palestinian, Syrian, Lebanese, and Egyptian dialects:

[maama] mummy
[waawi] fox
[mayyae] water

[baaba] daddy
[baay] good-bye
[habhab] it barked (Egyptian)

2. There are strong indications that [ae] and [a] develop independently 
of their phonetic environments in the course of the acquisition of Arabic as 
a first language. Personal observation of the speech development of one of my 
children some three years ago revealed that [a] could be found in some words 
and baby forms long before any emphatic sounds had appeared. Similarly, 
before the development of emphatics [a] appeared in some words which later 
would have emphatics. There were also many child words and baby forms in 
which [a] occurred instead of the expected [as] as in [baay] ‘good-bye,’ [i?aww] 
‘doggie’ and [nam] ‘food.’ Furthermore, the vocabulary of my son Omar at 1:8 
included the following two minimal pairs:

[maeaemae] = [haemaeaemae] ‘bird’
[maet] = [saemaek] ‘fish’

[maama] ‘mummy’
[mat] = [mal ?aT] ‘peg’

3. be tooThe soeiolinguistic weight of the [ae] — [a] contrast seems to
is definite'/great to be relegated to allophonic variation. For one thing, [a] 

the norm in some phonetic contexts when reciting the Qur’an or reading class’-

cal texts. Under less formal conditions, [ae] appears in the same 
environments. In other words, the distinction between [a] and [ae] corresp

,ond’

to the distinction betw’een the ‘formal’ and ‘informal’ style of reading:

[xaalid] 
[yaalib] 
[yaa?ib] 
[maryaem]

[xaeaelid]
[yaeaelib] 
[yaeae ?ib]
[maeryaem]

‘immortal’ 
‘conqueror’ 
‘absent’ 
‘Mary’

On the other hand, the contrast between [a] and [ae] in a number o 
tinian and other dialects sometimes corresponds to a stigmatized-nonstig A
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Thus a form like [jaaja] instead of [jaeaejae] ‘hen,’ [haada] instead 
‘this,’ or [maalak] instead of [maeaelask] ‘what’s the matter with

you-''5' woi,uld most

of üieü-

certainly be avoided by educated speakers outside the security 
close friends. Mitchell (p. 24) also reports that the difference

between
’r honies or** and [ae] “tends to relate to difference.s between the speech of men

[a]

al
j.g5pectively.” Thus, the form [gaerraeaeh] ‘surgeon’ occurs typically 
speech whereas [garraah] is the corresponding form in men’s speech. 

°"*Fi'nally. there are two phonological rules which apply to [ae] but not 
^ ndicating that the two vowels behave independently and should, therefore, 

distinctive sounds. The first rule applies to the feminine ending

nd women
in women’s sj

be treated as 
r~i (but never [a]) m 

being the consonant preceding [ae] (cf. Cowell, 1964: 138):
some contexts and changes it to [e], the conditioning

factor
[kbiirse]-^ [kbiire] ‘big’ but [muniira]
[?ibrs]-* [?ibre] ‘needle’ but [numra]-**[numre] ‘number’ 
[rae?aebaE]->[rae?aebe] ‘neck’ but [Sooraba]—>*[5oorabe] ‘soup’

* [muniire] ‘Muniira’

The second rule also applies to [aeas] but never to [aa] and raises the vowel 
to [ee], a phenomenon known in Arabic as imaala and found in most Lebanese 
and some Syrian dialects (op. cit., 14-5):

[kæætib]—»[keetib] ‘writer’ but [?aaDi] *[?eeDi] ‘judge’
[saeaelim]—>[seelim] ‘safe* but [Saayim]—>*[Seeyini] ‘fasting* 
[ktaeaeb]->[kteeb] ‘book* but [?aarib]—>*[?eereb] ‘boat*

To conclude, I believe that all of the preceding evidence points unmis­
takably to a phonological distinction between [ae] and [a]. In addition, con- 
si erations for symmetry and adequacy seem to favor strongly the view adopted 
nere. Limitations on
terns which have been
25-6). It is
and to
®ecounting

space preclude any detailed discussion of the vowel sys-
proposed for various Arabic dialects (cf. Ibrahim, 1972; 

enough, therefore, to present in table form some of these systems 
ihem with the one proposed here to see that the latter, besides 

more adequately for the phonological data, is more symmetrical.

Blanc (1964 : 40)

u
Cowell (1964: 13) Erwin (1969: 78) Proposed here

^^eferi
Abd,

enees
Alt,

e 
a

e
i

(9) 
a

u
u

u
o

a
e
æ

u
o 
a

°- D. -A.

‘I' 'irabi' Proble.J. ’«Ole. r.arvxu...

1969. On Stress and
m

Arabic Phonology'. A Generative Approach, Beirut: KhayaCs.

Vhî;^iv<

■'ooic. c- , . —of Diglossia in Arabic: A Comparative Study of Classical and 
1964. Coin ^ass.: Harvard University Press.

' 1964 Dialects in Baghdad, Cambridge, Mass.: Harvard University Press
Press.' " - - -.............. - -Pejerentice Grammar of Syrian Arabic, Washington, D. C.: Georgetoiwn



628
1

Section 5: Phonetics and Phonolo,

Erwin, W. M. 1969.
versity Press.

A Basic Course in Iraqi Arabic. Washington, D. C.: Georgetown Vnj

Harrell, R. S. et al. '1963. lessons in Colloquial Egyptian Arabic. Washington, D, C.: George
town University Press.

Phonemicists and the vowels of spoken Arabic. Language SciencesIbrahim, M. H. 1972.
25-6.

2S;

1970. Tunisian Arabic Basic Course, vol. 1. Bloomington: Indian,Inglefield, P. L. et al.
University Linguistics Club.

Mitchell, T. F. 1962. Colloquial Arabic. London: Teach Yourself Books.
Some contrast.s between Classical Arabic and Egyptian Arabic, in jySelim, G. D. 1967.„. _. .... G,

Stuart, ed. Linguistic Studies in Memory of Richard Slade Harrell. Washington, D. c.:
Georgetown University Press,

I

1

I

I
1



[Vletrical Syllable Structure and Compensatory Lengthening

Suksan Kim 
Seoul National University

When a nonsyllabic segment is deleted, sometimes it causes compensatory 
lengthening of a preceding vowel, as in (1) and sometimes it does not as in 
(9) depending on its position in syllable structures, as illustrated from Greek.its position in syllable structures, as illustrated from Greek.

(1) a. b. o' c.
/л Л Гк Д \

é у s 'rí s V s Ч S V V b

(2) 
(Cretan) 'K h

Ii I I I
pansa

Hill 1 i i I tana 1 I II I 1 ! tas

e
a

P a s a
I 
P á

I I
s a

w s s w

t a s

Therefore, compensatory lengthening is said to result only when the deleted 
consonant is postvocalic as well as syllable final, as noted in the Empty Node 
Convention (3).

(3) Empty Node Convention (ENC) (Ingria pp. 471, 472 and 466)
Empty le-nodes which are part of a syllabic coda are to be associated with 
the terminal element dominated by the immediately preceding syllabic 
nucleus. [This] empty node is the rightmost node in a rhyme. All other 
empty nodes are to be pruned.

Thus we have pdsa with long d in (1) on the one hand but tas with short a in 
(2) on the other. Consequently, the corresponding Attic form tds with a length- 

front the same underlying tans cannot be derived by ENC (3)—hence 
th explained away as ‘lexicalized’ by analogy with a dissyllabic form,
j second syllable of which begins with a vowel, since ENC (3) operates both 

as intersyllabically.
481) H Node Convention so defined is said to be universal (pp. 476, 

. O'^ever, there are numerous counterevidential forms in English through-Ощ . rtic jiuliicluus tuuiiLcicviueiii.iai lorn
^’’glish shown in (4) that contradict ENC (3)
лГ .. rniS are all rpcrnlnrlv ИапЧ’Аг! not lA-vi/'n1i7#irl frn

in as much as these
— are all regularly derived, not lexicalized, from the input strut tin e4ie for.m

(4)
’ • ^Vith palatal g-deletion: (a) iinrgden

‘thane’, 
^Vith /¡-deletion:

uia’fleii ‘maiden’; (b) pcgii

(a) seon (<seohan) ‘to see': (b) pwcales (<j;we:ihles, 
of pweahl ‘washing’); {c) fiiriim (<furhum, dat. pl. of ftirh 

^nov/’P weales (<wealhes, gen. sg. of wealh ‘foreigner’); (d) cnihl
3 knight) post ME nii.

^Vith ’■-deletion: fudn (<twirn) ‘linen’ (but see rrrn (<racrn) ‘house ).

r>29
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4. With nasal deletion: fif (<fimf) ‘five’, diwt (<dunst) ‘dust’.

Hence for the Empty Node Convention to be equally applicable to English 
has to be revised as (5) to account for the forms in (4), which represent all’ 
compensatorily lengthened types in English.

(3) 
the

( 5 ) Revised Empty Node Convention (first version)
An empty lu-node immediately dominated by an s-node is to be associate^ 
with its sister s-segment for compensatory lengthening. All other eirint 
nodes are to be pruned.

The Empty Node Convention so revised no longer requires that the post- 
vocalic segment that causes compensatory lengthening upon its deletion be 
always syllable final as previously maintained in (3). Instead it now requires 
that the postvocalic [—syllabic] segment be a sister constituent to the vowel to 
its left, with both nodes immediately dominated by an s-node. Thus according 
to revised ENC (5), compensatory lengthening occasions only w'hen a w-segment, 
here show’n circled in (6) and (7b), ‘commands’ the [ +syllabic] s-segment as its 
sister constituent.

(6) (V (8)

If

Y yV
C V c o o

a

■ hY Í T I* ■* Y Y T Y
c V c.c^ 

o • i j
C V c.co 'i j

a b c d

'U 
wssw-*wsww-»wsww-*wsy* 
Illi Illi Illi I Y I 
tane tans ta s tastans

Since the squared s-segment in the coda in (7a) cannot command the s-segnient 
■ to theto its left, it has to move from its original position to be sister-adjoined 

[-hsyllabic] s-segment, resulting in (7b), to which revised ENC (5) can now he 
applicable.

vowetBy revised ENC (5) then, even the Attic form ias with lengthened 
previously explained away as ‘lexicalized’, can now be correctly derived ho®

underlying tans via the intermediate restructured stage (8b), as 
above.

shown m (8)

Compensatory lengthening is an innovation, that is, the addition of 
to a grammar, which sometimes repeats itself several times as in English- 
what follows, we will examine how revised ENC (5) is able to account for 
English forms in (4).

The firQt fnrme f/i mn cirl/a»* /4 icewfl 1 z' i»-» t A. 1 o \ orazl TYlCinOSV^

rule 
in 

the

The first forms to consider are dissyllabic forms in (4.1a) and monosy'® 
--- ns in (4.1b), (4.2d), (4.4), which can be correctly derived by (5)—the 
forms like (I) and the monosyllabic forms ending in more than one nonsy'®
forms i

segment like (8).
The next forms to consider are those of (4.2a, b, c). There are three 

flicting interpretations for these forms, as summarized in (9). J
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(9)
With lengthened vowels, only when the h is adjacent to the preced- 

•oe vowel, hence: seohan seon (4.2a), },wea/iles -> pweales (4.2b): (b) 
With unlengthened vowels, when the h is not adjacent, hence: furhum

1. (a)

furum (4.2c).jUTU"i>
Q All with lengthened vowels, whether the h is adjacent or not, hence:

seen, furum.
3 All with unlengthened vowels by rule (10), whether the h is adjacent 

or not, hence: seon and /urum.
ll-*0/[ + SO"l — [+SO"]

In this third interpretation (9.3) then, the intersonorant consonant h must 
be interpreted to be a segment in the onset of the second syllable, which would 
then be simply pruned without compensatory lengthening by revised ENC (5).

A fourth interpretation to be proposed in this paper is to allow both

(10)

lengthened and unlengthened forms, the choice being determined by whether 
the metathesis rule (11) is applied or not; hence, furhum -> furum with appli­
cation of (11) but furum without.

(11) Metathesis rule

V

1 2

h 1 3 2 4

3 4

The evidence for fluctuating short and long variants for (4.2c) is usually inferred 
from Old English meter. Thus in Beowulf (see Klaeber, pp. 328, 372), the 
oblique case forms of feorh ‘life’ (feores, feore, feoritm) are scanned 8 times with 
lengthened stem vowels and only 3 times with unlengthened short stem vowels. 
‘ ^°*^ern English place names like Wales and Hale from Anglian Walk and Haiti 
respectively attest to such unlengthened short forms. On the other hand, the 

with of mearh ‘horse’ (mearas, meara, mearum) are all scanned
_ , 5’'6*^h^ried stem vowels. The only way to account for these coexisting long
and short. ■’ forms is by revised ENC (5)—the lengthened forms in conjunc-

-p^ith optional metathesis rule (II), as described below.

loi'ward forms in (4.2a-b) with an adjacent h can be derived straight-
^^cent ®hown in (12). Klaeber scans seon as seon with a circumflex

reo ^y meter. This I interpret to reflect the dissyllabic
ibg Uffi^ fl2eV with tllA irtiie r,n l/^nn. firct- nUfl tlip* tlliicic nv.— (12e), with the ictus on the Ion? first syllable and the thesis on 

syllable.
(12)

** w 8 wI T " w 'III I I® e o h a n

8 V 8 y
I I I I I I
s e o h a n

c.
%

s. d. £ e. X. f. z i
£• I

«;

a w V 8 v V 8 'll
I I I ! I I f 20
seo a n 8 eo

6 w 
I I 
a n s eo n

w 8 W W
8 eo n
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The co-occurring lengthened forms with a nonadjacent h in (4.2c), on the ot)
hand, are to be derived via (11). The purpose of the metathesis rule (11) p ’
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;r
lldliu, t--- r---------- -----  xuiv JJ

bring the nonadjacent h into a tautosyllabic position with the preceding vox.'*
«-Vfs«- t*iilA /K\ z'/'kiilrl onnlv tr» it rr»r cn tr»w liSTirrtliAninfT <» c cKyx,..». • *so that rule (5) could apply to it for compensatory lengthening, as shown

below.
m (13)

(13) a. Z b. z c. z
«■a '«w fa 'ÍL

d. z
Os “w “a 0« %

t'i
I I I I I I I I I I I I I I I I I '
m B r h e a m s a r h e s

.'III
o B a h r e s m B a

e.

s w
res in aea I I I

res
The co-existing forms with unlengthened short stem vowels, especially in place 
names, on the other hand, can be derived without the optional metathesis rule 
(11), with the h of the onset of a weak syllable simply pruned by (5), as previ­
ously explained in connection with (9.3).

The last remaining forms in (4) to be examined are twin (< twirn) and 
rten (< raern), which are derived like (8) for the former but like (2) for the latter. 
It is interesting to note that even though both forms have the identical rhyme 
structure ending in the underlying postvocalic rn cluster, they surface different­
ly, one with compensatory lengthening of the preceding vowel and the other 
without. The difference between them cannot be captured at the segmental 
level nor even at the metrical level unless ENC (3) has been revised as (5). A 
similar derivation with application of a metathesis rule can be illustrated from 
Greek (see Ingria pp. 482-83).

We have thus seen from above that all types of compensatory lengthening 
in English throughout its history can be accounted for by revised ENC (5).

Now, let us examine two types of monophthongization—one with com-
pensatory lengthening as in taym ‘time’ tarn, bowt ‘boat’ -> bot in some

as in OE /nil/’American dialects and the other without in contradiction to (5)
liwalp —> ME hielp —»■ halp ‘he helped,’ OE with —>wioht —> u’ilil ‘person 

(by Palatal Umlaut), even though both types have the identical underlying 
structure of the form (7b) as the underscored forms show. The difference be 

in thetxreen them seems to lie in the fact that the postvocalic glide segments
not-second type are epenthetically derived, whereas those in the first type are 

also be pruned if syllables lack morphological or syntacticEmpty w-nodes can
stress, as in OE utan -> uta ‘from outside’, OE ic i.

Now if monophthongization and [—stress] forms are to be accounted 
as ENC phenomena, (5) should then appear as (14), with two added constrain^ 
one of which is global.

(14) Empty Node Convention (final version)
A [—Derived] empty w-node in the stressed syllable domain (^s) iinme' 
ately dominated by an 5-node is to be associated with its sister s-segio^ 
for compensatory lengthening. All other empty u’-nodes are to be pru»^

;nt I J;di-
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bv the global constraint, the empty w-nodes in the first type are to be
with their 5-sister segments for compensatory lengthening because
Derived], whereas those in the second type are to be simply pruned

r' r¿-Derived]. Similarly the empty w-nodes in [-stress] en-
hicause tney „„ -----u,« j------------

s.

because
yironinents are pruned as they do not occur “in the stressed syllable domain”.
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An Explanation of the Japanese Accentuation 

by the Dual-toneme Scheme

Humio KUSAKABE
Tokyo

1
Usually, Japanese Accentuation is described as the opposite (higher 

lower) pitch level on every word-forming mora.
Miyata (1927) described it simply by indicating a descending point 

or

on a
word-form. In 1959, I have proposed that we should base our accentuation on 
the ultimate pattern, namely so-called level pitch type (heibansiki) at first. And 
in 1964, I have advanced my idea to the syllable from the mora as a seat of 
accent, in other words accentual nucleus of the word. There I have introduced 
some accentuation rules as follows.

a. Accentuation Rules for the Tokyo Dialect
1) The nucleus gives descending tone to the long (two-morae) syllable, 

and higher tone to the short (one-mora) syllable.
2) The preceding syllables have high level tone, excepting the beginning 

syllables, which has lower tone.
3) The succeeding syllables have low level tone.

b. Accentuation Rules for the Kyoto Dialect
0) The higher or lower nucleus is put on a syllable in the word-form.
1) The higher nucleus gives descending (or high level) tone to the long 

syllable, and high level tone to the preceding syllables.
2) The lower nucleus gives ascending (or low’ level) tone to the long

syllable, and low level tone to the preceding syllables.
3) On the short syllable, the latter half of the descending or ascendi>’6

tone slurs to the next syllable.
succeeded I’V3') If the short syllable was in the middle position and ------ .

another short syllable, its tone should not slur; therefore nucleus g*'
only high level tone to that short syllable.

And, this paper is an attempt to advance my view further to the woi'd-t® 
from the syllable about the accentual placement.

2
langU’ÇIt is said that accentuation of the general Okinawan—a cognate 

of Japanese—is so simple as it has only two types of the word accent—descC*’ 
ing and ascending (or level)—regardless of the length of the word. J634
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expectations, we find various types of word accent in theContrary to
dialects of Okinawan, for instance as in the hamlet Kizoka.northern

Table 1 Accentuation of the Disyllabic Words in the Kizoka dialect (1)

High level tone:
• • Ihadzi <wind>
• O Ihudyû <winter> 

Descending tone:

Ikûlri
O O Ikîlbâ

<ice>
<fang>

Low
“luJmi <sea> O O “ImatJci <pine>

level or ascending tone:
O*
OO

Jmilzi <water>
Jnalcl < summer >

®O Jnunigi <rainbow>
D • JûJnu

0 3 Jkudtû <harp>
Ascending and descending (circumflex) tone:

O» JyaJma <mountain> 
OC JmaJyû <cat>

■3 O ^uiJbi
'isâJrû

<finger>
< monkey >

• O

O •

3 c

O lower level mora.•1 • higher level mora.
• 2 O and d) have long quantity.
• 3 C and 3 means each descending and ascending tone on a mora.
• 4 "1 and J means each high and low level tone.
• 5 J and 'I means each descending and ascending tone.
• 6 -1“ the very short syllable is high and the succeeding syllable becomes lower.
• 7 T- the very short syllable is low and the succeeding syllable becomes higher.

That is as complicated as the accentuation patterns of the classic Japanese 
in the Heian period (Old Kyoto dialect).

Table 2 Accentuation of Disyllabic Words in the Classic Japanese 
according to Kindaiti H. and Komatu H.

High level tone:
1 • • "Ikalze

• C ImiJdu
Descending

2 OO
tone:

- nfuJyu 
level (or

<wind>
< water >

<winter>
ascending) tone:

3 OO JyaJma
■^’eending (anti descending)

4 O*

7(0 vikiJba <fang>

< mountain > 8 >• 'felbi < serpent >

OC
-lu~lmi
-Sajru

tone :
<sea>
< monkey >

9 »O 'faJgi

VVç
therefore, describe both the classic Japanese and the northern 

^’^Pectej j^^j^^^Dtuation according to the above-mentioned rules; at that time 
rns of mizi ‘water’, unit ‘ax’, and nungt ‘rainbow’ are Jmidzi,

Oki therefore, describe both the classic Japanese and the norther
3
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JiHnu, and Jnundg/. However they realize their forms as JmiHzi, Jû Jnu,

I
Jnunigî in the Kizoka dialect.

and

I
1

I provide the correlative oppositions between mizi and yama, between únu j 
and Mtfct, and between nungi and sdrii as the key-note through those examples 1 
Then we can evaluate them as in the table 3(a). And nací ‘summer’, ¡t ¡j j 
probably equivalent to nungi ‘rainbow’.

Table 3(a) Accentuation ot Disyllabic Words in the Kizoka Dialect (2)

High nucleus Low nucleus

I 
1
1

on final on initial on final on initial
pyrrhic

trochaic

iambic

spondaic

- - Hhalzi
<wind> 

-- ikfilri
<ice>

- - Ihulyu
< winter >

- Ikîlbâ
<fang>

“ "luJmi
<sea>

- - HmatJei
<pine>

“ Jmnzi 
< water >

— “ JûJnu
<ax> 
kultú
<harp> 

- - Jnunlgi
< rainbow >

“ “ JyaJma
< mountain >

— - nnUbi
<finger>

- - JmaJyâ
<cat>

— - "IsâJrû
< monkey >

•0 There is another pattern: Jnalci <summer>.

I •1 ' and ' means each higher and lower nucleus.
•2 - and - designates each long and short syllable.

1 And then we shall arrange the classic Japanese accentuation as follows.

I

I
Table 3(b) Accentuation of Disyllabic Words in the Classic Japanese (2)

High nucleus Low nucleus

on final on initial on final on initial
pyrrhic

trochaic

iambic

- "Ikalze 
<wind>

- - “Isalgi
<heron>

— - "ImiJdu
<water>

“ - IfuJyu
<winter> 

- - JkiJba
<fang>

- - Jya'lma
< mountain >

- nfelbi
<serpent>

-• JuJmi
<sea>

- - "IfaJgi
<leg>

- - JsaJru
< monkey >

spondaic - (JniJzi)
< rainbow >

4
Removing from the syllable quantity, turning our eyes simply on the loca 

tion and the quality of the nucleus in various patterns, here comes to fou’^ 
patterns of accentuation, based on the dual tonemic scheme, which consist* 
of the dichotomous nuclei, namely high and low tonemes.
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Four Basic Patterns of Accentuation

High level tone:
High nucleus (or accent) on the final syllable

Descending tone:
High nucleus on the initial syllable

Lotv level tone:
Low nucleus (or accent) on the final syllable

Ascending (or circumflex) tone:
Low nucleus on the initial syllable

• Each nucleus can occupy the medial syllable supplementally in the poly­
syllabic word.

A given dialect adopts some of those patterns. And, even on the mono­
syllabic words, the four basic patterns are found in a proper dialect.

For instance, the Ada dialect of the northern Okinawan and the Classic 
Japanese (old Kyoto dialect), they have four patterns of the accentuation of 
monosyllabic words.

Table 4 Accentuation of Monosyllabic Words

(a) ill the Ada Dialect (a Northern Okinawan)
Imi < flesh >

-'O
Jwa <pig> 

C
Jni <root>

-'(!)(▼)
^bo < stick >

3 (V)
(b) in the Classic Japanese

"Imi < flesh >
—'O

-Jfa <leaf> 
C

Jne <root>
-'® O)T

^fa < tooth > 
»('7)

▼ or V designates each high or low suffixing particle.

Thus, the two tonemes and four patterns scheme dominates all situations 
° Japanese accentuation.

We know already the latinism—mora-counting syllabic accentuation—of
e modem Japanese (or contemporary Tokyo dialect). In addition, the chinoi- 

»erie—cnntmir ______ _ 7___ ___ .7 ^7. T_____ _•ontour pitch-accent, iis/ieng or shengdiào—runs through the Japanese
areas. And, there would be found the connection 

^^n the register nnrl thi» T-riTHtTMlT- T-litT-lT-n/'T-Tanl' ITH ttlA 7tl7nl iTlTlATTlir sdlPme.
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The Contra-restructuring Constraint

Byung-Gun Lee 
Seoul National University

“Abstractness, Opacity and Global Rules (1973),” Kiparsky pro-

poses
In his paper 

the following condition:
(1) Non-automatic neutralization processes apply only to derived forms.

But Kenstowicz and Kisseberth cite in Topics in Phonological Theory (1977)
two cases where non-automatic neutralization rules should apply in non-derived
environments as well. Yawelmani provides such a case. Consider the following 
derivations:

(2) /?a:ml-|-hin/ ‘helps’ /?a:ml4-al/ ‘might help’
?a :mil-|-hin

?aml + al

¡-Epenthesis: 0—*i/C  CC
Shortening: V—>[-long]/_ C

The non-automatic neutralization rule of Shortening should apply to the non­
derived string a : ml of ?a : ml -+■ al. This clearly constitutes a counter-example 
to condition (1).

On the basis of both the cases which led Kiparsky to motivate condition 
(1) and a variety of other cases which evidently go counter to it, the following
contrarestructuring constraint (CRC) is suggested:

(3) Phonological rules should not restructure a morpheme.
The Finnish data adduced by Kiparsky in support of condition (1) as well as 
tie Yawelmani case should be reconsidered in terms of CRC. To the morpheme- 
•nternal ti in veti derived from /vete/ ‘Nom. water’ the non-automatic neutrali-
Nation t

should

’"ofe (t —> s /_ i) applies without violating CRC. It does not restruc-
vete to vesi, since wesi has its allomorph vete in vete-na ‘Ess. water’. But it 

oot apply to the morpheme-internal ti in /koti/ ‘house.’ It would changeA V 7 fciiv 1 Alwl ^11 L V1 IXdA Lt 111 I I llkzLlOv« XL WvJLllLl L.lldllgV

b is of ti in koti to si, thus causing its restructuring to kosi. Hence,
Short from applying to koti, constrained by CRC. However, in (2) 
does ^°O''erts the

blocked from
—- morpheme-internal non-derived a : ml to ami, since it 

— «cn as CRC. It yields an allomorph 7aml, side by side with ?a : mil
*■^^565 r 1^ of f-Epenthesis. CRC performs other roles. As an example, it 

to be sequenced naturally in some cases.

arisen

639
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A Critical Appraisal of the IPA Cardinal Back Vowels 
by the X-ray Microheam System

Hyun Bok Lee
)

Seoul National Vniversity

0. It is hardly necessary to recall that the Cardinal Vowel System, originally 
devised by Daniel Jones and later adopted by the International Phonetic As­
sociation, is an extremely useful tool for phoneticians to work with in describing 
vocalic sounds. In its history of over sixty years the Cardinal vowel system has
enjoyed a surprisingly wide currency in phonetic studies throughout the world. 
Ladefoged states that Jones’s vowel quadrilateral is the best device ever con­
ceived for representing vowel sounds. And he refers to the accuracy of the CV 
(Cardinal Vowel) system by saying that the chief merits of the CV scheme lies 
in the fact that there is a high degree of agreement among the phoneticians 
trained in the cardinal scheme as to the quality of vowel sounds indicated in
the quadrilateral so that a vowel described either verbally or by means of the
diagram by a phonetician can be recalled by another with great accuracy (Lade­
foged 1956). However, the usefulness of a certain scheme in its actual appli­
cation is one thing and the validity of the definition on which such a scheme 
is based and operates is quite another.

1. Are the Cardinal Back Vowels the Backest Possible Vowels?
The question is this: Are the cardinal back vowels the backest possible vowels?

That Jones takes the CV to be the most extreme vowel sounds is apparent in Ins 
statements about the CV; “The vowels of well-defined quality are chiefly those m 
which the tongue is remote from such intermediate position, that is to say, 
are those in which the tongue is markedly raised in the front or at the back or 
quite low down in the mouth. It is from among those vowels which are as ic 
mote as possible from ‘neutral’ position that it has been found convenient 
select the eight ‘Cardinal Vowels’ (Jones 1955).’’ An even more conclusive 
ment to the same effect is this: “CV No. 5 combines the greatest degree 
‘openness’ with the greatest degree of ‘backness’. The tongue is incapable 
being lower, and if it were retracted further, a frictional noise would be 
duced by the air issuing through the narrow space between the back o 
tongue and the back part of the roof of the mouth and it would be a conson 
(Jones 1958). It is quite clear from the statements quoted so far that the caid* 
vowels, whether front or back, are defined as the most extreme vowels in 
phonetic quality. That is, it amounts to saying that any vowel sound of 
language can be indicated on or inside the quadrilateral and not outside. Th i 
r— , . ,1------- . . unthinka Jfore a vowel situated outside the vowel quadrilateral is not oi

J

11»; и

fl

I
I 640
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but
there
may be

rd in the light of the definition of the cardinal vowels. And naturally,
• no device given in the IPA Principles for dealing with such vowels as
regarded further retracted than the cardinals.

view on this problem is that there are some vowels further retracted 
the cardinal back vowels and consequently cannot be indicated on the 

iLadMlateral. When I say that some vowels are further retracted than the CBV 
jjack Vowels), I mean that they are so both in phonetic quality and 

i.e., tongue positions. Korean, for one, is a language in which such 
vowels of retracted quality are found to occur. For example, the vowels 

• words like /kkok/ "without fail’’ and /mwA/ “what !’’ are pronounced by 
some Koreans as further retracted than the corresponding CVs, [o] and [a].

2. Spectrographical Analysis
In an attempt to prove that what I call RCBV (Retracted Cardinal Back 

Vowels) are in fact further retracted than CBV I have carried out a spectro­
graphical analysis of CBV and RCBV. The main objective of the experiment 
was to compare the first two formant frequencies of the vowels on the spectro­
grams to see differences, if any, between the two groups of vowels. The actual 
material used for the analysis consists of three sets of vowels; a) the 8 primary 
cardinal vowels taken from Jones’s record; b) the CBV [a, □, o,u ] pronounced 
by the writer in imitation of Jones’s CBVs; c) the four RCBV also pronounced
by the writer. The results of this experiment (which was published in Le Maître 
Phonétique No. 130, 1968, IPA, London) may be summarized as follows; 1) the 
4 primary CBVs as pronounced by the writer are practically identical to Jones’s 
CBVs in terms of formant frequencies; 2) the writer’s RCBVs are characterized 
hy much lower formant frequencies than the corresponding CBVs as shown by 

e following acoustic chart where the points on the continuous line represent 
noted * on the dotted line the writer’s RCBVs. It is
the%f^^*^ dotted line is well outside the continuous line, suggesting that 
" backer than the corresponding CBVs. It is also noted that the

s are not only further back but also higher in relation to the CBVs with

4

the

RCBVi
the ^ception of [u-], which is on the same level as [u].

‘rt fact experiment seem to justify my point that RCBVs
ar er in acoustic terms than the CBVs.

are

3. Articulator

the
In an

y Analysis by X-ray microbeam system
’lature^'^'^f supplementary and more direct evidence concerning
Usin in relation to CBVs the writer has conducted an experi-

^rs. <
-ray microbeam system. In this experiment conducted at the

three

of T * ****VAV MLuill oyOLvXlJ» XIA LAlld v. VX AAXXdl L X.,OXXkX IX V LCVX <X X XXXX>

^arvash' and Phoniatries. University of Tokyo with the help of

the Small
hi'ack

torn
of

‘gue
the

-tna, Kiritani, Hirose and Ito, and with the writer as the subject, 
tnetal pellets were attached to the surface of the tongue; pellet 1 on 
Pp. pellet 2 behind the centre of the tongue and pellet 3 near the 
rongue. In addition, three more pellets were attached as reference
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points; pellet 4__1_- 1 on the lower incisors, pellet 5 on the lower lip and pellet 6 
the nose (see Fig. 2). While the subject pronounced each of the 4 CBVs follov,.'^'^ 
by the corresponding RCBV by retracting the tongue further back, the pelle 
displacements were traced by the x-ray microbeam. An over-all analysis 
comparison of the pellet displacements for CVBs and RCBVs reveals that and 

the 
and

tongue positions (configurations) for RCBV are backer (further retracted) 
lower than for the corresponding RCBVs as shown in fig. 3a-3d. This may 
taken as a definite indication that there are some back vowels pronounced 
further back than the CBVs which can not be incorporated in the IPA Cardinal 
Vowel System as currently defined and practiced.
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Fig. 2Fig. 1 Acoustic chart of Jones’s cardinal points 
and Lee's retracted back vowels
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results of both the acoustic and articulatory experiments seem to prove
that there are some vowels further retracted than CBVs. And it is

4.

p.

Conclusions and Suggestions

’”\ain*”that a minor revisions is called for in the Cardinal Vowel System,

specially
serve as a

with regard to the back vowel area, if CV system is to continue to 
I universal yardstick for vocalic sounds as it is intended to be.
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Phonetics and phonology: The Example of Intonation*

Philippe Martin 
University of Toronto

I
I

Since intonation has not yet received a definite status in linguistics 
phonetic and phonological studies in this field are not very much related to each

1.

other. Phonetic research on intonation is very often devoted to a purely em-
pirical description of acoustic features such as fundamental frequency, intensity, 
syllable duration, rhythm, and the like. Significant results obtained are not linked 
to a definite linguistic description, but rather to other fields related to speech 
science, such as physiology or perception. On the other hand, current phono­
logical approaches (e.g. Selkirk, 1980) deal generally with very abstract phono­
logical features (high, mid, low tones for example) on prosodic domain (syllable, 
foot, phonological phrase and so on), whose phonetic correlates are not obvious, 
and experience sometimes difficulty to link its results to other linguistic,facts 
such as syntax.

2. The description of the intonation-syntax relationship is a particular 
example in the field of prosody. It is commonly felt that intonation is in a 
certain way linked to the syntactic structure, but few studies have actually shown 
how sentence melody may cue syntax. Indeed, the large number of intonation 
patterns that can be observed makes this correlation difficult to establish. Dis­
couraged phonologists have often left the field to phoneticians, who either come 
with claims which are difficult to integrate in any coherent linguistic frame­
work, or simply deny that any relation between intonation and syntax can 
exist.

From a methodological point of view, it is well known that experimental 
data can only be effectively described and understood when approached through 
a particular theory. Otherwise, the description of empirical data leads to dis 
organized information, which can often be difficult to interpret. A trivial an 
of course, purely illustrative example of this would be the phonetic descript’O”

3.

of the relation between intonation and sentence modality in French.
The following three sentences

(1) Est-ce que Pierre est venu?
(2) Pierre est-il venu?
(3) Pierre est venu? (with rising intonation on

are interrogative counterparts of the declarative sentence
(4) Pierre est venu.

or

the final syllable)

(1) and (2) is indicated by niorpholog’^Since the interrogative modality in ( 
syntactic markers, rising intonation is redundant and need not necessai

be present in these sentences, whereas in (3) it constitutes the only indie*’^’
riiy â

1644
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possible correlation between into-interrogative modality. Looking at
and modality, a naive phonetic description would group all realizations 
and (3), and by averaging the falling and rising contours actually ob- 

■ I a flat or slightly rising intonation to signal questions, not

a:naiiui- -(1), (2) and {3,), and 
served, would obtain

'tiflForprit {
sign:

a

■fically different from the average contour obtained for declarative sentences. 
- conclusion could of course be avoided if the description started fromciich a conclusivo ------------ --------- - ------------------ ---------- ----------------

’ linguistic analysis of the interrogative markers in the sentence.
4 Surprisingly enough, this situation prevails for the studies on the into- 

relationship, to the point that some researchers concluded thatnation-syntax 
there is no clear evidence for phrase-level planning of , r
implementation (see Liberman and Pierrehumbert, 1982) By contrast 
syntactic model such as the one I proposed earlier (Martin 1975 logn „dkally difeen,. T,ki„s , phono,ogiea, X“
„«,0 charactensncs, «senually tu„dan,e„«l frequency „ovSren.s Kd'^™

Stressed vowels, into a language-specific mechanism indicating the prosodic
structure of the sentence. It can be summarized as follows.

Utterances have a syntactic structure (SS) and a prosodic structure (PS). 
These structures are independent and associated to each other in the sentence. 
As the SS, the prosodic structure is a hierarchical organization in the sentence. 
It is composed of minimal prosodic units (or prosodic words) where each pro­
sodic word contains exactly one syllable prominence or stress (not an emphatic 
stress). This stress carries on its corresponding vowel a melodic movement or
melodic contour, which 
features.

can be described by language-specific phonological

In French, an appropriate set of features is:
[■^Extreme]: the contour attains an extreme low (declarative case) or an 

extreme high (interrogative case) frequency level as compared to the
other contours;

-Rising]: when the fundamental frequency (presumably the perceived fre-

f+A quency contour) is rising (or falling);
~ tuple]: when the melodic variation is large (restrained)

5.
variation of similarly rising or falling contours.

as compared to the

The melodice melodic contours located on stressed vowels are used to indicate 
dependency relations— pcuuency relations existing between the prosodic words, etermine the PS. In French, a melodic contour indicates simply o w 

Prosodic word located at its right it is to be linked in the structure. The mech

saiiig third

a contrast in slope (rising vs. falling), while the amplitude of the 
ariation is used to differentiate between 2 words which depend on a 
piosodic word, but at different levels in the structure. Thus if A, 

'e three prosodic words, organized in the following PS

-A

1

I 
в

I
I c
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the corresponding melodic contours will be 

/ / \ or

r+Ris 1 r + Ris 1 
[ + AinpJ L — Amp J

C 
[-Rb] I—Ris 1 F —Ris 1 

I+Amp J I—Amp J

C 
[+Ris]

A B A B

depending if C is falling or rising.
The rules of association between PS and SS are fairly complex (see6. XIIL iuixj vrx X txxxxx HIV XHXXXJ VMXIjpxcX ^see more

details in Martin, 1981). Since PS and SS are a priori independent, and fiayg 
different geometrical constraints, the isomorphism between the two appeajj 
more frequently in specific speech acts such as reading. In the case of isonior 
phism, the simple examples given below would have the following sequences 
of melodic contours (stressed vowels are underlined):

(5) Les mahns, le matin, travaillent.

— Ext 
+ Ris rL-RisJ + Ext 

— Ris
(6) Le président du syndicat a démissionné.

r — Extl
L + RisJ 

r + Extl 
L-KisJ

(7) Arthur est champion de tennzi.

r-Ext
+ Ris 
+ Amp

' — Ext 
+ Ris 
— Amp 

r + Exil 
L-Rid

7. Looking at the phonetic realizations of these contours for read sen­
tences, it can be shown (Martin, 1982) that final contours always attain a lower 
intensity and frequency levels than the other contours (in the declarative case)- 

- ________  ________ , ____________ ____ ____ iplitude of melodic varia
tions and, to a lesser degree, contour duration, play a significant role, ^’^****^^^ 
¿nflhpr nbAnptir iA-of-liVzac Cii/'li oe ira izav-i ci ivi f 11 zan z'xr nnDPaV tO

As for the non-final contours, only direction and ami

(Other phonetic features such as intensity or frequency level appear
irrelevant.

Such a phonetic description of French intonation could only be :d

thanks to a preliminary phonological analysis of the problem (which- x-v.» K VAXJLXAXXACXl. J tUU\J i illlCl 1 J □ 10 VI. LLIV ^»»A***.-*“

sketched here). By contrast, many empirical studies found in the literature^p^^^
vide overall phonetic informations which
in any phonological description of intonation.

are generally very difficult to

mixedObviously, if sentences of the syntactic types (5), (6), (7) were 
their intonative realizations analyzed to form a set of prosodic data, the

id

invariance that could emerge is the final falling contour, together with the
known linA 'ThlQ 511O-O-#icfc __ _ -.C

ill

known declination line. This suggests that, as in the case of the acoustic ana

we** J

1
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for example, the phonological analysis should precede the phonetic 
of intonation. Otherwise, there is little hope that phonetic studies

can bring ony convincing information on the intonation-syntax relationsliip.

jicferences
I iberinan. 
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M y and Pierrehumbert, J. (1982) Intonational invariance under changes in pitih 
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p. 197. 
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Phonetic realizations of Prosodic Contours in Frcntli, Speech Communication,
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On Prosodic Structure and its Relation to Syntactic Structure, Indiana
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Stress and Quantity in Middle English Loanwords 
from Old French and Norman French

I Tomonori Matsushita 
University of Gifu

1 
i

i Vowel quantity and stress have been closely related throughout the history 
of English. In Middle English (ME), short stressed vowels in open syllables 
were lengthened in native words but not necessarily in words borrowed front
Old French (OF) and Norman French (NF).

OF/NF vowels in stressed syllables wære borrowed into ME as long vowels 
' as long as they kept the original stress: cape, plate(s), máten, cave; degré 

“degree”, céle “whale”, chère “cheer”; deliten “delight”, quíten “requite”, 
arîve(d) “arrive”; note, robe, trône; date “doubt”, rute “route”, spüse “espouse”;
spiitin “dispute”, escuse77 "excuse”, use(d) “use”.
stated as follows: (I) OF CVCV(C)

This type of borrowing is
ME CVCV(C). This lengthening is re-

garded as a rule of ME loan phonology from OF/NF and requires no sound 
change in OF/NF or in ME.

When the stress shifted in the course of borrowing into ME, vowels in 
derivationally stressed syllables were perceived short or long according to their 
contexts: chdpel, Ldtirt, châtel “chattel”; nature, nation, basin, labour, tttétal, 
ntësure, bêril “beryl”; trête “treaty”, dêver “duty”, jëlos “jealous”; cite “city ,

(levotion,pile “pity”, licur “liquor”; silence', prophet, honour, pdtel “pottle 
ocean, notory; sitmnton, gluton “glutton”, miiton “mutton”; ctlrat “curate 
stiidie “study”, ciiischin, duchesse “duchess”; miisike “music”, hS/nour. The 
above instances indicate that the non-high vowels in penidtimate syllables 
remained short before r, I, n and words ending r, I, 77 or t; otherwise the) 
were lengthened. The high vowels i, ii, tt generally remained short. These 
borrowings are stated as follows: (Ila) OF CVCV(C)>ME C<^CV(C) and (Hb) 
OF CVCV(C)>ME CVCV(C). The limitation of lengthening to non-higb 
vowels in Midland and Southern dialects parallels ME Open Syllable Lengthen 
ing (ME-OSL), which applied to all stressed vowels in Northern dialects bu^ 

In Northern dialeet*

OF CVCV(C)>ME CVCV(C).

tniiton “mutton”

anly to non-high ones in Midland and Southern dialects.
î\en the short high vowel i of OF/NF loanwords was lengthened as ( by

ME-OSL: cête “city”, pete “pity”, revet' “river”, presoiiti “prison”, .. I .-./it
mirror”, dencr “dinner”. The word-medial liquids r, I and nasal 7i 

)lock lengthening of the originally stressed vowels: 7ndle, clere “clear
did

SÍ7'^ ’
fy77 “fine”, /rôtie. Nor did the word-medial liquids r, I prevent

il » -
ME-OS^

rom lengthening the stressed vowels of native words: care, bare, bfrett 
\era77), (Idle, sttidle, triple.

(O£

I
1

L
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T. M»**”*bita

ics of a loaning language must be modified when the borrowingohonetics ot a loaning language muot ue
TF assesses a different phonetic system. Unsuppressed natural processes 

*’"^^'^^Luce nativized outputs. The borrowing language must bear a burden 
then P foreign words. The quantity and quality of this burden do not
when na every period. The amount of the burden in earlier
seem

be the same in every period, i ne amouni oi uie ourueii in eanier 
ereater than in later periods. Late borrowings retain the French stress 

'iods IS o* ,, , <_ —t-bo Fnorlicb m^innpr nf tbrnwino- thp strpss barklast syllable, contrary to the English manner of throwing the stress back, 
on ffasa d, fæ-; F- fasad], pomade [p3ma:d, pa-; F. pommade pamad] ;

F. bale], bouquet [bu(:)kéi; F. buks] ; fascine [fæsfin, fa-; F.
■'^-1 ^elite [eilfit; F. elit]; chaconne [Ja:ka(:)n, -koun; F. Jækan], fiureau 

faSinj, • ^ifhniirh rf1ih:5ntr -bir f • F flf^hnurhf^r flphn fpl.; F. byro] ; debouch [dibáutj, -bú;J ; F. déboucher debuje], 1

rakupe]; perdu [paidju:; F. perdy]. The originally 
short stressed vowels of Late French words are perceived as long in Modern 
Enelish. The correspondence between ModF and ModE vowels is shown below: 
vi.'sFi F ii->E iu, F u->E u, F e-/£->E ei, F6-/5->Eou, Fa->Ea. Thus,

1

F ï->E i, F ü->E jû, F ù->E û, F ë-/£->E ei, F ô-/5->E ou, F â->E â.
the borrowing is stated as follows: (III) ModF CVCV(C)>ModE CVCV(C).

^oT certain words there exist variants of (III) in American and especially 
British English in which stress-shift is allowed to operate: éclat [A. eiklá:, 
— —/B. — — ; F. ekla], croquet [A. kroukéi/B. kráukei; F. krake], chateau 
[A. Jaetóu/B. Jætau, /á:- : F. Jato], trousseau [A. trú:sou,----- ^/B. trú:s3u;
F. truso], ragout [A. rægù:/B. rægu:; F. ragoût ragu]. This manner of 
borrowing is characterized as follows: (IV) ModF CVCV(C)>ModE CVCV(C).

When we consider rules of loan phonology in terms of suppression of pro-
1

cesses in the borrowing language, the relations between the rules (I), (Ila), (Ilb), 
(HI), and (IV) are

I
I

Stress-shift is left unsuppressed in
clear: (I) allows (i.e. fails to suppress) vowel-lengthening.

(Ila) and (lib), with vowel-lengthening 
operating in (Ila) but suppressed in (lib). The more recent rule of loan pho­
nology (UI) differs from the older forms (Ila) and (lib) in that stress-shift is 
suppressed. However, this suppression is not total in that, at least for certain 

nr s, the variant rule (IV) is also possible.
should be noted that the outputs of (I) and (Ha) differ in stability because 

process a greater burden than the former in that it suppresses the
o stiess-shift. Our analysis predicts a possible output in the next period 

less nativized and more frenchified form after suppression of a certain 
Once a -

Which is

effects ■ unsuppressed natural processes is specified as a rule, it
^0*10 S’rnultaneously without any false steps or segments. Thus, ourIO3.n nh ’-'•‘‘UMvvuiiy wil

’ounck f providesfrom a forpio-n _____a foreign language, 
remains the

a happy solution for description of borrowing
There i

P^^^e in tl question of why the rules of loan phonology have taken
applied in or of whether it is possible that these rules could have

® different order, 

the a ^.P'^Q^ess

The existence of ME-OSL motivated (I) and (Ila) 
; stressed vowels as common outputs even if the rule (Ila) con- 

process of stress-shift. The rule (lib) interestingly may have motivated
^Ppl‘cation of Back Shortening which is one of the native rules: hamer.
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feter, coper, sadel, hovel, seven, Iroden. Later, Modern French long r- 
vowels in word-final position were borrowed as long vowels in Modern En₽l- 
This manner of borrowing motivated the rule (III). The stress-shift in (U^ 
on one hand and the word-final long vowel in (III) on the other lead ►- ’■
This manner of borrowing motivated the rule (III). The stress-shift

to
rule (IV). The process of stress-shift was suppressed with the introduction the

the long stressed vowels in word-final position and, thus, the range of variati, 
was broadened.

of 
ion

^tresse^

Finally, is there any possibility that the rules (1) and (Ila) would have arisen 
before ME-OSL or that the rule (III) would have appeared before the Mod J 
borrowing of long stressed vowels in word-final position? Before the advent of 
ME-OSL, there was no motivation for lengthening borrowed vowels in open 
syllables. The burden of borrowing would have been much greater because 
the lengthening was highly marked at that stage. Similarly, before the adoption 
of word-final long vowels, there was no motivation for lengthening stressed 
vowels in word-final position and the borrowing burden of (III) would have 
become greater as stressed word-final vowels were only adopted with distinct 
markedness. In this way, suppression of certain processes has extended the scope 
of English phonology. Unmarked suppression of processes then follows easily 
once marked suppression enters the phonological component of English. Could 
the rule (Ila) have occurred after the long stressed vowels in word-final position 
appeared in Modern English? I answer in the positive because the rule (IV) 
is quite similar to (Ila) but produces less nativized and more frenchified forms.

In conclusion. Old French/Norman French loanwords in Middle English 
are characterized in terms of loan phonology not in terms of English or French 
native phonology. The rules of this loan phonology are interpreted in terms 
of the degree of suppression of natural processes. The suppression of marked 
processes invites drastic change in borrowed forms while unmarked processes 
are more easily suppressed.



La
(dé)nasalisation en français: phonologie ou morphologie?

L

Yves-Charles Morin
Université de Montréal

iroblème auquel nous nous adressons est le problème classique du statutLep^-synchronique des alternances entre VN (voyelle nasale) et les suites VQJ-CN 
(voyelle orale et consonne nasale) telles qu’on les observe par exemple dans 
bonifier, bonnement, bonne, bonté, bon, où la terminaison 5 alterne avec 
/an/. Nous proposerons que ces alternances sont le résultat d’allomorphies 
limitées à un nombre relativement réduit d’affixes de statut morphologique

orale et consonne nasale) telles qu’on les observe par exemple dans

particulier que nous appellerons thèmes ou terminaisons thématiques. Nous 
nous limiterons dans cette discussion aux cas des alternances entre masculins 
et féminins des noms et adjectifs.

I.
1.1

La solution de Tranel pour les alternances masculin-féminin.
Tranel (1981) suggère que les masculins et féminins des noms et adjectifs

tels que bon-bonne ont une représentation phonologique unique avec VN et 
que le féminin est dérivé par des règles morphophonologiques. Il étendra cette
analyse aux alternances masculin-féminin se manifestant phonétiquement pai 
la présence d’une consonne supplémentaire au féminin.
1.2 Tranel postule une forme phonologique unique pour les deux genres pour
expliquer entre autre l’absence de glissement sémantique entre les deux genres, 
fl aDDar.'Jlt rPnpnJ.1 «♦ _ 12.,..-------- --------- t.____ ..*21.. ..A««.-* apparaît cependant que des glissements sont possibles même s’ils sont relative­
ment peu fréquents.

des
propose un mécanisme de correspondance entre le timbre des voyelles

‘fénasal¡sat■^^^^ féminins relativement arbitraire, en ce qu’il exploite des 
français s frr^foriques qui ne s’observent pas dans tous les dialectes du 

s’étencT^^^^ mêmes types de conditionnement. De plus ce mécanisme 
^nalysçs jj correspondances (phonologiquement imprévisibles dans son
oii 1- fimbre des alternances du tvoe idiot-idiote /idio/-/idi.at , ni aux cas?? féminin s’i alternances du type idiot-idiote /idjo/-/idj3t , ni aux cas

solut’ ®°bhent par ajout (ou par modification) d’une consonne finale. 
" ’’’diquer^d adéquate, dans l’esprit de l’analyse de Tranel, consisterait
’Masculin lexique comment on doit “changer” la terminaison du
’*f*ilités de^c^^^ former le féminin. Cette nouvelle analyse implique des pos-

Une
à i

**’5cnibl ^^’^cespondance arbitraire. En pratique, celles-ci sont limitées à un 
relativement nptit Hnnt nmis nvnn« Hpc ₽vpmnl#>ç ri-flpcçmi«*'ement petit dont nous avons des exemples ci-dessous;

; * *-a >Hti
en *ciei

^'Cherche 
aonai des

hun,,
rapportée dans cet article ainsi que la participation de l’auteur au 13e Congrès 

linguistes à Tokyo ont été subventionnées en partie par le Conseil de recherches
'aines du Canada.
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. ( 1 ) exemples de correspondances entre terminaisons du 
féminin

masculin
S.

et 'I'j

masc.
/г/
/j^' 
/5/' 
/а/

fem. 
/in/’ 
/jEn,' 
/ЭП/ 
/ап/

masc.
/0/
/œr/ 
/je/ 
/е/

fem. 
/0Z/ 
/0г/ 
/jer/ 
/'e/

masc.
/i,/
/if 
/wa

fem.
/1/

/iv/ 
/waz/ 
/□t/

I

Nous proposerons que les correspondances du type (1) ont un statut précis
dansla langue et constituent en quelque sorte un stock, ou un inventaire connu 

sujet parlant qui lui permet d’une part une économie dans l’organisation 
î—car il minimise le degré d’arbitraire des correspondances de son lexique—car il minimise le degré d’arbitraire des correspondances i 

augmentant la redondance interne du lexique)—et qui lui offre un modèle 
pour la formation des masculins ou des féminins à partir de la forme de l’autre

t qui lui offre un

genre. Plus précisément, nous donnerons un statut morphologique précis à
chacune de ces correspondances que nous
THÉMATIQUES ou plus simplement THÈMES.

appellerons TERMINALSONS

2.
2.1

Une analyse morphologique des alternances masculin-féminin.
Suivant, entre autre Aronoff (1976), nous définissons les morphèmes comme

des unités minimales d’organisation de la deuxième articulation. Une suite de 
phonèmes peut avoir un statut particulier dans la langue dans la mesure où
l’on peut associer à cette suite des caractéristiques propres indépendantes de sa 

terme plus évocateur, des caractéristiquesforme phonique, ou pour rappeler un 
arbitraires.

morphème au2.2 II est clair que chacune de ces correspondances définit un 
sens que nous venons de rappeler. Par exemple, la “règle morphophonologiq“^
qui fait correspondre /ot/ (fem.) à /o/ (masc.) est tout à fait arbitraire: I ajo“
de la consonne /t/ (plutôt que /n/, par exemple) n’est pas prévisible à part^ 

.J A « _ _ i J ... 1 ... 1 ... .... . ... ... .J .. 1 ... ...... A..... .... .. « 1 t* 1 »W i 'd’autres propriétés de la langue, ni, de la même manière, le timbre 
voyelle correspondante (on aurait pu avoir /o/ comme dans la correspon

idant«

haut-haute /o/-/ot/).i-nauie ■ lan^^’
Le statut des alternances VN/VO + CN et plus généralement des yen''

V4-SZ4/-1 i fix-o x-l/a lo Zm/-»Г Г^И Г»\г»К nnol/АОЛ П11P DOLU .par modification de la finale cesse d’être (morpho)phonologique poiii j. 
morphologique avec des allomorphies limitées à un nombre relativement j..
de thèmes de la langue. Dans un grand nombre de cas, cette allomorphie 
être de nature supplétive. 11 n’est pas exclu cependant que dans cei . 
il y ait une relation morphophonologique entre les deux allomoip*’

ibl'

d-
d'i"’

même thème.
La solution morphologique présentée ici, propose donc que les 

nologiques sous-jacentes associées aux masculin et féminin des noms et 3 
’ ' découpage morphologique 9

û QX*. »-vx".Il l'V'i 1 t o \'ZA1V s

2.3

sont différentes, mais que les entrées ont un
en évidence une racine commune et leur thème. Ceci pourrait avoir
(2): J
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V.

(2)
cochon
■ochonnec

[[kai]r+[3]o>,] 
[[ka;],+ [an]M,]

pans cei

Cl

tentations ihi est un thème de genre. Les thèmes de genre sont 
teP'^.. _ jgj thèmes notés dans les dérivations, comme cochonnerdistincts .

, J morphe /3 ici sera associe a un th., ayant un autre condi- 
«‘“’"’“«rphologique:ou

tioiutc’

(S)

:nient

th
tlb

^f/3/ (masc.), /^n/ (fem.)} 
*^{/3/ (f. libre), /an/ (f. liée)}

dans un découpage morphologique pourra donc appartenir à 
Une différents; ce qui veut dire que l’appartenance à un thèmeplusieurs tnciuto 
donné fera appel à un

terininsison
thèmes

ensemble de traits—nous n’avons pas encore exploré les
é uences de cette possibilité). Ceci permet d’expliquer l’organisation lexi­

cale dans laquelle maison peut avoir un dérivé maisonnette, donc un découpage 
morphologique avec un th, sans avoir tendance à prendre la forme *maisonne 
que présupposait l’analyse de Tranel. Le thj doit d’ailleurs certainement 
contenir des informations sémantiques ou syntaxiques limitant son usage à des

présupposait l’analyse de Tranel.

cas où l’opposition de genre est pertinente,
pressions analogiques ont pu agir sur

ce qui expliquerait pourquoi les
les adjectifs marron ou châtain, les noms

cochon et colon qui peuvent donner les féminins marronne, châtaine, cochonne 
et (au Québec) colonne, sans affecter des noms féminins comme maison.

Finalement, cette analyse n’interdit plus le glissement sémantique entre les 
deux genres.
3. Conclusion.

Dans ^ette réanalyse des alternances entre VN et VO + CN nous avons 
ept une grande partie des arguments de Tranel pour rejeter l’analyse 

traditionnelle. L’analyse précise et bien documentée de Tranel ne 
- doute quant au conditionnement essentiellement morphologique

générative
laisse
de ces
fèrents alternances et quant à la nécessité d’un traitement distinct pour les dif- 

conditionnement. La solution de Tranel—qui explique les, •^ypes de 
‘2"ernances ---- •“'•»MVIII. J_,tl auluiiuil U.C AXillICX-------- IjUX CJVpilVH

~ •'ux de ™^®‘^“^*"’f^™inin en postulant une forme phonologique
pa/des mncnilinX Af zAac v^îtIac

muiie com-

‘îéjà "os thè,
(celle du masculin) et des règles morphophonologiques 

schémas et des tableaux de correspondance qui préfigurentU.A Vie vv/xXed|JUiiu*.'iiiLC v|ixx |jxciigtixex 11-
à décrire C’ incapable de rendre compte des données qu’il

"t réduit de coj.j, alternances sont le fait d'un nombre relative-
certaines terminaisons.

' éten^°*^f“*"os alternances sont le résultat de règles'èt,‘end affectant 
Autres
sont

une certaine classe de thèmes. ] 
‘‘«'»s d’alternances entre VN et VO + CN.

résultat de règles

uiais peut-être dans

La même solution 
. Les allomorphies

certains cas le résultat de règles morphopho-'‘‘«XS Corr ' IV tVOUlldl VXV XVglC» IXlUXpiXK

’^^Prochç,. ^^Pondent plus généralement à des supplétions.
•‘notre solution

On
son faible pouvoir explicatif, étant donné
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les grandes possibilités d'analyses qu’elle permet, et par suite, la difficulté 
réfutations possibles. C’est effectivement un problème: le concept de thème 
qu’il est défini ici reste encore assez allusif; de plus nous n’avons que pej 
moyens pour découvrir comment les sujets parlants organisent leur gramma 
et les moyens indirects (acquisition de la langue, changement historique) ' 
sont pas précis. Mais même avec son indétermination présente, nous penson 
que le concept de thème joue un rôle important dans l’organisation lexicale 
langues que d’autres études viendront préciser (cf. Morin 1982).

dç

ire
He

IS

des
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y^coustic and Perceptual Correlates of Stress in Hindi

Manjari Ohala
San Jose State University /

d on impressionistic studies it has been claimed that Indo-Aryan lan- 
- -r-r*__ a.’ 1O2i^\ z^i’ <1 <• l^anct- riri nnt

«

guages- such as Hindi lack stress entirely (Bloch 1930) or at least do not have
* , (Kelkar 1968). These claims if true, have important con-

both theoretically, e.g., in discussions of universals of accent, and
distinctive stress
seaucnces — . ~

actically, e.g., in second language teaching and machine recognition of Hindi. 
Therefore experimental evidence is desirable on this point. Instrumental studies 
have shown that pitch contour, segmental and syllable duration, intensity and 
a few other lesser phonetic features are the primary cues of stress in other lan-
guages. Are there then, any systematic variations in these parameters, especially 
pitch and duration, that cannot be predicted from the overall sentence into­
nation or from the syllables and segments that make up utterances in Hindi?

To discover whether there is a correlation between duration or pitch varia­
tions and the syllable identified as stressed I conducted the following two
studies.
Duration: A list of 36 polysyllabic Hindi words was compiled and the pre-
dieted location of stress identified according to Kelkar’s algorithm (for the 
majority of these words other writers’ algorithms for stress placement would 
give the same results).^) A recording was made of an adult native speaker
pronouncing these words in isolation and in a sentence frame. The duration 
of tile stressed” syllable was measured by hand from oscillographic tracings 
made from this recording.^> The duration of what was predicted to be the 
stressed syllable was
^jtessed syllables.This finding is in 

is a universal tpnzipnr,, QP'iiiicf
’tress bv

not consistently longer than phonetically comparable un-
accord with Hyman’s (1977) claim that 

• - universal tendency against the use of duration as a primary cue for 
2 languages (such as Hindi) which use length contrastively on segments.

See M.(1965) Kq]J (1977) for details on stress placement algorithms of Dixit (1963), Mehrotra
Overall V Sharma (1969). Most of these use the concept ot syllable weight and are
e.p. ®‘mi>ar. “
°'erall

tpaki S " when all syllables are of equal weight they assign stress to the penult,
8ivei,_ p ni] ‘Pakistani’, [tombdku] ‘tobacco’. But in other cases different predictions are 

*velkar: [k^ubsurat] ‘pretty’, others: [ki'ubsurat]; Mehrotra [amital
[asirvAd] ‘blessing’, others: [Arsivad]; Dixit: [pakistan] ‘Pakistan’, others:

Thn ... -

‘a name’, others:

The
coda nonsyllabics were measured as it was these portions that Kelkar 

“ be longer in stressed syllables..3) .y,.,   OC lonj 
"«■'ifiea I hav

"'oasureineuts

le not been able to verify the claim that variations» in durations are a 
■ of stress, I would prefer to be cautions about this since not all possible

have been made.
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’’''Ohl

Pitch: A list of 38 polysyllabic words (including some used in the 
mentioned study) was compiled, spoken, and recorded, as before by 4 
native speakers. Oscillographic tracings (including a pitch signal) were

s
abo,''■e.

native speaKcrs. vysciJiugiupiiii. Udunga ^mciuuiiig a piicii signal^ were obt^’^'*^* 
from the recordings of 3 of the speakers and narrow-band spectrograms fr 
fourth. The results showed that the “stressed” syllables were characterh^ 
a high or rising pitch and/or by a low or falling pitch on the syllable fol],high or rising pitch and/or by a low or falling pitch on the syllable folP 
(see Figure la). Sometimes this syllable did not have a rising pitch on 
the following syllable did have a falling pitch (see Figure lb). There

rising pitch on i

le

few words that had ambiguous pitch patterns. "■ere a

A

darva z a bandhe '—'o.isec

B.
P I I a 0 1 SEC

Figure 1. Pitch curves for two Hindi utterances.

^iudifory analysis: As a prelude to more rigorous investigations Involving 
speech synthesis, an experiment involving simple auditory analysis was also con­
ducted in order to find out whether stress placement would vary depending on 
the context in which the word appeared.

Five native speakers were asked to read 40 words (which were interesting
for stress placement) in isolation, and in the frames: [apne kaha] ‘you

> [apne____ dek''a] ‘you saw_ ’. I noted the syllable I heard as
stressed. The words [kaha] and [dek''a] were used to provide a difference in the 
sentence frame since in [kaha] the first syllable is light and in [dek^a] i- “ 
heavy. Finally, I pronounced the words in these two frames varying the stress 
and asked the subjects for their preference. For example: [apne darvaza kaha] 
‘you said door’, [apne darvdza kaha], [apne darvaza kaha]. The results showed 

that:

[apne____ dek^a] ‘you saw_

it 15

(a) Stress may indeed vary between the word in isolation and when it 
in a sentence. For example, in isolation 2 out of 5 subjects preferred stress on 
the first syllable of [pufkar] ‘cooing sound’, however in sentence frame all the

subjects preferred the stress on the second syllable.
(b) In words of VCJVCV structure the short vowel is never stressed- 

words such as [pat’‘rila] ‘stony’, [tambaku] ‘tobacco’, [darvaza] door, 
not receive initial stress.

Thus 
cool‘d

(c) The heaviest syllable doesn’t always receive the stress. All stress 
on the

assig’’"

ment rules which have been proposed previously place the stress
syllable of [mamla] ‘affair’. However, 4 out of 5 subjects preferred
with the stress on the second syllable.

firs'
ilal

1
(d) In sentence frame if the final syllable is heaviest, i.e., VC, 
ilVPs ct-r^cc 'THii«* TmTcriSrlreceives the stress. Thus: [rozgdr] ‘job*, [kamzor] 'weak*, [9k*’r6t]
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sound’.< ninK SOUnu .
Vkdr] Stress placement patterns in Hindi support two previous claims 

. . r - -------- /_x ---------- „1---------------- -------„„„J I,,,universals of stress: (a) stress placement is governed by

wliable
is ' “he right-
to
3

which correlates roughly with intrinsic duration, and (b) stress 
to a word boundary, in this case the word boundary

' implication of this second claim is that stress serves at least
• -e function, and possibly a delimitative one (Trubetzkoy 1969, 

'“^'?977) i provides the listener with cues for the location of word 
in the stream of speech.

cu
Hyman
boundaries in I

Hyman 
rules since 
the longer

claims that syllable weight is a common factor in stress assignment 
the speaker needs time to manifest a pitch contour on a syllable— 
a syllable is (i.e., the heavier it is), the more it lends itself to this.

be possible to elaborate on his model in a way that wouldIt may even 
account for my finding of the shifting stress seen from the word in isolation 
condition to the word in sentence context. Overall one could say that the 
optimal environment for the manifestation of stress is. first, a heavy fi e Ions'! syllable on which to put a pitch rise and, second, a syllable following on’which 

to put a pitch fall (this is in harmony with Bolinger’s (1980) claims). Thus given the word [poAarj cooing sound’ spoken in isolation, scanning the word lorn

right to left one would find that stress (and the pitch rise) would best be placed 
on the initial syllable if one had to reserve the last syllable for the pitch fall.
However when this word is spoken in a sentence context such as [apne puckar 
kaha], the pitch rise can be placed on the last syllable because the syllable 
following that ([ka]) can take the pitch fall. Thus in isolation the word may 
have initial stress, but in mid-sentence context, final stress.

take the pitch fall. Thus in isolation the word may
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Phonological Diversity & Sound Change in Shanghai

Michael Sherard
Doshisha University, Kyoto

The Chinese languages have recently been cited as an important source of 
data in support of a general theory of linguistic change which seriously chal­
lenges the traditional neo-grammarian view of sound change. This theory, called 
lexical diffusion by William S-Y. Wang, who coined the term in 1969, proposes 
that sound change is phonetically abrupt yet lexically gradual. Since this pro­
posal counters the orthodox view it has fostered some controversy in the sub­
sequent years since Wang first suggested the term. Moreover it has had the 
important secondary consequence of putting data from the Chinese languages 
solidly into the public domain of general linguistic scholarly debate, removing, 
one would hope, once and for all, the non-specialist’s view that evidence from 
Chinese—and perhaps from other Oriental languages as well—is somehow too 
inaccessible, too exotic, or too far removed from the mainstream of Western 
man’s intellectual development to contribute significantly to our understanding 
of the nature of language.

Whatever one’s individual view on the mechanism of linguistic change, 
those of us who work on Chinese need to be aware of the impact of this con-
tribution to our field of study, and it behooves us to make available as we come
across it new evidence by which this theory may be tested. This is by no means 
to imply that the theory of lexical diffusion is wholly or even substantially 
dependent on data from Chinese. It is just that the.Chinese evidence appe^® 
particularly cogent.^) This is due in part both to the nature of the information
we have on, and the actual historical developments which are apparent 
change within the Chinese languages.— , xily

The internal evidence we have on sound change in Chinese comes 
from two sources: dialect data available in studies of the various languages 

reconstruction
Chinese 

; millen»*»»®' 
isIn gross terms, what we see happening over the past 1500 years or s 

overall simplification of the phonological structure of the Chinese sylla o jj 
‘ particular interest in the general study of the mechanism of sound cha j 

• coiiti
and

spoken on the Chinese mainland used as the basis for internal
of earlier stages of Chinese; and the written records of traditional
nologists which take us back as far as the early centuries of the first

see happening over the past 1500 years

i the complex process of collapsing and splitting by which the earlier 
I in the laryngeal features of voicing, glottalization, tone contour,

1) For an interpretation of Chinese data which challenges the view proposed by 
Chan 1982 and Egerod 1982. J658
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been reduced, compacted, or eliminated in the modern reflexes

I

M.

io the

since

irtl

have
Chinese languages. -3

H'M dialects of southeastern China are especially helpful in this research 
’ r are still phonologically rather complex, representmany respects they

conservative strains, and hence point towards a stage of development■ -elv conservative anamo, V. V,- - ------ --------
jelati' of phonological change less recent than that evidenced by
on f _ j.,rin Chinese, for examole. Historicallv. the speech of the city
Stamidard
of Suzhou

Mandarin Chinese, for example. Historically, the speech of the city 
was taken to be representative of the Wu region. In modern times

h if we are concerned with investigating the speech of the center of human 
thong > world, we must look to Shanghai. However, choosing

hai as the representative of the Wu dialect region (which is China’s second 
cst language family, after Mandarin, in terms of number of speakers) poses 

several interesting problems. The foremost of these, according to recent lin­
guistic reports, is that it seems virtually impossible for linguistic investigators 
to agree on a synchronic description of the modern Shanghai phonological or 
lexico-grammatical systems, irrespective of whether one speaks in terms of what

activity m

used to be called the common core or overall pattern. To capture the phono­
logical structure of Shanghai as it is being spoken in the metropolitan area at 
this time, it is apparently necessary to describe several strata of the language, 
each successively more complex in its phonology, more or less in accordance 
with the advancing age of the speaker in question, and each co-existing and 
being in daily use synchronously within a definable linguistic community.

The gap between the least complex Shanghai phonological inventory (in
terms of segmental contrasts, tones, and tone sandhi patterns) of the youngest 
speakers and the phonologically most complex speech of the eldest speakers is 

great as to suggest that there would exist severe communication difficulties 
e ween the two extremes were there not enough redundant contextual infor-

nation in the flow of the utterance. Between these two extremes of speech it 
possible, and — ' - - -- . . .Phonoi”*^’ apparently necessary, to describe intermediate, discrete levels of 

lani? complexity, i.e. quantified or abrupt phonological changes in the 
'ag tone recent investigations have found it necessary in describ-
Usage” for'**'^^^ patterns in Shanghai to posit two or more types of “lexical 
^ctermitm^ speakers, cutting across age levels. These types of usage
‘l'at thef'r aot certain types of tone sandhi will occur, and it appears
SDe.-il-_ __ this occurrence varies from sneaker to sneaker and. for a single’peak,
’Cross

t

Ii 
£

!
1

1

t
tl

£ - ------occurrence varies from speaker to speaker and, for a single
= .1 lexical item to lexical item, i.e. a gradual or diffuse spreading

icon of a quantifiedT,. ‘he lexir-7ZÏ 
hnguistic^si’bourse

aa
or abrupt phonological change.

‘Hat i
’tr;

— situation in Shanghai is an impressively unstable one, of 
y clear historical and socio-political origins; most probably it 

another generation. What is of paramount interest to the pho-
fairh

the historical linguist here is that in many senses we have a micro- 
Pos E observable in process within the city of Shanghai, and

of jji æ—**r the eye of the investigator at any rate—to discerne discrete

?! Sound

ata of nk »-lie eye u
nriological change which have already ossified and which co-exist

i!

I
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Phonological change observed in A Lexical Survey of ihe Shanghai Dialect (1982)

0

0

0

Mature of Change

Merger of voiced G voiceless 
initial consonants

f.^^rger of closed syllable finals with [-V?]
and open syllable finals [-V]

Merger of historical loiMr regieter <(0) tones 
with upper regieter (W) tones

Merger of syllable finals [-ii] G (-ij

Degree of Change Observed

unobserved 
stable

unobserved 
stable

unobserx'ed 
stable

incipient 
stable

Conwents

I

I

I
I

1

1

2

3

4

4

5

6

6

6

7

7

7

7

:4erger of syllable finals [-oj] fi [•oî]

Merger of syllable finals [-iiî] G 
after initial affricate [to*-]

“erger of syllable finals {-o], (-e]. 5 (-c]

{■Jergcr of syllable finals [-o] G {-e]

Merger of syllable finals {-e) G {-e]

Merger of primary Shanghai syllabic isolation 
tones /'/ (1) G I'l ['ll

Merger of labio-dental and guttural fricative 
initials [f-] G fh-] and [v-] G [R-]; appearance 
of bilabial [$-] and [₽-] before /uw/.

Merger of glottalized [Î-] and murmured [fi-] 
initial resonants (m, n, n. h. 1. X. (zero)! 
in non-initial position within phonological word

Merger of apical (honorganic) vowels [-m] G [-1]

Merger of phonemic syllabic isolation tones in 
non-initial position within phonological word

Merger of palatal and alveolar fricative 
initials [o-] G [s-] and [>-) G (z-) before 
high front vowels

Merger of syllable finals f-iai)] G (-ioi)]

Merger of voiced affricate G sibilant initials 
[dt-] G [2-]

Merger of syllable finals [-ioî] G [-ioîj

Merger of syllable final {-n) G l-n]

y<rger of syllable final [-n), [-n], G i*»)]

Merger of syllable final [-p], [«-tl, G (-k]

>!erger of historical upper rising (Hi) tone 
and upper going (Hi) tone

Merger of historical louer ZeveZ <№•?■) tone.
louer rising ( )
tone

tone, and louer t)oí«í7 ( )

incipient 
stable

incipient 
stable

incipient 
unstable

moderately advanced 
stable

moderately advanced 
unstable

in flux 
unstable

well advanced 
unstable

well advanced 
unstable

reaching completion 
unstable

virtually complete 
unstable

virtually complete 
stable

virtually complete 
stable

complete 
stable

complete 
stable

complete 
stable

complete 
stable

complete 
stable

complete 
stable

complete 
stable

Phonolo,1’8?

Still in complete phonological contrast 
with only a few attested irregular e.xaam, 
of merger, all lexically specific.

Very high phonemic load. Few attested 
examples of non-contrasting merger 
lexically specific.
Very high phonenic load.

all

- . Few attested 
examples of non-contrasting merger, all 
lexically specific.

No true merger in slow, careful speech but 
phonological contrast can be blurred in
noraal discourse. Lexically lia^ted.
Still in complete phonological contrast^" 
but with frequent examples of merger, all 
lexically specific.

High phonenic load; most exanples of merger 
are lexically specific though there appears 
to be some lexically non-specific free 
variation.

Phonemic load difficult to assess.

Appears to be in free variation bith no 
discernible lexical conditioning.

Underlying form is often non-retrievable in 
shape corresponding to historical cognete.

Light phonemic load though still in phono­
logical contrast. Only a few examples of 
non-merged contrasting relics renain, all
lexically specific. 
Phonemic load nil. Underlying fer» is
usually non-retrievable in shape corres­
ponding to historical cognate.
Not in phonological contrast in normal 
speech. Only a handful of non-irerged con­
trasting relics remain, all lexically 
specific.
In phonological contrast only in reading 
pronunciation, not in normal speech. .
in readins oronunciation only a handfureading pronunciation only ® 
non-merged contrasting relics remain.

a

lexically specific

ÍJ
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and compete

across

in the same linguistic community with both earlier and later strata; 
strata are not homogeneous throughout nor are they without gapsJ vet these 

aitf 1 lexicon of a single idiolect. Thus one can observe points separated 
brief spans of linguistic time along the curve of phonological change in 

though the mathematics of the curve itself may as yet be elusive.• even
^^^Ideally a thorough comparative treatment would involve the study of a num- 

of contrasting idiolects representative of the various states of perceptible 
p in modern colloquial Shanghai which would provide data of use to 

holars working on the broader issues of linguistic change.I made one such 
d of the speech of a single Shanghai speaker who is representative of a con­

servative strain of the dialect in A Linguistic Survey of the Shanghai Dialect. 
“ ■ . • , • preceding table, which is based on the (Sherard 1982b). The material in

' , ----------1.-------------Ijj this survey, indicates some of the main directionsinformant’s speech recorded
of sound change evident in this single idiolect at points where such change has 
been traditionally described for various versions of Shanghai or the other major 
Chinese dialects. Twenty-three points of phonological change, either attested 
or shown to be historically probable for Chinese, are shown here; these I have 
tentatively organized into eight groups, numbered 0-7, thus roughly displaying 
the information in the table in the order of the degree of progression of change 
actually observed in the speech of this informant.

References
Ballard, W. !.. 1979.

linguistique Asie Oriental, 5. 19-45.
"The Literaiy/Colloquial Distinction in tVu and Chn.” Ctthien de

---------1980.
19. 83-163.

"On some aspects of Wu Tone Sandhi.” Journal oj Asian and African Studies,

Baron, Stephen P. 1982. "Chain Shifts in Chinese Historical Phonology.” (paper presented at 
the NVth International Conference on Sino-Tibetan Languages & Linguistics. Beijing, 
■August 1982).

Lhan, Marjorie K. M. 1982.
International Conference 

'"1’30, Y.

"The Shuangfeng Case Revisited.” (paper presented at the ?<\ th
on Sino-Tibetan Languages & Linguistics, Beijing, August 1982).

1928. Studies in the Modern Wu Dialects. Tsinghua College Research Institute
'Vottograp/t 4. Peking.

Spren. -1982. "How Not to Split Tones—the Chaozhoti Case.” Fangyan, 1982. 3. 169-173.
J- 1971. A Guide to the Shanghai Dialect:. Center for .Applied Linguistics

Mingyan,

ttfashimoti

Htt.

Lot
Mu.

. 1978.
-^"'"’ggtto Yuwen 

'””sbu
"Some Changes in the Shanghai Dialect Over the Past 100 5’cars.”

1978. 3. 199-203.
Y. g; Floyd. G. (unpublished ms.) Spoken Shanghai.

Hosi
“.Alveolar and Palatal Fricative.s in Shanghai.” Yuu'en Zliislii. 1957. 3. r±

Sh,

1978

David 'u J’ “-‘Acoustic Characteristics of the Shanghai-Zhenhai Svilables Tvpes." in

'«n, A-No. 62. 198*OntP irvzv.
in South-East Asian Linguistics, No. 8: Tonation, Pacific Lin-

;• 1981a.
o. 62. 1982. Canberra. Australian National University.
"Tone Sandhi in the Shanghai Dialect (an old variety)." Fangsan, 2.

provides an excellent overview of the general state of change observed in



662 Section 5: Phonetics and Ph,'Oriol,
13-1-144.
---- 1981b. “The Differences between the Old and the New Varieties of the 
Dialect.” Fangyan, 4. 275-283.
---- 1982.
100-114.

“Tone Sandhi in the Shanghai Dialect (an old variety) (II).” Fang
on, 2

Sherard, M. 1980. A Synchronic Phonology of Modern Shanghai. CAAAL Monograph 
kvo: Tokyo University of Foreign Studies. To,

1981. “Towards a. Practical Orthography for the Shanghai Dialect.” Chiigok 
(Journal of the Chinese Language Society of Japan) 228. 37-62.

1982a. “Towards a Practical Orthography for the Shanghai Dialect (II) ” 
presented at the XIVth International Conference on Sino-Tibetan Languages & Lin • f*' 
in 1981, to appear in the Proceedings of the Conference, 1982).

1982h. A Lexical Survey of the Shanghai Dialect. CAAAL Monograph 8. Tokvi
kvo University of Foreign Studies. yo: To-

---------- 1982c. “Voicing and Tone Register in Shanghai.” (paper presented at the XVth hi 
ternational Conference on Sino-Tibetan Languages & Linguistics, Beijing, August 1982) 

Baohua “TK»» CAtm/l orvH itc T»-» to ol »’ r* » _The Shanghai Sound System and its Internal Differences.”

'o«i

rtSSÉÈRJ. I
---------  1957. "Spoken and Written Sounds in the Shanghai Dialect.” Yuwen Zhishi 1957. 12

---------  1982. “Important Characteristics of the Speech of Shanghai.” Chvgokiigo 271. 26-29.

Xu, Baohua & Zhenzhu Tang. 1962. “Internal Differences in the Phonology of the Shanghai 
Dialect.” r±)Si^WKlF'3nl5^MJ Shanghai. Fudan University Journal, 1.

Xu, Baohua, Zhenshu Tang, & Nairong Qian. 1981. "Tone Sandhi in the Shanghai Dialect 
(a new variety).” Fangyan, 2. 145-155.

---------  1982. “Tone Sandhi in the Shanghai Dialect (a new variety) (11).” Fangyan, 2. 115-128.
Wang, W. S-Y. 1969. "Competing Changes as a Cause of Residue." Language, 45. 9-25.

(ed.) 1977. The Lexicon in Phonological Change. The Hague: Mouton.
Zee, Eric & -Maddieson, Ian. 1980. “Tones and Tone Sandhi in Shanghai: Phonetic Evidence

and Phonological Analysis.” Glossa, 14:1. 45-87.

i!

t



Study on

I

the Synthesis and Perception of /r/ and /1/

Katsumasa Shimizu 
Nagoya Gakuin University
Masatake Dantsuji 

Kyoto University

0. Introduction
The study on the perception of /r/ and /1/ has been of considerable interest 

among researchers since Jr/-/\/ contrast has often been a choice to study the 
effect of linguistic experience, and /r/ and /1/ have unique articulatory and 
acoustic characteristics which may be defined as an intermediate between stop 
consonant and vowel. There have been a number of reports on the experiments 
in the perception of /r/ and /1/ using natural and synthetic speech sounds. 
Especially, the cross-linguistic studies reveal that the speakers of different lan­
guages, e.g., Japanese and English speakers, have different degree of perform­
ance in the perception of /r/ and /1/, since /t-\/ contrast is phonemic in 
English, but not in Japanese. Miyawaki et al. (1975) studied the effect of lin-
guistic experience of American English and Japanese, and mentioned that the 
difference of linguistic experience is specific to perception of speech mode. 
Furthermore, Price (1981) and Mochizuki (1981) examined the cross-linguistic 
effect on the perception of /r/ and /1/ using natural and synthetic speech, and 
significant remarks have been made on the perception of these sounds. How-
®ver, the studies
still limited. on the contextual effects on the perception of /r/ and /1/ are
tion the relation between acoustic characteristics and the percep-
the m fully examined. Under such circumstances,
^ton, wh^aV 3^‘ms at examining how contextual differences affect the percep- 

and parameters are responsible for /r-1/ contrast, and how Japa-
merican English speakers perceive synthetic continuum of /ra-la/.

1. ^-’tperiments
The

/M/

COntr:

^’^Periments 
‘Contrast i; - -

on the perception of /r/ and /\/ in natural speech

in 40

using natural speech consist of (1) identification test of 
in 50 minimal pairs (Type 1), (2) identification test of /r-1/ 
^ords embedded in a carrier sentence “I said the word^ype O'! —

’ carrier sentp ^‘^entification

^erican En i----favorite word.” (Type 3). One male native speaker
I'eCOrdpH tllA mtat/avialc in O co f-i cfo

test of /r-1/ contrast in 40 words embedded in

stud ’■^‘^orded the materials in a satisfactory condition. 32 Japa- 
l^ook part in the experiments of /r—\/ contrast. The results

Table 1 ■’
^hown

Tables 1-3.
shows the

overall performance for three types of listening materials.

663
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Table 1

Type of Listening Materials

Type 1
Type 2
Type 3

Percentage Correctly Identiricd
85.0%, 
72.6 
70.7

From Table 1, it can be said that /r-1/ contrast in minimal pairs
, T J , K . J . , . - morecorrectly identified than those contained in the carrier sentences. There is 

significant difference in the performance whether a key-word was contained " 
sentence-initial position or sentence-final position.

no

Next, Table 2 shows the effect of position within a word for the 
of /x-\./ contrast.

perception

Table 2

Position within a Word
Word-final 
Word-initial 
Intervocalic 
Consonant cluster

Percentage Correctly Identified
92. 2%
88.4
77.9
68.0

Table 2 indicates that /x-\/ contrast in the word-final and word-initial positions 
are better perceived than in intervocalic position and in consonant cluster. These 
results agree with Gillette (1980) and partly with Mochizuki (1981). The weak­
ened performance in the intervocalic position and in consonant cluster may 
be attributed to the coarticulatory effects of neighboring segments.

It is known that the performance in identification tests is influenced b) 
neighboring phonetic circumstances. Table 3 indicates the effect of 'owel 
environments.

Table 3

Type 1 Type 2 Type 3

Word-initial # — back 
— low 94. 8% 92. 6% 78. 1%

W'ord-final

■-(-back ■
-(-round 87. 0 82. 8 67. 7

.—low
—back 1
—low J 94.5% 84. 4% 95. 4%

■-I-back ■
+ round ...» 89. 1 61. 0 92.2

1.

. — low
•n J

1From Table 3, it can be said that /r-1/ contrast is better perceived 
environments of non-low, front vowels than those of back rounded voweb'



r
■ironments of front vowels facilitate the perception of /r-1/ contrast,
ones of back rounded vowels may inhibit it. It can be considered

\nticipatofy rounding caused by roundness of back vowels may influence

S'

is, «He
env:

Dantsuji 665

‘^’‘^'rception of /r-1/ contrast.
herinore, spectrographic analysis was made for the pairs with a higher 

* trp of identification and the ones with a lower percentage to examine 
,j(. characteristics on the distinction between /r/ and /1/. A sub-acoustic

dal difference is found in the formant patterns of F2 and F3; in word-initial 
yj./ shows a rising transition of both F2 and F3, while /1/ shows a 

or level transition of F2 and a falling one of F3. These formant patterns 
05*"^ Up characteristic to each segment, and a clear manifestation of these
seem to
patterns contributes to a higher percentage in identification.

0 Experiments on the perception of /r/ and /\/ in synthetic speech
In order to examine how Japanese and English speakers perceive the 

synthetic /r-1/ continuum, a series of experiments was conducted. The stimulus 
materials were prepared at Haskins Laboratories on the OVE HI synthesizer. 
The 10-step /ra-la/ stimuli differed in the frequency values of F2 and F3 within 
the initial steady-state portions and the transition portions. F2 frequency value 
varied in equal step from 951 to 1404 Hz, and the one of F3 varied from 1488
to 3246 Hz. The frequency value of Fl was fixed for 10 stimuli. Two types of
test were prepared; an identification and an oddity discrimination test. Subjects 
were 7 native speakers of American English and 22 native speakers of Japanese. 
Fig. 1 and Fig. 2 indicate the results of identification and discrimination test 
for two groups.

!

Fig. 1 shows the results of the pooled identification for Japanese and Anieri-
can English subjects. The two subject groups showed a completely different pat- Ij

'«To ™ " 1* Idontif tcaClon tost

1a - E^lish 100*;,•, Oddity Discriadnation test 1!
E^Iish

5
8

I

’"‘s- I
p.

U - Japanese

ra ~ Japanese

2 < s i
Stimulus N3.

10

g identification of Japanese and 
° i’h-speaking subjects

1 
3

£

50$;
'Japanese

-------chance

J-6 ■J-'J S-9 7-io
StiHwloa step

Fig. 2 Pooled discrimination of 
Japanese- and English* 
speaking subjects

I
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terns in the perception of /r-1/ continuum. Japanese subjects identtfied strmuU 
2 and 3 as /ra/ with 60-75% of identification rate, and the identification curve 

showed a gradual shift as the stimulus shifts from 3 to 7. On the other hand. AZican English subjects identified stimuli 1 to 5 as /ra/ and sUmuh 9 and 
io as /W with an almost 100% of identification rate^ The boundary lies be­

tween stimuli 6 and 7. The difference in the identification test can be sub-
stantiated in the discrimination test. In case of Japanese subjects, the accuracy
was in the range from 50 to 65% across the continuum, and there is no remark 
able change in accuracy in the stimulus pairs of 1-4 and 4-7. In case of American 
English subjects, however, the accuracy was below the chance at 1-4 pair, but
rose to near perfect accuracy at 5-8 pair. The discrimination .peak occurred at
the stimuli which corresponded to their identification boundary. From these
considerations, it can be said that Japanese subjects perceive the /r-1/ 
tinuum continuously, while American English subjects do the continuum 

con- 
cate-

gorically. This difference of perceptual mode is due to the one of the linguistic 
function of /r/ and /1/ in the two languages.
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An Examination of the Area of Tongue-Palate Contact
in Swedish Dental Stop Production

Zyun’ici Simada
Kitasato University, Sagamihara, Japan 

and
Jan Gauffin

Royal Institute of Technology (KTH), Stoekholm, Sweden

Tense or fortis stops are opposed to lax or leiiis stops by a longer duration
of articulatory closure. According to Jakobson and Halle, this “length as a 
component of the tenseness feature is intrinsically connected with the other, 
qualitative manifestations of the given feature within the same phoneme.’’” 
’Then, what are the other, qualitative manifestations? Are they related to any 
physiologic parameter such as the tension of the tongue, for instance? In order 
to answer the question, we examined the area of contact between the tongue 
and the palate during the articulation of Swedish dental stops.

Method
The corpus of utterance samples to be discussed here was chosen among

I

those we obtained with a native male speaker of the Stockholm dialect by
dynamic palatography. It pertained to short /t, d/ in initial or medial position

I and their long versions /tt, dd/ in medial position. The consonants were com- 
bined with vowels /i/ and /a/ to form 32 disyllabic phoneme sequences such
as VtV or dVddV, where V standed for the vowel. The subject, one of the 
authors, pronounced each sequence with the acute accent, embedding it in a 
carrier sentence: saga igen ‘say again. Each sentence was uttered 
twice; thus, a total of 64 samples was available for analysis in the present study.

The on/off-contact between the tongue and the palate was monitored con­
tinuously through 64 pairs of small electrodes implanted on a thin plastic 
palate.2) The electrodes were divided into four groups, i.e., group 1 with 19, 
^oup 2 with 17, group 3 with 15, and group 4 with 13 pairs.” The electrodes 
in each g^rouo were allEmed alnno* tbe dental rirlo-e in curb a wav tbat crrniin 1

igen ‘say

Th,

-- group were aligned along the dental ridge in such a way that group 1 
located closest to the teeth and group 4 in a higher portion of the palate.

le contact
'^^^crances. output signals were tape-recorded together with the subject’s

The signals were played back and, after mixture, fed into a sound spectro- 
P" ior analysis. The contact signals from different locations of the palate 
- shown as horizontal lines in the upper part of the spectrogram paper. In 
lower-frequency range of the same spectrogram, the audio signal was dis- 

yed by use of the wide-band filter.

'*ere
the

667 J
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Initial /t, d/
The numbers of on-contact electrodes represented the size of the tonguç 

contact. Thus, we assumed their maximum value found for the dental stop 
articulation to be a measure of the tenseness feature. The interval from contact 
formation (first on) to contact break (first ofj) was measured, instead of the 
duration of stop closure, for the electrode immediately to the left side of the
front midsagittal point;^’ the two measures were found, by inspection, to
coincide well with each other. In initial position, /t/ usually showed a wider
contact on the palate than /d/ (maximum number: mean of 35 (with a range
of 30-39) for /t/; 31 (27-36) for /d/), and stayed closed over a slightly longer 
period (about 120 ms for /t/; 110 ms for /d/).

Medial /t, d/
The most apparent articulatory difference between the medial /t/ and /d/ 

lay in the duration of stop closure. It was always longer in /t/ than in /d/ in 
the same phonetic context. When the dental in question was preceded by the 
low vowel /a/, the closure phase lasted for about 190 ms for /t/ and 100 ms 
for /d/; it was about 280 ms long for /t/ and 200 ms for /d/ when the high 
vowel /i/ preceded the dental.

The medial /t/ after /a/ accompanied a larger area of tongue contact than 
the medial /d/ in the same context (maximum number: 36 (32-43) for /t/; 
30 (25-36) for /d/). But in the phonetic context where the dental was preceded 
by /i/, there was no significant difference in contact area between /t/ and /d/ 
(maximum number: 54 (49-59) for /t/; 53 (50-57) for /d/). The absence of 
difference in contact area may be ascribed to some physical constraint such as 
the distance between the tongue body and the palate.

Medial Long /tt, dd/
The long dentals were not always characterized by larger areas of tongue

in

sound. For example, the maximum number of on-contact electrodes was
a range between 24 and 39

contact than their short counterpart. On the contrary, a dramatic decrease 
contact area was observed whenever the vowel /i/ occurred as the prece * 

- 3 reduced

from a range between 50 and 57 for /d/ to a range between 24 and 39 for ' 
The closure duration, however, remained rather unchanged throughout 
long and short lenis dentals (about 200 ms). A similar shift of contact pa*^ teru*

was seen for the fortis pairs /t/ and /tt/, too. j py
By contrast, the long dentals following the vowel /a/ were characteriz

longer closure durations, i.e., about 260 ms vs. 190 ms for /tt/ vs. /t/ j j 
ms vs. 100 ms for /dd/ vs. /d/. And the lengthening simultaneously 49) 
trend to enlarge contact areas, as was given by the maximum numbers 40 ( 
vs. 36 (32-43) for /tt/ vs. /t/ and 33 (29-38) vs. 30 (25-36) for /dd/ vs. /d/'

deu
in

Was the tenseness, then, preserved in the articulation of the long ' 
spite of the peculiar tongue gesture in the /i_/ context? Comparison "Jin
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sa№ phonetic context showed that the answer was affirmative. The fortes were 
jilway5 distinct in terms of both longer closure durations (about 260 ms for /lA/-, 
200 nis for /dd/) and more on-contact electrodes of the maximum patterns 
(maximum number: 41 (34-49) for /tt/; 33 (24-39) for /dd/).

The results obtained with the long dentals show that the duration of closure 
and the size of contact are controllable independently in the process of the 
dental stop articulation. Nevertheless, these two variables are always correlated 
as to the fortis/lenis distinction. A similar observation concerning the qualita­
tive manifestation of consonantal tenseness has been reported in the case of 
Japanese /t/ vs. /d/.<> Our observation, of course, is quite limited in the num­
ber of subjects and vowel environment, but it clearly shows that /t/ is opposed 
to /d/ also by a larger area of tongue contact.
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A Complex Acoustic-phonetic Description of Word Stress

Mary Regina Smith
University of Connecticut

The stress of English words, such as the noun and verb forms of “subject” 
is complexly related to the fundamental frequency contours and ratios of the 
durations and peak amplitudes associated with the first and the second vowels 
in the word (Fry, 1955; Lehiste, 1970). However, not all words with the same 
stress pattern have the same ratios or contour, nor can the contrasting patterns 
always be distinguished by these physical dimensions. This suggests that a more 
complex physical dimension may be better correlated with the perceived word 
stress.

The ratio of the power (duration X intensity) of each syllable has been
observed with speech (Lieberman, 1960) and non-speech stimuli (Stevens, Sandel, 
and House, 1962), but there are complex effects associated with this dimension 
also. If listeners used the power of each component to judge stress patterns.
they did not use a simple ratio evaluated as greater or less than one (or 0 dB)
to make their reports. This suggests either 1) that a different method of 
evaluating the ratio (including a different critical point) is required, or 2) that 
a different physical dimension would be more appropriate.

These issues were studied by analysizing productions of words for which it 
was known that the duration ratios and the peak amplitude ratios would not

phonetically long vowel , î/distinguish the stress patterns. In such words, a phonetically long vowel , S'/ 
was paired with a phonetically short vowel /1/, so that the vocalic power and 
duration were influenced by vowel quality, syllable position, stress pattern and
speech rate.

The stimuli were four nonsense words formed by inserting the two pairings
of the vowels /1/ and /y/ in the consonantal frame /s__ds__d/ and assigning
stress either to the first or the second syllable. An adult native speaker of 
American English repeated each word several times at a tempo of one token 
every 750 milliseconds. The duration and sum of the squares of the amplitu(ie^ 
of the vocalic portions of the signals were determined from the waveforms of 
eight tokens of each word sampled at 10 kHz with the PCM system at Haskins 
Laboratories. Mean acoustic measurements of each word as a function of stressLaboratories. Mean acoustic measurements of each word
pattern and stressed vowel are given in Table I.

The duration ratios for each segmental sequence are not distinct as a fuO^ 
tion of stress (p > .3); rather, the differences reflect the sequence of vowels. This
IS consistent with Fry’s findings.

The total power of the vowels in the word is independent of the strcs® 
totalpattern (p > .1) and of the segmental sequence (p > .7). However, the

670
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Table I. Mean acoustic measurements (N = 8)

Duration Ratio Total Power Power Ratio Intensity Ratio

(VI/V2)

Siimului 
/'sids^d/

IS

/sid'ST'i/
/'sjclsid/
/sTil'sid/ .

.52 

.41
1. 14
.94

(V1+V2)
(dB) 
87.9
87.6
87.7
88. 4

(dB) 
- .88 
-6. 60

8. 10 
-1.39

(dB) 
2. 16

-2.81
7.45

-1. 04

Normalized 
Intensity 

Ratio*
(X10*’-5)

2. 66
.09
.96
. 11

* The unit is an inverse power scale, such as I/watts.

power does reflect the quality of the stressed vowel (p < .05). This power is 
partitioned between the vowels such that the ratio is ^eater for stress on the 
first syllable than for stress on the second syllable for a given segmental sequence. 
However, the stressed vowel is not always the vowel with the greater power. 
Comparing the power ratio to 0 dB is not useful, as the results of Stevens, et 
al., had suggested.

The ratios based on the intensity (average power) of the vowels are more 
useful. They show a significant effect of stress pattern (p < .05). Further, the 
intensity ratios reflect the quality of the stressed vowel when the first syllable 
is stressed (p < .001), but not when the second syllable is stressed (p > .6). The 
stressed vowel always has a greater average power than the unstressed vowel.
regardless of syllable position. Position has a greater effect on the relative
intensity of a phonetically long stressed vowel than on 
short stressed vowel.

that of a phonetically

The differences in the intensity ratios are associated with the effects of both 
the stress patterns and the vowels. To eliminate some of the variance associated
with the different vowels, a normalized intensity ratio was tested. This is the 
ratio of the intensities normalized for the total power of both vowels. Since the 
total power is associated with the quality of the stressed vowel, independent of 
position, such a normalizing term should make the intensity ratio reflect the 
stress pattern more clearly. This is the effect that the normalization has on the 
^herances produced at this tempo. Stress patterns are significantly different
(P < -01) and, as with the intensity ratios, there is no effect of the stressed vowel
Quality on the ratio of words stressed on the second syllable, (p > .5). (Since 

nnrmai:,„,i __ • , „ . r , • ___ J■formalized expression also reflects the effects of the vowels, an improved
orinalizing term is being sought.)

As
fvord an alternative normalizing term, the total duration of the vowels in each

used with the intensity ratio. (This new ratio reflects the rate of 
(j. ■-he average power ratio.) However, this expression is not different

the simple ratio of duration for distinguishing the stress patterns. It is
fr,
’'^•ated IS

to the order of the vowels in the word.
Q I hus, there is a

low the power in the signal is partitioned among the component vowels and
useful acoustic description of stress patterns that is based
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modified by the stress pattern. The normalized term is not to be evaluate,) 
against a particular set point, but against a language-specific critical point 
stressed disyllables. The same results are seen with rate-governed utteraiicej 
with additional vowels at other tempos by other speakers. From that work, j, 
appears that the normalizing term must be modified to accommodate a wide 
range of vocal effort (including differences in rate and loudness) and the.dif. 
ferences in inherent length and intensity of the vowels.

In this work, I have explored answers to four questions with reference to 
stress: 1) what linguistic units should guide the analyses of the speech signal- 
2) what acoustic dimensions should be examined; 3) what expression the meas­
urements should fit into; and 4) how the expression should be evaluated. The 
results of this acoustic study point to the use of vowels to locate the portions 
of the signal whose average power is to be assessed, normalized and expressed 
as a ratio. This ratio is to be evaluated relative to a critical point. In this 
scheme, words with different segpnental composition but the same stress pattern 
are related by similar ratios relative to the critical point. The contrasting stress 
patterns of any segmental sequence have ratios on opposite sides of the critical 
point. The variation in the observed ratios is related to the phonetic quality
of the component vowels. Such a view of the acoustic-phonetic description of
English word stress gives phonetic reality to the claims in metrical and genera­
tive phonological theories of the importance of segmental and relational infor­
mation in the description of word stress.
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Electro-Palatographic Study of Japanese Intervocalic /r/

Michiko M. Sudo, Hirohide Yoshioka, Shigeru Kiritani 
and Masayuki Sawashima

Research Institute of Logopedics and Phoniatrics, University of Tokyo

ZnirodMChon
It is generally said that Japanese /r/ in initial position is a sort of weak 

stop, while intervocalic /r/ is realized as a tap or flap. In addition to this flap­
like quality, it has been pointed out that vowel environments exert a great 
influence on the phonetic quality of this consonant. These observations have 
been mainly based on subjective introspection. In the field of experimental 
phonetics, however, there have been a few studies on the articulation of /r/, 
such as Shibata (1968) and Miyawaki (1972), which employ electro-palatography. 
These experimental studies are one step toward the investigation of the arti­
culation of /r/, though they only study some /r/s in limited vowel environ­
ments. Therefore, we decided to investigate the dynamics of the palato-lingual 
contact during the articulation of Japanese intervocalic /r/ using electro- 
palatography (Kiritani et al., 1977).

Method

linguistic materials used in this study consisted of intervocalic /r/ in 
® the twenty-five possible vowel environments of Japanese. Meaningless words 

the form /VirVjVirVj/ (Vj, ¥,=!, e, a, o, u) were embedded in a carrier 
sent№ce of the form /Sorewa desu/; or It is

'VO native Japanese speakers of Tokyo dialect served as
'eport 2 54-year-old male. Neither of themWas

subjects. Subject

Th speaking disabilities.
■aie subjects were told to produce the sentences at a c__ 2___ ' ’ , '
For words with a flat accent. They repeated the text ten times,

^ach subject, twenty tokens of /r/ in each vowel environment were selected 
analyzed

rate

and

'Vas
Th,le

sub
Of

comfortable speaking

, artificial palates used in this study had sixty-three electrodes. The data 
, eu in a computer connected to a portable palatograph unit. When the 

read a‘Jects
one-.

text and pushed the control button after each utterance, data
■second duration was stored in the computer.

1

a

the
In
t ’''Ost articulations of /t/, the contact proceeds posterio-anteriorly along 

" ridge. Figure 1 shows examples of the contact pattern sequences ob-
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tained during the articulation of /ere/ and /ara/ for Subject 1. In this 
the upper part of each pattern corresponds to the anterior portion of the palate 
and the lower part to the posterior portion. The small dots show the position 
of the sixty-three electrodes, and the blackened dots represent on-contact 
electrodes. The number beside the upper right-hand corner of each pattern 
gives the frame number. In the example of /ere/ shown in the upper half of 
Figure 1, the contact proceeds posterio-anteriorly and reaches the maximum

1I
«re, 
late

contact pattern in frame 12, which shows the largest number of on-electrodes 
during the articulation of /r/. This type of contact can be seen in the case of 
stop consonants.

In addition to the type of contact pattern of /r/ described above, there is 
another type in which the contact first occurs at the anterior portion of the
palate. The lower half of Figure 1 shows an example of the contact pattern
obtained during the articulation of /ara/ for the same subject. In this example, 
the contact occurs at the anterior portion as shown in the pattern of frame 15, 
and frame 16 shows the appearance of the contact at the lateral edge. This 
second type of contact pattern was observed especially in an /a/ or /o/ environ­
ment. There were fourteen /ara/s of this type out of twenty repetitions and 
thirteen /aro/s. Also, /■âxç./, /ox-d./, /oro/ and /aru/ showed more than 25% 
occurrences of this type of contact pattern.

The utterances of Subject 2 also show both types of contact pattern ex­
plained above. In Subject 2’s utterances, the frequency of the occurrence of the 
second type of contact pattern showing a kind of lateral articulation was lower 
than in those of Subject 1. However, /ara/, /ari/, /ori/, /uri/ and /oro/ 
showed more than 25% occurrences of this type of contact pattern for Subject 2.

Thus, there are two types of contact pattern in the production of /r/. In 
both cases, however, the contact first disappears from the central region in the

~»S' 13

/ ereere/

■ »x 14

5 16

/araara/

Fig. I Examples of contact pattern sequences obtained during 
the articulation of /ere/ and (Subject 1).
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jjjerior portion of the palate, and continues to disappear in a backward direc-

Table 1 shows the average number of on-electrodes in the maximum contact

P'

patterns of twenty tokens for all the vowel environments. The /r/s which were 
Preceded and/or followed by a high-front vowel /i/ took the widest area, while 
the environment of the low-back vowel /a/ resulted in a narrowing of the area. 
Examination of the contact pattern of individual tokens revealed that in some 
cases the electrodes at the lateral edge showed off-contact, while those in the 
anterior portion of the palate showed on-contact. The pattern with on-contact 
electrodes in the anterior portion and an absence of those at the lateral ridge
was observed in the second type of contact pattern.

So far we have seen a significant difference in the contact patterns resulting 
from different vowel environments. Table 2 shows the frequency of the occur­
rence of complete closure during the articulation of /r/ in all the vowel environ­
ments. The presence of complete closure is defined as either when all the

Table 1 The average number of on-electrodes in the maximum contact patterns
of 20 tokens for each vowel environment. In the table, Vj is the

(Subj. 1)
preceding vowel and Vj the following vowel. 

(Subj. 2)

V,
V,

Total Vj
V, I

j Total 
t

e 
a 
u 
o

39
31
29
31
35

35
24
22
27
30

33
23
17
21
25

33
24
19
25
27

37
24
22
28
31

-----------.i________ ____  _____ ___  _____
Total i 165 138 119 128 142 |

177
126
109
132
148

692

e 
a 
o 
u

35
27
25
25
27

29
20
18
19
21

22
14
16
14
14

21
15
17
17
18

20
19 j
19 I
20

134
96
95
94

100

Total ■ 139 107 80 88 105 i 519

I
I
! * e a o u e a o u

I
I !

i

Table 2 The frequency of the occurrence of complete closure for 20 tokens.
(Subj. 1) (Subj. 2)

V,
V.

I

e a o ; i Total '1
e

1

a o

I
---- . Total 
u '

L
e 
a 
o 
u

18
15
19
19
12

17
14
19
20
16

20
16
2
9

12

19
12
6

15
14

16
15 I
19 I
20
16

I

90
72
65
83
70

i:

/^otal 83 86 59 66
j

86 I 380

ii
li

e 
a 
o 
u I

15
11
6
5
9

13
8
4
8

10

14
0 
6
0 
0

8
0
5
3

10

12
9

10

14

I

i

62
28
31
23
43

i! Total i 46 43 20 26 52 L. 187

J
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electrodes of any one line along the teeth ridge show contact or when the cor. 
responding electrode of a neighboring line shows contact in spite of the presencç 
of an off-contact electrode in a certain line. As shown in the table, closure is 
not always attained during the articulation of /r/. Especially in the /a/ and 
/o/ environments, the frequency of the occurrence of closure is low; while /r/j 

followed by /i/ attain closure most frequently.preceded or

COf.
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On the Chu People, the Chu Dialect anti the 
Chu Phonemic System

Yan Xue-qun*
Huazhong Institute of Technology, China

There exist in the history of China and the Chinese history of literature 
the so-called Chu people, the Chu dialect and the Chu phonemic system of 
which neither head nor tail has ever been made. However, from our recent 
investigations into the origin, the pedigree and migration of the Chu people, 
it has been established that they have long since merged with the many branches 
of the Han people, once also called the Hua (Xia) people, and become part of 
them. And, judging from the descriptions of the Chu dialect made in ancient 
historical records and literature written in Chinese, such as “Semantics and 
Etymology of the Chinese Language”, “Huainanzi” and “On Dialects”, it is now- 
known that the Chu dialect had the Chinese structure as its absolutely dominant 
component part which formed the surface layer. At the same time, part of the 
Chu vocabulary was either identical with or similar to the languages of the 
Zhuang and Tong or Miao and Yao nationalities which formed the base of the 
Chu dialect. It can therefore be asserted that the Chu people were originally

on the vast expanse of fertilean independent tribe from southern China living
land of the Yangtze and Han River as their base. In the early days, the valleys 
of the Yellow River, the Luo, the Yangtze and the Han Rivers were the sites 
where the culture of the Xia and Chu people got merged. The passage through 
which they communicated with each other was from the Wei River to Xiangyang 
Via the Wu Pass and along the Han River. The Chu people believed in witch- 
^aft which is an indication that it had absorbed the culture of the Shang 
^^yiasty (c. 16th-l 1th century B.C.). On the other hand, the migration of the 
cait*h reached the northeast of the Han River. Therefore, it

e said that the Chu people “had benefited from the three dynasties”. The 
br I people and their dialect have long since blended with the various 
sojj'^c of the Han people and refined Chinese. As for “The Poems and Folk- 
noth^ Chu” described in the history of the Chinese literature, they are 
The'p? poems and folksongs written in ancient Chinese and the Chu dialect, 
^na ’^’’Suage used by the literati and the officialdom of the Eastern Jin

A.D.) and the Southern Dynasties (420-589 A.D.), namely, the 
(^02-55y (420-479 A.D.), the Qi Dynasty (479-502 A.D.), the Liang Dynasty

‘ A.D.) and the Chen Dynasty (557-589 A.D.)

■'’’«cihnguislies.
Phonology Research.'«•ion f,„.

only a dialect differentwas

Vice President, the Chinese Linguistic Society. President, the Chinese
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le
from the refined language spoken in the Central Plains (comprising the and lower reaches of the Yellow River). With respect to the Chu ph^*^'^*' 

system, it was but a system of phonology different from that treated in 
It should be pointed out that the so-called Chu dialect mentioned in i’ 
dialects of Hubei Province has nothing in common with the ancient Chu r---------------- о --------------- uiaiert
since the inhabitants of Hubei are mostly from Shaanxi, Henan, Shanxi, Anh •
Gansu and Sichuan provinces. Both the people and their language are d’ 
ferent from those here discussed and it would be fantastic talk mixing them *

«Р-



Aposteriori Consonants in Inner Speech

M. P. R. van den Broecke and I. Stoop'’ 
University of Utrecht

1. Introduction
Experimental attempts which try to answer the question whether human 

speech is perceived in terms of distinctive features, and if so which features in 
what relation can be demonstrated, have been very numerous, (cf. van den 
Broecke, 1976). They consist mostly of nonsense stimuli presented under adverse 
conditions.

1.

O

The features discussed in most studies may be of two different types: 
a priori features. The experimenter decides which features (e.g. voice, 
nasality) he wants to examine. The conclusions obtained will inform him 
what the relation betw’een the F’s is in term of perceptual salience. A typical 
study of tlais kind is Miller and Nicely (1955).
a posteriori features. The experimenter makes no a priori claims about the 
number and nature of the features supposedly operative in the process of 
perception, but performs a multidimensional scaling technique on the con­
fusions obtained, which will yield a representation of the stimuli in an n-
dimensional space. Subsequently, an attempt is made at reduction of the
number of dimensions involved, and at an interpretation in phonetic terms 
of the dimensions finally obtained. The features thus obtained are called 
aposteriori features.
It is evident that the second method, if leading to interpretable results, is 

•upeiior to the first method since it does not require specific assumption except 
e assumption on the part of the experimenter that some form of feature 

nalysis may take place in the process of speech perception.
raised against the classical way of obtaining confusions

’c often consist of reducing the signal to noise ratio of the stimulus pres- 
• Predictably, speech sounds of a noisy spectral composition, such as voice- 

noisç niore affected by a spectrally similar masker such as white

’°gical^ suffer from this drawback, a more realistic insight into the psycho- 
^®^>ld fC'itures, and therefore about their degree of independence

«nted.
’ess fri

e g. nasals or liquids. If confusions between stimuli could be obtained

pre;
The obtained. The experiment reported here tries to achieve this aim. 

hypothesis can be formulated that similarity judgments on visually
•dented in J •

‘»nu internally generated speech sounds (cf. Sokolov’s ‘inner speech’.
D,

ioi, data
•he Advancement of Pure Research.

theory, Leyden University, Research supported by (he Netherlands Organi-

679
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1968), in our case Dutch consonants, are based on a number of perceptual dim
sions which is smaller than the number of consonants presented. These dim^^'
sions will be called perceptual F’s and are expected to have some coiresponden**
with F’s arrived at by other means. ®

a
The above question has been answered in van den Broecke (1976) usin 

nonmetric scaling technique. The purpose of the present experiment, in which 
the same data were subjected to a different, viz. metric scaling technique is 
determine whether this different technique is more suitable than the nonnie’tr' 
one to reveal structure in the available data.

2. Method
To test the above hypothesis, visual stimuli, needed to generate internal 

sounds, were composed of pairs of the following 16 Dutch consonants- 
pdtdkvszxlrhmnijw . Unfamiliar symbols (viz. 1]) were explained to 80 naive 

Ss who participated in the experiment.
All 128 possible pairs plus 32 repeats were given to the Ss in random order, 

both as regards the sequence within the pair and the composition of the list. 
Ss w'ere asked to rate each pair on a 10-point scale in terms of similarity between 
the members of each pair, as internally generated. This resulted in 12800 judg­
ments, expressed as a number between 1 and 10.

These data were subjected to two types of multidimensional scaling tech­
niques, viz. Minissa (nonmetric, c.f. Roskam and Lingoes, 1970) and SMACOF- 
lA (metric, c.f. Stoop, Heiser and de Leeuw, 1981).
2.1. Metric vs. nonmetric scaling

Though metric scaling imposes much more severe restrictions, the configu­
rations resulting from metric and nonmetric scaling are often similar. The stress 
of the latter, informally defined as the degree of mismatch between the actual 
differences between the objects and their distances in the spatial configuration 
found in the analysis, will, however, be much smaller.

3. Results
2 (metric)

the fricatives /v, x, w, s, z/ form a group in the centre. The plosives /p, t,

The results are displayed for the first 3 dimensions in Fig. 1 and 
and Fig. 3 and 4 (nonmetric). It will be noted that the two solutions in Fig^- 
1 and 3 have a great deal in common, and are both very well interpretable 
terms of phonetic categories: the nasals /m, n, ij/ form a clear subgroup, us 
the liquids /1, r/ in the upper and lower left region respectively. In both fig*ui^ 
the fricatives /v, x, w, s, z/ form a group in the centre. The plosives /p, t, k, b, 
cluster in the top right corner, and the back consonants /h, k, are group 
at the top centre. The labials /b, p, v, w/ are somewhat problematic, especia 
in the nonmetric configuration, where the /d/ intrudes. In the metric soluti 
the very close proximity of Dutch /v/ and /w/ seems convincing.

solutio”The voiced/voiceless opposition manifests itself in the nonmetric — 
as a clear and constant distance along the first dimension. In the metric so 
tion, this opposition cannot be retrieved. Summarizing, a comparison bets' Jk-ee'*
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the metric and the nonmetric solution for the first two dimensions is rather 
inconclusive as regards the superiority of one of the analyses over the other.

When we incorporate the third dimension into our comparison, cf. Figures 
2 and 4, the picture changes to some extent: the voice feature is now clearly 
captured in both analyses as a constant distance along the third dimension. The 
nasals and liquids remain clear subgroups in the metric solution, but merge in 
the nonmetric one. Labials cluster very evidently metrically, whereas they cannot 
be retrieved nonmetrically. The other subgroups mentioned remain distinguish­
able in both types of analysis. Apart from labiability and backness, no further 
place features can be recovered in either analysis.

Thus it can be concluded that for the data analyzed both types of scaling 
find an optimal solution at three dimensions. For the first two dimensions, there 
is no clear preference for either approach, but when the third dimension is 
included, the metric solution seems somewhat better interpretable than the non 
metric one.
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Paedomorphosis and Language Evolution

Bernard H. Bichakjian 
Katholieke L’niversiteit, Nijmegen

The theory of evolution
Since Darwin and especially since the elaboration of the synthetic theory 

in the thirties, the common view had been that organisms evolved through the 
interaction oi random mutations and the guiding control of natural selection, 

new generation of evolutionaryThis view is now partially contested. A
biologists is arguing in favor of the existence of “a tendency within organisms 
to change in the direction of greater complexity and greater adaptability"
(Henig, 1982:17). This view is not entirely new; it has been voiced throughout 
this century and before, but it seems to gather momentum and genetic evidence 
is beginning to accumulate (Gould, 1977:405-8).

In the case of man, Gould argues that evolution is the result of a 
retardation process. When its growth is slowed down, a creature is able to 
retain its juvenile features into adulthood and to phase out the later-acquired 
characteristics, which are less advantageous. In concrete terms, this essentially 
means the retention of fetal growth rate of the brain and the expansion of our 
period of plasticity. Man thus acquired a brain that is large enough in absolute 
size, and, among the larger brains, the one that is the largest in relation to the
size of the body. In addition to this biological potential for intelligence, man 
has extended his period of learning over some twenty years and, at a somewhat 
liifferent rate, to the onset of senility. These essential human characteristics 
are not, according to the latest theory, the result of random mutations but of 

continuous slowing down of our maturation process. Biologically this is 
achieved by the action of regulatory genes. The retention of juvenile features 
g '■^hed paedomorphosis. Today’s adult has the shape—not the size—his
’“cestor had
2,

as a child or as an embryo.
Paedomorphosis and language evolution 

planation
’«ion

I1

I
1

II

(I
1

I

I

theory of biological evolution is 1 believe important for the 
of linguistic events. Since paedomorphosis is the result of the

of'^tic regulatory genes, and since these genes are said to hold back our 
ic development, we can expect the action of regulatory genes to affect all 

’Peak etural genes, including those that are responsible for our ability to 
acquire languages. Although the period of possible observation 

human language should also be paedomorphic.

our

is

there be no misunderstanding. Paedomorphosis is not infantilism, 
mar. ___ TT______  . . 1

J
tiot an infantile ape. Humans have retained, developed and 

-«a.,.
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brain, which is our best asset, lakewise, modern languages are not In<J 
European babytalk, but it will be argued that these languages have evoly ° 
by retaining and expanding the earlier-acquired features and by eliniinati^^ 
those that appeared in a later stage of linguistic development.

2.1. The evolution of Indo-European languages
When we take an overall view of the evolution of Indo-European languages 

we realize that, although they all evolved in their own particular ways, and 
at their own individual rates, the general direction was always the same. Here 
are a few changes that illustrate that direction.

Phonologically, languages have displayed a general propensity to eliminate 
complex sounds. The satem languages eliminated the labio-velars, and the 
centum branch, with the exception of a few Romance languages, has also 
reached that end result. Laryngeals, and glottalized stops if there were, have 
completely disappeared, and aspirates are confined to the modern Indo-Aryan 
languages and Eastern Armenian. The elimination of phonemic vowel length 
has been gradual, but the trend is unmistakable.

The evolution of morphology is also proceeding in one general direction. 
The dual has practically disappeared, and declensions are steadily losing 
ground. Aspect is confined to the Slavic languages. The optative survives in 
isolated cases, while the subjunctive is being absorbed by the newly-created 
conditional.

In syntax, there are two overriding evolutionary changes. Within a clause, 
word order is taking away from flectional markers the task of indicating gram­
matical function, and in complex sentences subordination has come to replace 
correlation.

As the exceptions listed above indicate, these changes are not truly universal 
within the Indo-European languages—nor do they need to be—yet it cannot 
be denied that these languages have all evolved in the general direction charte 
by these changes. Geographic expansion does speed up the rate, while closed-io 
environments stifle it. In periods of political stability and blossoming culture» 
attempts are made to stop the clock and even turn it back. (In the sixteen 
century, French grammarians, for instance, tried to endow their language
a

fac‘

riiiury, rreiitii graiiiiiiaiiaiib, lui umaiiec» uicu w v
“classical” morphology and prosodists urged the introduction of vowel leng^^^^ 

Conversely, periods of social upheaval unleash the natural forces. These 
nevertheless, modalities, and they should not distract from the essential 
that all Indo-European languages have evolved and are evolving in the 
general direction.

2.2. Explaining the evolution of Indo-European languages 
' toThe direction taken by Indo-European languages is commonly said . 

from a synthetic to an analytical model. Such a statement has no exphi^a ;S no exp*«- jy 
it does not 

al’"'
power; it is just a description, and a partial one at that since it 
to the phonological data. I.et us see if the evolutionary changes indicated
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be explained, and not simply given a generic descriptive label.

2.2-h
The existing theories

ijiove

The changes listed above could be explained by claiming that languages 
towards greater simplicity. The thought is appealing, but it remains

specious
Economy

until we can define simplicity and discover what triggers the change, 
and the interplay between man’s communication needs and physical

^ertia provide some explanation for the onset of the process, but they also 
the difficulty, not to say the impossibility, of ranking linguisticstumble on
scale of physical strain. The pursuit of equilibrium seems alsofeatures on a

intellectually satisfying, but it is difficult to reconcile it with the observation 
that languages never stop evolving, and even if we accept the existence of a
situation like that of Sisyphus, language itself would have to seek its own 
equilibrium, and that is at best an empty metaphor. Of course we could con­
clude with Lass (1980) that explanations are not possible in linguistics, and 
devote ourselves to taxonomy, but I believe an adequate explanation can be 
found.

2.2.2. Paedomorphosis and the evolution of Indo-European languages
If we consider the chronology of the acquisition of the linguistic features 

that have by and large disappeared and compare it to that of the features that 
have survived or were created to replace the outgoing ones, we immediately 
see that the ones that have been phased out would have been acquired late, and 
the ones that have been created are derived from features that appear early
in child language.

Vowel quality is acquired before vowel length. Palatal affricates appear 
early; labio-velars are produced very late. Voiced consonants appear earlier 

a*i glottalized stops. Fricatives are mastered before aspirates. Demonstratives 
and their begotten articles become part of child language long before declen- 
j^nms are assimilated. The future and the conditional clearly precede the 
SV and. the optative. I do not know when Russian children make a
i ^^icic distinction between perfective and imperfective verbs, but the French 

r ect appears in the course of the third year and is mastered at the be- 
nig of the next. We cannot tell of course when a Roman child was ableSitini

to Use

a

constructions such as UT sementem feceris, ITA metes. Was it later thanthe . ucnons such as u i sementem jecerzs, ITA metes. Was it later than 
oi subordinate clauses? Perhaps. The observation of children 

day ^oite modern languages where correlatives still exist should give us some 
6ramj„ *''i'''e answer. What is sure is that the use of word order to indicate 
(Fqj , function precedes the lengthy process of acquiring declensions 
^973 ‘Chronology of the acquisition of these features, see Burling 1973, Chao

'uitive answer. What is sure is that the use of word order to indicate
function precedes the lengthy process of acquiring declensions

Ginnekc...........
^966 and Velten 1943).

in fnrmo

en 1917, Gregoire 1937-47, Leopold 1947, Ruke-Dravina 1973,

' information concerning the acquisition of some Indo-European 
fhat have generally disappeared remains wanting, the data available
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at the present time clearly show that languages have evolved through a pr^^, 
whereby the early-acquired features have expanded and gradually replg* 
those tliat required more time to master. This process, which is characteri^^ 
of human evolution as a whole is the direct result of the retardation affe 
by our regulatory genes. *

2.2.3. The child’s role

In the paedomorphic conception of language evolution, the child is not

■ess

por.trayed as an imperfect learner of adult language, but as one who creates as he 
learns (cf. Jakobson, 1968:14). Confronted with the difficulty of learning k an^ 
k'“, the child will probably first pronounce a t instead of the k. Later he will
gradually try to velarize that t, which he knows stands for a k. That slightly 
posterior t will come to take the shape of a dental or palatal affricate (Sikorskiy 
1899:155). At that time, or at an ulterior stage he might try to produce a
ft.“ If his efforts yield a plain velar, he will have created in his intermediate
language an opposition between a tentative dental or palatal affricate and a 
somewhat delabialized labio-velar. Later he will acquire the adult opposition, 
but, with the regulatory genes slowing down the language acquisition process, 
children of successive generations will have more and more time to consolidate 
the dental or palatal affricate versus plain velar opposition and less and less 
time to acquire the set of plain and labialized velars. Eventually the latter set 
will be excluded from the acquisition process, and the language will have
evolved.

Now, it is a known fact since Jakobson (1968), that features are universally
acquired at about the same time. Therefore children experience the same 
difficulties, but the substitutions they make can vary. Confronted with the 

acquisition of k and /t® a child may replace k'" not by a delabialized velar bn’ 
by a develarized labial. Such a substitution would eventually lead to the

opposition k vs p. This evolution took place in Osco-Umbrian, while the

process described above explains the changes that occurred in French.
The child plays, therefore, an important role. He creates easier, tho*]»

acquireequally adequate, alternatives for features that are more difficult to 
(The difficulty parameter is provided by the chronology of acquisition.) 
because children have a certain margin for choosing their alternatives, 
because they give themselves the liberty of tackling difficulties in the

pii'

an*

•tier

they wish, the late-acquired linguistic features evolve in a different way 
at a different rate. This explains why all Indo-European languages ate 
alike and at the same time why they evolve in the same general direction-

,dan*
IlO'

3. A remaining question
The evolution of language is therefore a genetically controlled 

Paedomorphosis will occur as long as our regulatory genes exert a retard 
action on the activity of our structural genes, which are responsible fo’ 
somatic development and our acquisition of language. For language thi® 1

long as our regulatory genes exert a ret,

acquisition of language. For language th»®

L
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аme-'*”,
out 
in 'the

continuing process of expanding earlier-acquired features and phasing 
late comers. The evidence shows that this process has been at work 
Indo-European languages. It remains to be seen whether a parallel 

in the other families of human languages. If such a parallel is found, 
] eve the theory of paedomorphosis Avill provide the historical linguist with

Jn efficient research paradigm because it can explain, 
why languages evolve1)

2) why languages evolve the way tliey do 
how evolutionary changes are initiated.

Furthermore, this theory integrates the evolution of language with the evolu-

tion of Man.
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The Tocharian Accent

Giuliano Bonfante
•Atcademia dei Lince!, Roma

From the point of view of accent Tocharian (both A and B) has a stron»], 
msive accent on the penult. But there are some remainders of theintensive accent on

European quantity. 
The results of a stress accent are everywhere the same; the stressed syllahj

(or rather vowel) becomes long and is articulated with a particular energ( 
while the other vowels (both pretonic and post-tonic) weaken and frequentk
disappear. English is a very good example of this.

I shall give some examples of the accent on the penult. The Sanskrit word« 
which have entered into Tocharian frequently lengthen the penult, whil, 
proves that the Tocharian accent fell on that syllable (in Sanskrit the syllable 
was short):

Sanskrit Ganga :
Sanskrit artka:
Sanskrit Kiindala:
Sanskrit sraddha:
Sanskrit cakra:

Toch. A B Gang
Toch. B ärth
Toch. B kontal
Toch. A sraddhe
Toch. A cäkrä, B (äkkdr

As can be seen, the final vowel usually falls, because of the intensive sires-
of the penult.

Sometimes the lengthening of the penult can
paring the word with other Indo-European languages. While we have (as - 
natural) the Indo-European length preserved in words like A mdcar ‘mothei'i 
B mdcer, we have A pdcar ‘father’, B pacer, A ckdcar ‘daughter’, B 
where all other Indo-European languages have a short penult.; Greek 
Lat. pater, English father, Indo-Aryan pita (with*a); Gr. Oufar-qp, Indo-AL 
dithitd (in the other languages the short *,? falls: English daughter). A 
example of the fall of both the pretonic and the post-tonic vowels is

Morphological n-Epenthesis in Sanskrit

Brent de Chene
Tsuda College. Tokyo

When a phonological change or sequence of changes gives rise to a situa-
tion in which zero in semantically basic or unmarked morphological categories 
alternates with a non-null element X in non-basic categories, the typical out-
come is a morphologically conditioned epenthesis rule. Such an alternation
between zero and X will be handled by an epenthesis rule rather than a deletion 
rule because of the established tendency for speakers to take as morpho-
phonemically basic the allomorph of
the most basic or unmarked combination of morphological categories

an alternating morpheme that occurs in

(Kuryfowicz 1968, Vennemann 1972). The epenthesis rule will in general be 
morphologically conditioned simply because in general there will be no purely 
phonological characterization of that set of zeros that alternate with X.

This paper will discuss three morphological n-epenthesis rules of the 
Sanskrit declensional system. The historical origins of the rules will be con­
sidered first, but more attention will be devoted to what they suggest concern­
ing the relative advantages of a proportion-based and a rule-based approach
to morphological change. On the one hand, a rule-based account will clarify 
f situation that has resisted explanation in terms of a purely proportional 
approach. On the other hand, it will be argued that morphological rules must 
e allowed to be conditioned not only by properties of stem forms but by

be discovered only by co№ Properties of surface inflected forms—in the case considered here, by properties 
(TPS While we have fas it' ° the semantirallv iinrriQvVori V»1 n O 11 3 fZS m J Z «-k 2 —«has ' ®^™3ntically unmarked nominative singular. This surface conditioning 

effect of incornoratme- into rule-based aemiints /st mnrnlmlntnr', 1 z-ri-ivirTiatjjg . incorporating into rule-based accounts of morphological change 
pro ‘point of contact between paradigms’ that is central to traditional 
’^^Pproch°"^^ of morphological change. It is claimed, then, that a

notion

between the two approaches is indicated.

I

Toch. A spül: Gr, Kstpalrj
For the protonic syllable cf. e.g. satwarah I'oclh»'^'In some cases (both in the penult and in the other syllables) the 

long vowel is an I.E. heritage: so e.g. the first sing. A-mdr which corresp
(with the addition of an -r at the end) to Greek ¿leud-fjav (where an 
added, as in other cases); Toch. A B md: Gr. /07; B /i(i = Lt. qud. Io

io"‘' 
-y 
t-a*

1.
an 
the 
be 
the

Before vowel-initial........ .— endings, Sanskrit neuter i- and «-stem nouns display 
present only rarely in the earliest texts, but comes to be 

fo/;" classical period. The source of the rule that inserts this n can’^nle i
found

like B jaendre = Gat. iienere we do not know whether the long d is a» 
heritage or a Tocharian innovation. The same is true for the verbal
-ziö- (B kärstiämar etc.) which may well correspond to Gr. Safivaai.

1.»
si''

Si«'-
"^th

uper paradigm of the subclass of neuter n-stems that, because of
Sievers’ Law (see, e.g., Debrunner and Wackernagel 1930:268), 

n apparent full grade of the n-suffix throughout the paradigm. Below 
®?ngular paradigms of brdhma(n)- ’prayer’ and madhu- ‘honey’, with 
>er forms (without n) and later forms (with „) shown for the latter:

n.a.
I.

bráhma 
bráhmaná mádhvá

madhu 
mádhuná

I

1 688



690 Section 6: Historical

D.
Ab.G.

L.

brahmane 
brâhmanas 
brahmani 
brahman/brahma

madhve 
madhvas

Linguistic

madhune 
madhunas

mâdho/mâdhavi/mâdhâu mâdhuni 
mâdhu/mâdhi0

in oblique cases.

In the paradigm of bràhmaÇn)-, phonologically conditioned variation in 
realization of syllabic n led to a situation in which zero in the semantically 
basic nominative singular alternated with n in oblique cases. Subsequently 
the semantically basic form was taken as morphophonemically basic, and thé
n of the oblique cases, formerly stem-final, was reinterpreted as epenthetic. At 
the point in time when the epenthesis rule applied only in (former) n-stem 
paradigms like that of brdhma(n')-, it could be written as (1) below:

■ + neuf
(1) 0^n/ H-syll ____+ [VX]

¿-low Case

Generalization of rule (1) takes the form of loss of the feature specification 
[+low]. After generalization, n is inserted not only at the end of neuter stems 
ending in a, but also at the end of stems ending in i, u, and Rule (1) as 
written has a defect, however. It will incorrectly insert n into certain forms 
of neuter thematic stems. The dative singular of asyam ‘mouth’, for instance, 
is asyaya, presumably from /asyi+ya/, and the locative singular is dsyi, clearly 
from /asya+i/. We will not attempt to remedy this defect in rule (1) at this 
time, but will return to it below in section 2.

The ttvo remaining n-epenthesis rules we will discuss are rules (2) and (3) 
below:

(2) 0^n/ (s) + [i1 Case
(3) 0-n/___ (C) + [X] Strong Case

(in participles and comparatives)

Rule (2) supplies the n that appears from the Vedic period on in the nominative 
accusative plural of all varieties of neuters except for those with stop-h^^ 
stems—specifically, in thematic neuters and neuter 5-stems as well as in n-steffl* 
and i- and u-stems. Like rule (1), rule (2) originates in the n-stem paradig®’ 
we will not discuss here the reason for its divergence from rule (1). Rule ( /’ 
on the other hand, supplies the n that appears in all strong cases of 
paradigm of the perfect participle in -vas- and of comparatives in -ytw-: 
rule has its origin in the paradigm of adjectival and specifically particip* 
formations in -nt-, where the alternation of zero in the weak stem with n in 

of 9

ial

strong stem is the phonologically regular reflex of the older alternation 
with en. Finally, we must mention a lengthening rule that applies in stro 
cases before stem-final n or n followed by stem-final s; in particular, this r** 
applies to all forms that receive n by rules (2) and (3):

(4) V->[ + long]/____n(s) + [X]
Strong Case

is
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Having introduced the three n-epenthesis rules (l)-(3) and the lengthening
jnd briefly considered the historical origins of the n-epenthesis rules.

ebene

rule (4)
let US

jiow turn to the implications of these rules concerning the relative 
of proportion-based and rule-based accounts of morphologicaltaffCS propui LlUll-U«x:>CU. aiivi luic-udocM. avvMuixuo v/r inux

qqie first point to be made concerns the perfect participle in -vas- and 
^^^”omparatives in -yas- and the fact that accounting for the nasal that appears 
^^their paradigm by rule (3) and for the long vowel that accompanies that 

jjy j-ule (4) offers a way out of a problem that has worried earlier writers 
the subject. Trying to find an analogical model that would account for 

both the nasal and the long vowel of these paradigms at once, Debrunner and 
VVackernagel (1930:294), for instance, were led reluctantly to conclude that the 
only possible candidate was the adjective mahat— mahdnt- ‘great’, whose strong 

shows both the nasal and the vowel length: the proportion they set up

3<

ni
on

stem 
was ■.mahat-: mahänt-:: -yas-: -yäns-. This situation constitutes a clear case in
which a rule-based model of morphological change is necessary for an adequate
understanding of the facts and in which exclusive reliance on a proportional 
model will preclude that understanding.

Proponents of the proportion as a descriptive device, however, have em-
phasized its value in calling attention to the pre-existing similarity or ‘point 
of contact’ between one paradigm and another that often provides at least a 
partial explanation for why a rule appropriate to the first paradigm has been 
generalized to the second (see, e.g., Jeffers 1975). Let us consider this question
of the motivation for generalization of 
attention to rule (1) above.

a morphological rule with particular

Rule (1), it will be remembered, provides the n’s of the paradigms of 
hrd/iffia and mddhu.
epenthetic n

A proportion-based description of the extension of
from the first paradigm to the second would write, for instance.

rdhma : brdhmand :: mddhu : mddhund and would point explicitly or implicit- 
y to the coincidence of zero ending in the nominative-accusative singular as 
point of contact between the two paradigms and thus as a factor encouraging 

Vv' of rule (1) from one to the other (see, e.g., Debrunner and
thh*" 1930:133). In fact, it would seem that without consideration of

point of contact, it is impossible to understand why rule (1) was generalized
neuter i- and Kllf ♦-l-xzi'»««-» ♦••z« c>1-»zmi1z1

a
the

1930:133). In fact, it would seem that without consideration of

Psrad^^^^' M-stems but not to neuter thematic stems. Why should the 

‘he tnadAu- have been remodeled after the paradigm of hrdhma- while
‘loin’ remained unaffected unless it

noT*'^^ a-sya-, i.e. asydm, has a non-zero desinence? Remember-
tv that the version of rule ('ll elven above was defective precisely in

the
was precisely because the

^Pplv”"^ version of rule (1) given above
to revP^ '^correctly to thematic neuters, ________ ___  __  __

allowing it to be conditioned by the form of the nominative- 
rather than by the stem form. The original version cannot 

stojjj ° between brdhma and asydm, since it makes reference only to the
’ W the
(!').

we must conclude that the only way

stem in both cases ends in a. Instead of rule (1), then, we need
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O') ___ + [V^]case
’ + syll

Condition : unmarked case-form"has the shape j} Y —long
.4-low t

A final observation that must be made with respect to rule (1') is that th 
spread of this rule is a classic illustration of the dictum that a morphologi^j 
change is typically the outcome of multiple pressures rather than the effect of 
a single cause. Rule (2), which is older than rule (!'), overlaps in effect with 
the latter, and was plausibly a factor in encouraging its spread (see Debrunner 
and Wackernagel 1930:132; the same may be said of the relationship of rule 
(2) to rule (3)). The pre-existing presence of epenthetic n in the genitive plural 
of i- and u-sterns, which dates from Indo-Iranian times, is another factor that 
may have encouraged the spread of (!')• A third factor of this sort concerns 
the instrumental singular. Apart from the genitive plural, in which epenthetic 
n appears in all three genders, the instrumental singular of ¿-stems and u-stems 
is unique in displaying epenthetic n in masculine as well as in neuter forms. 
Further, these n-forms appear early, comprising about half of the relevant 
instrumental singulars in the Rig-Veda (Debrunner and Wackernagel 1930:147), 
and do not favor neuters over masculines. Influence from the thematic instru­
mental singular -ena, even better established in the Rig-Veda (eight out of every 
nine cases, according to Whitney (1889:112)), seems unmistakeable, perhaps 
in conjunction with influence from the pronominal declension that is generally 
acknowledged to be the source of that thematic ending. Rule (!') is the natural 
outcome of a situation in which zero in the semantically basic nominative- 
accusative singular alternates with n in oblique cases with vowel-initial end­
ings. The generalization of rule (1'), however, must be seen as the outcome of 

multiple pressures.
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Towards a History of the Sulawesi Languages

Isidore Dyen
Yale University

The language groupings of Sulawesi can be stated as follows:
1. The Bugic Subfamily in the southwest peninsula with these members:

Makassarese, Buginese, Mandar, and Sa’dan.
2. The Bareic grouping, probably a subfamily, which includes a large

number of speech types immediately related to Bare’e, to be found in the 
central bulge of Sulawesi, in its central eastern peninsula, in its southeastern 
peninsula and the islands of Muna and Buton, and in the Togian Islands in 
Tomini Bay.

3. The Loinangic grouping consisting of Bobongko in the Togian Islands; 
Loinang and Balantak in the eastern peninsula, and Banggai in the Banggai 
Islands.

4. The Tominic languages or speech types in the western portion of the 
northern peninsula.

5. The so-called Philippinic languages of Sulawesi in the eastern portion
of the northern peninsula. These consist of the following groupings: 
Gorontalese, Bolaang-Mongondow, Minahasic, and Sangiric.

Mills (1975) has given the evidence for the Bugic subfamily under the name 
of South Sulawesi. Sneddon (1970) has given the evidence for Minahasic. J. 
Noorduyn (1981) proposed that Gorontalese and Bolaang-Mongondow constitute 
® discrete subgroup which I call Gorontalic. The available evidence supports 
seating the Bareic members 

the Tominic 
hoi-

a

as constituting a separate subgroup. The position
languages must be left indeterminate for lack of evidence. The 

seem to go more closely together with each other and with 
-• but the interrelationships can not be further specified as yet.

. ” paper I will address two problems. The first is the relationship

®areic.

het,
is Philippinic languages and the Philippine languages. The second
of th" between all of the languages of Sulawesi with the languages

® Philinni • - - - - —a hyn ^^' ’Ppines and those of western Indonesia. There is reason to propose 
the that the Sulawesi languages belong together at the same level as

tiuites the West Indonesian languages with the Philippine lan- 
This hypothesis implies that there was a proto-language—here calledwas a

-'Speronesian—which gave rise not only to all of the languages of the 
‘ also to some extra-Sulawesi language groups. Such a classification 

‘difficult to avoid concluding that Sulawesi had been the center 
r ution for the West Indonesian and Philippine languages.

‘-^statistically there appears to be a chain from the Philippine lan-
1.‘-«Xi.

693
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guages to the West Indonesian languages that goes through Sulawesi. The 
in this, chain are as follows: links

Gorontalic—Philippine 
Philippine—Sangir 
Sangir—T ontemboan 
T ontemboan—Bare’e 
Bare’e—Bugic 
Bugic—Malay

about 30% 
about 30%

27.7%
26.0% 

about 30% 
about 30%

The weakest links appear to be between Tontemboan and Sangir and be 
tween Tontemboan and Bare’e, though the weakness appears to be minor 
Furthermore the weakness of the Bare’e link to the north may ultimately be 
dissipated when the Loinangic languages are introduced into comparison. On 
the other hand it is worth noting that Bare’e appears to form part of the 
northern boundary of a number of traits which it shares with Bugic and/or 
West Indonesian languages.

These traits are (1) the use of immediately proclitic pronouns with the 
verb, not found (with one minor exception) in North Sulawesi or Philippine 
languages, though it is found in East Indonesian languages and elsewhere; 
(2) the -ka and -aka suffixes which seem to correspond to Malay -kan, not found 
in Bugic, the North Sulawesi languages, or the Philippine languages; (3) the 
merger of the third person singular enclitic pronoun with the plural, a change 
which can hardly be dissociated from the rise of the so-called «¿¿-passive of 
Malay and Javanese, the ri-passive of Buginese, the /-passive of Ngaju, and 
perhaps also the ni-passive of Makassarese.

Loinang, Balantak, and Banggai of the Loinangic languages exhibit 
cognates of Malay -kan, and Loinang and Banggai have proclitic pronouns. 
These features suggest a closer relationship with Bare’e and Bugic rather than 
with any North Sulawesi language, thus agreeing with generally held hy­
potheses.

betweenFurthermore the cognate set for ‘nine’ presents an obvious tie 
Philippine languages and the North Sulawesi languages. Certain Manobo 
speech types exhibit a metathesis of PAN siwa (to *siaw: Ilianen, Western
Bukidnon siyaw, Kalamansig Cotabato siyow (Reid 110). This metathesis als®
appears in Tontemboan, Bolaang-mongondow siow and Sangil siaw.

There are thus two family-tree diagrams for Hesperonesian that have to 
considered. One reflects the chain and the other divides the languages into 
branches: (1) Gorontalic, Philippine, Sangiric, Minahasic and (2) Bareic, Bn 
West Indonesian. In either classification the Loinangic and Tominic 
guages remain to be fitted in when sufficient evidence becomes available.

Evidence for the chain hypothesis can be found in the cognate sets 
exclusively distributed over languages that would belong to different braO 
in the two-branch hypothesis. Many such cognate sets can be presented, 
I will present here, because of limitations of space, samples of only two tyr

be
two

lan-



a

I-
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both 
samp

17 cognate pairs from about 55 with a

the

characterized by lacking a Philippine cognate as far as I know. The first
le has 17 cognate pairs from about 55 with a Tontemboan cognate and

p j-eic cognate, the Tontemboan cognate being cited first and followed by
Bareic cognate:
wangltir, Bar(e’e) bangke ‘big’; wowoq. Bar bobp ‘mute’; wurotok ‘flea’, 
wuroto, buroto ‘k. of mosquito’; aqmba. Bar omba ‘burn’; ensong. Bar 

eu ‘push away’; inta ‘let’s go’. Bar inta ‘come onl’; langkaq. Bar mo-langka 
from a tilted vessel’; lener ‘calm, flat (of sea)’. Bar lene ‘flat, level’; noqo. 

Bar noo ‘dirt from cleaning (house, land)’; ngongo. Bar -ngongo ‘pull lips 
crooked’; palan ‘hinder, block’. Bar palo ‘stopper, plug, door’; rangkang, Bar 
rangka ‘dry branches’; rica ‘to nauseate’. Bar rika ‘nauseated’; sawal, Bar sawa 
‘substitute’; talas ‘to buy’. Bar tolo ‘to exchange’; tuqul ‘to name’. Bar toqo 
‘name’; rangan. Bar janga ‘span’.

Bar

Similarly I list 7 pairs from about 30 cognate sets with a Tontemboan 
cognate (cited first) and a West Indonesian cognate (immediately following). 
In this group care was taken to avoid pairs that might be suspected of resulting 
from a borrowing from Malay:

kambil ‘grasp, seize’, Mal(ay) ambil ‘take’; woqso, Mal bocor ‘leaky’; kuniq 
‘yellow’, Mal kunit ‘turmeric’; rere, Mal lidi ‘frond midrib’; sangir. Old Javanese 
sangir ‘to whet’; sowor ‘grow well’, Mal subur ‘rapid growth, fertile’; waya ‘only, 
air, Javanese Wae ‘only’.

Similar collections, varying in size, can be made for Sangirese and Gorontalic.
Because of the restrictions in space I can
will do so in

not present the evidence here, but
a later publication.

If the numbers in such cognate lists are significantly larger than is to be
expected under the two-branch hypothesis which unites Tontemboan with the 
Philippine languages, then those numbers militate against the two-branch 
■“ypothesis. Unfortunately there is no way of determining the size of a critical 
number, so that the decision can only be made impressionistically.

This method was first applied by Meillet (1922; cf. ch. 1). It is not without 
’^’sks, for the addition of a new cognate to a set can nullify the value of the 
Set. The method is best used in a well-worked field like Indo-European; its 

in Austronesian where not all of the languages are well-studied entails a 
^^ater risk that the collection will suffer significant attrition. It should not 
n'v^ver be overlooked that additional conforming sets may yet appear, 

th when the method is used in conjunction with lexicostatistics,
*^he possible disadvantage—hardly noticeable here—that the same 

being used twice for the same purpose. Despite the draw- 
tippin regard the evidence of these cognate sets

rnay be being used twice for the same

balance in favor of the chain hypothesis.
as (provisionally)
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Towards a Diachronie Theory of Ijo Gender

Charles E. W. Jeriewari
University of Port Harcourt, Nigeria

of the interesting features of Ijp, aOne of tne iniercsuiig icaiuio ui ijv, <t Niger-Congo language cluster, is 
its possession of a gender system that involves both animateness and sex. The 

tem which shows considerable dialectal variation, distinguishes, in its least 
developed form, the categories human/non-human, on the one hand, and 
feminine/non-feminine, on the other; and in its most developed form the
categories human/non-human (or animate/inanimate, with animate distinguish­
ing human and non-human) and feminine/masculine/neuter. Animate nouns 
are nouns which refer to human beings, animals and supernatural beings; 
inanimate nouns include all other entities. Feminine nouns are nouns which 
refer to female human beings; masculine nouns are those which refer to male 
human beings and all animals (including the female); neuter includes nouns 
which refer to inanimate entities or human beings whose sex is unknown or 
ignored. In some varieties of Ijp, the system involves a ‘dual-dichotomy’ system 
of classification (i.e., it starts off with two primary dichotomies) such that certain 
entities that are distinguished in one part of the system are grouped together 
in the other. The gender distinctions manifest themselves in pronominal
reference, (definite) article agreement, and demonstrative agreement.

These facts about Ijp gender are often inaccurately reported in the current 
linguistic literature. For example, Gregersen (Language in Africa: An Intro­
ductory Survey, 1977:52) speaks of Ijo as a language with only three gender 
passes: masculine-feminine-inanimate; and Greenberg (‘How Does a Language 
. ®*l“ire Gender Markers ?', 1978:77) reports that Brass (=Nembe) Ijp has 
^ticles which distinguish masculine, feminine and neuter in the singular and 

the same distinction in pronominal reference, but without agreement in 
e noun phrase’. Thus, the paper aims, first, to present

^Cscrmtirvr* ___ «T. V.,» V
, -r 1_______ ■ 1 t an adequate synchronic

j of gender in Ijp. Beyond this, and with greater focus, the paperjp. 7 *AX -JJV« UIIIO) aiiu. niui gA^,aLVX Xk/VC*O, Vixv.

'sates the historical evolution of the phenomenon in the language cluster.
J inter alia, the following points.

corrgj gender system is essentially a natural one (with a high degree of 
“"'on between the actual linguistic classification of the nouns of the

1.
1 I

and 
®^Pects

a classification based on semantic properties), which in certain 
has evolved into a grammatical system.
There is a general tendency towards masculinization in the system.

Citibe ' • occurs in its most conservative and elaborate form in the
hialect, although part of the complexity of the Nembe system is the

2.
3,

innovation. A graphic representation of the system (comprising five

697
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gender classes) is given in Fig. 1, and the exponents in the following table

I

I

Animateness system
—Human

Sex-gender system
— Feminine —

Masculine

—Non-human Neuter
Fig. 1 Gender classification in Nembe

(In both Figs. 1 and 2 the linking lines show the only possible combinations 
of features between the two systems.)

Exponents of the Nembe gender system

SINGULAR PLURAL

co 
O

Vi

Human 
feminine

masculine

neuter

Non-human 
masculine

neuter

to

3 o c o

1.) ■33 
s.

*3 3

ibó

ain

n t-
*3

ará

ori

ori

an¡

ani

g 
x o

Ckc

má

bei

nt!

bei

mi

-ma

-bei

-mj

•bel

-mi

3 o
S

a

co

3 o3 o

(/) 3 O w 
go 
a

é 
‘x o 
£

3 
0
S

S

ara, 
bo

owei
•?9

bo

wei

ye

ein eni

ará

mein -mein ongu

mamá -ma yai

má

It is to be noted that in Ijp the demonstratives are 
the articles and personal pronouns.
4.

diachronically relate^^

There are other Ijp, dialects, besides Nembe, that have
classes. Of particular interest is Kalahari. In this dialect, the system

five gender 
based

and inaniina^on animateness makes a primary distinction between animate
with animate dividing into human and non-human, as in Fig. 2. It is prop®* 
that the animate/inanimate distinction found in Kalahari (and some ot-
dialects) is an innovation.

ol,ther

o o
o o

a

ó

ó

c 2O w

Q

U

á

c
Cu 
c

O

<

I
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^nimaieness system Sex-gender system

__Animate

—Human Feminine —

—Non-human Masculine

__ Inanimate ------------------------------------- Neuter
Fig. 2 Gender classification in Kalahari

5 Some of the syntactic changes in Ijo gender appear to be minimization 
of allomorphy and phonetic merging, and this is clearly illustrated in Bump. 
Bpmp has a masc/fem/neut distinction in the articles (bei/mo~mu~mi/mi), 
masc/fem/neut in the pronouns (eri, o-/ara, ani — a/ann— anj, pbp, amjni), 
masc/non-masc in the distal demonstratives (eri/ani) and in the proximal 

: demonstratives (bei/mi).
► 6. Some of the gender markers perform other interesting functions in the

morphosyntax of Ijp. For example, in Kalahari four kinship concepts: ‘father’
‘mother’, ‘husband’, and ‘wife’ are each expressed by a short form and a long

I form, the latter being composed of the short form plus bp ‘person, one (human)’. 
I The short and long forms of these kinship expressions are used in different 
/ contexts: the short form occurs immediately after a singular possessive qualifier 

which refers to a specific individual; the long form occurs elsewhere.
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The reduction of optionality in language change

S. J. Keyser and W. O’Neil 
Massachusetts Institute of Technology

1. On the basis of our examination of relevant data, we are able to 
motivate three successive rule systems which characterize the early modern 
English plural morphology; namely, those of John Hart, Richard Hodges, and 
Mather Flint.2 We present those systems here—it being the earliest. Hart’s sys, 
tern first:

(1) Hart’s system (ca. 1550-1570)
1. Underlying form for plural, genitive, and third person singular: /s/ 
2. Underlying form for regular past tense and participle: /d/
3. Epenthesis Rule

■ + cor

0->t/
OC strid 
occont 
+ high 

, + syll

/a>l—ft r + cor I.
\ ' * [occontj *

If then obligatory; otherwise optional
4. Plural Voicing Rule (optional)

[ - voice] ->[+voice] /[+voice] #—#]„oun/verb
5. Past Tense Voicing Assimilation Rule 

[ + voice] -> [ - voice] / [ - voice] #—|]
The next system to summarize is that of Richard Hodges:

(2) Hodges’ system (ca. 1630-1650)
1. Underlying form for plural and genitive: /s/
2. Underlying form for regular past tense and participle: /d/; under 

lying form for third person singular: Izj
3. Epenthesis Rule

-Hcor
0—>■*/ ocstrid ----

oc cont
** L<x cont J *

4. Plural Voicing Rule (optional)
[—voice]->[+voice]/[+voice] #—#]

5. Verb Voicing Assimilation Rule
[+voice] —> [—voice] / [—voice] #—#]

noun

verb

1) The following material is abstracted from Keyser and O’Neil (ms.), Chapter S- J.
2) For a summary of the relevant data, see Keyser and O’Neil (1980) and (ms.), 

There are differences between the analyses given in these two places because of some sugg
summary of the relevant data,

of Lauren Cowles, who brought to our
with respect to the various plural endings found in his work.

attention the systematicity in Hart’s orthographic pfac“'jce»
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we summarize Flint, whose system is essentially that of modern

, o NeO 

Finally-

701

Eog'dish:
(3)

Flint’s system (1706)

1
Underlying form for plural and genitive: /z/;
underlying form for third person singular: /z/

2 Underlying form for regular past tense: /d/
3 Epenthesis Rule: the same as (2) 3, above
4. Voicing Assimilation

2.

[4-voice]-»[-voice]/[-voice] | — # 

Historical Development of the Three Systems.
now consider a comparison of these three rule systems in order to under- 

tand the historical progression which they follow. In particular, we show that 
each subsequent system exhibits modifications consistent with the view that 
honological change takes place in such a fashion as to minimize optionality 

and maximize simplicity. Indeed, the historical changes which we observe sug­
gest that an appropriate evaluation metric would view the elimination of 
optionality as a contribution to a phonology’s simplification just as the elimina­
tion of features from rules contributes to simplification.

To begin with. Hart’s morphology makes a division among plural, genitive, 
third person singular, and past tense morphemes in a way which distinguishes 
it from modern English. Consequently, a single rule of voicing assimilation af­
fecting all of these morphemes is not possible in Hart. In order to treat the 
voicing phenomena as an example of ordinary assimilation, it is necessary to
specify the nominal and third person singular morphemes as underlyingly voice- 

• less while the past tense morpheme is underlyingly voiced. The optional Plural
Voicing Rule in Hart’s grammar would, then, appear to be a likely place for 
simplification, given the theoretical framework being developed here.® It may 
not be immediately obvious that simplification has taken place in Hodges’ 
grammar at this point. Such is, in fact, the case. Note that in Hodges the
^oicing assimilation rules are divided in a way which differs from that in Hart. 
*0 Dartiniio» ___ . ____________ _ ____ • .1 ., -1 • ,oh Hodges’ grammar re-categorizes the third person singular mor-
_ c so that it as well as the past tense morpheme is underlyingly voiced, 

statement of the voicing assimilation rules to be simplified by

Hodges as
*nis

Thi:

morphological information required; namely, the rules are stated

»nd

applying in one case only to nouns and in the other only to verbs, 
'vas not possible in Hart where the Plural Voicing rule applied to nouns 

while the Voicing Assimilation rule was restricted to verbs.
Qw might that change have come about? Recall that in Hart the Plural

^Oti,& Hart's grammar is also simplified through the loss of an optional part of the
* Rule according to which the syllabic form of the plural ending could be optionally 

the as copy, enemy, etc. (Note that here and throughout this paper, we often
^''••tive‘plural’ to refer to the full set of inflectional phenomena under discussion; plural, 

■ third person singular, past tense and past participial forms.)

* °— —•••> — ...%»»., voxKZMgAt 1.A1V ail M|/i.iMiiai ^ai k vi iiiv

according to which the syllabic form of the plural ending could be optionally

11
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tic,

Voicing rule is, in fact, a collapsed rule which contains two subparts. The
firstsubpart afreets assimilation in nominal forms and the second subpart in verk 

forms. Because the featural characterization of the rules is identical for ' *'^othmorphological classes, the rule must be collapsed as in (1,4) above. Let us 
pose, however, that the optional status of each of these subparts is subject 
independent change of status. In particular, let us suppose that the optiong*i 
label attached to that subpart of rule (1.4) which applies to verbs is changed 
obligatory. The effect of this will be to produce a grammar in which the th'grammar in which the third 
person singular morpheme will no longer be subject to free variation.
voicing property is totally predictable in terms of the preceding segment.

We represent this change as follows:
(4) Post-Hart Assimilation Rules

Its

a. Plural Voicing Rule (optional)
[-voice]voice]/[+voice] j] — #], 

b. Plural Voicing Rule
[—voice]^[-t-voice]/ [+voice] # — #]

I noun

c. Past Tense Voicing Assimilation Rule
verb

[+voice]voice]/[—voice] # — #]I verb
We take (4) to represent an adult innovation in Hart’s grammar. However,
(4) is not an optimal grammar and a child faced with constructing a grammar 
on the basis of the output of (4) would, in conformity with principles of simpli­
city, acquire the grammar represented in (2); i.e. Hodges’ grammar. Let us 
consider why this is so.

Notice that Hart’s Past Tense Voicing Assimilation Rule (repeated in (4c) 
above) is an obligatory rule which is restricted to verbal environments. Given 
this rule, however, it is possible to eliminate (4b) from the Post-Hart grammar 
and still derive the same output. The mechanism for achieving this simplifica­
tion is to reanalyze the third person singular ending /s/ as /z/.

Once again we find that the shift of a rule from optional to obligatory status 
has resulted in the simplification of a grammar. Note, however, that Hodges 
grammar still contains an optional remnant of Hart’s grammar; viz., the pos 
sibility of having a voiceless plural ending attached to a noun that ends m 
voiced segment. We might expect that this would be the next point of changé 
if reduction of optionality were highly valued in historical change. Ass»*®®
that such innovation was made. This would give us the following set of as-

similation rules, once again representing an adult innovation:
(5) Post-Hodges Assimilation Rules

a. Plural Voicing Rule
[ —voice]—>[+voice]/[ +voice] # — #] 

b. Verb Voicing Assimilation Rule
I noun

[+voice]->[—voice]/[—voice] # — #]„rb
As before, this grammar is not an optimal one. That is, it is possible to

siinP^‘^1

it by eliminating (5a). The mechanism for doing is the same as before; r*a
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underlying plural morphme /s/ is reanalyzed as /z/. Thus, the Verb
Assimilation Rule is generalized. When we come to Flint, we see that

V'oieitiS 
this g .

• with the third person singular morphemejiist
grammar has arisen. The underlying plural morpheme has been col- 

’ so that all three morphemesJ J tnc Lilina

underlyingly voiced and therefore subject to 
jjon -’ifhruit pxcpiition. In the grammar <

the same rule of voicing as-
without exception. In the grammar of Flint, therefore, the set of

assimilation 
logical shapes

rules has been reduced to one and the set of underlying morpho-
has been reduced to two, both voiced.

3. Conclusion

InIn previously published research, we have Shown that the Epenthesis Rule of 
Modern English came into the language from Old French through Anglo-Nor­
man We saw that as a result of the contact between the two languages, English 
spread its genitive to the Anglo-Norman vocabulary while the latter spread in­
organic e to English, thereby paving the way for the generalization of the Epen­
thesis Rule throughout the entire language.

I
A consequence of this merger of two systems was the large scale introduction 

of optionality into the grammar. This is particularly clear in Chaucer whose 
verse shows a great deal of free variation in the application of the Epenthesis 
Rule. The facts of the merger provided a ready mechanism for the elimination 
of this optionality. Thus, from the very beginning the noun plural and the 
regular past tense morphology overlapped at the point of the Epenthesis Rule. 
These morphemes were kept apart because of differences in voicing which re­
quired different voicing assimilation rules. However, the highly valued character 
associated with minimizing optionality and the inherent similarity of the as­
similation rules set off the chain of processes reviewed above.
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Irregular Sound Change Due to Frequency
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The notion of irregular sound change due to frequency is not new. It Would
be difficult for me to say who was the first to use this term, but in any case 
it was used as early as 1846 by Diez (1846:12), the founder of the comparative 

I

I

I 

[

1

I

grammar of Romance languages, who considered Fr. 5zre<Lat. senior as ‘durch 
häufigen Gebrauch verkürzt’. Some years later, the famous etymologist Pott 
(1852:315) stated that It. andare, Sp. andar, and Fr. aller derive from Lat 
ambuläre ‘mit zwar ungewöhnlichen, aber durch die Häufigkeit des Gebrauchs 
von diesem Worte gerechtfertigten Bubstabenwechseln’. Other linguists followed 
them. There is, however, an essential difference between the opinions of my 
predecessors and mine on this subject. Until now, irregular sound change due 
to frequency has been considered as something sporadic, affecting only the s 
vocabulary, whereas, to my mind, irregular sound change due to frequency, >£ 
which concerns also reductions in morphemes, especially in inflectional ones J 
(which are even more frequently used than words), is the third essential factor 1 
of linguistic evolution, in addition to regular sound change and analogical I 
development: in any text of any language, more or less one third of the words 9 
show an irregular sound change due to frequency. Here is the fragment of a I 
fable by La Fontaine, where all words which have undergone irregular sound 
change due to frequency are printed in italics:

Le Renard s’en saisit, et dit: Mon bon Monsieur, 
Apprenez que tout flatteur
Vit aux dépens de celui qui /’écoute. 
Cette leçon vaut bien un fromage, sans doute.
Le Corbeau honteux et confus 
Jura, mais un peu tard, qu’on ne

I

I’y prendrait plus.
Obviously, my explanation of irregularities in the words printed m
differs from the traditional. Among others, I think it is erroneous tollUlll LllC 11 aCllLlOlIctl. /\niOIlg OLllClo, 1 LIIJIIK lU 13 tiiwnvuu {flC
these irregularities by the lack of stress. Here is a small list where, on 
left, there are the existing forms and, — which son
be awaited if they were really unstressed:

the right, the forms which

illu7n mûrum 
illam mätrem

le mur 
la mère

illôrum filius > leur fils 
casam me > chez moi 
non cantat > ne chante

*illummûrum > *elmur > 
*illammatrem > *ellemère 
*illörumfilius > *e Hour fils 
*casammë > *chèsemoi 
*nöncantat > *nonchante

*eumuf

Â704
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meawt mâtrem > ma mère 
nostros patres > nos pères 
ego tremulô>je tremble 
dé ilium mûrum > du mur
ecce istum mûrum > ce mur

*meammatrem > *memère
*nostrôspatrés > *nôtrepères
*egotremulö > *étremble
*déillummürum > *delmur > *deumur
*ecceistummûrum > *écêmur

more deuils, see Manczak 1978.
brief, the theory of irregular sound change due to frequency can be

In follows. There is a synchronic law according to which thepresented as

often used. There is a kind of balance between the size of linguistic
elemerits which are more often used are smaller than those which

are less
elements and their frequency. Anyhow, the size of linguistic elements is not
suble. As
considerably 
shows:

result of regular sound change, the size of words may change 
as the comparison of some Old and New High German words

a

OHG üf (2 phonemes) > NHG auf (3 phonemes)—increase of 50%;
lera (4) > Lehre (4)—no change;
hros ('i) > Ross (3)—decrease of 25%;
sköni (5) > schön (3)—decrease of 40%.

Since the frequency of words is not stable either, it may happen that the 
balance between the size of a word, or of a morpheme, and its frequency is 
disturbed. If a word or a morpheme becomes too short in relation to its 
frequency it is replaced by a longer one. But if a linguistic element (i.e., a 
morpheme, word, or group of words) becomes too long in relation to its fre­
quency, it must be shortened, and then there are two possibilities: either a 
mechanical shortening (autobus > bus) or an irregular sound change due to 
frequency (master > mister, you are > you’re, Lat. canidbaf > Fr. chantait).

If irregular sound change due to frequency is far advanced, it consists of 
*be decay of one or more phonemes, e.g. God be with you > good-bye. How-

or 
in

'vith

^''sr, if the development due to frequency has just started, it may only consist 
® partial reduction of a phoneme, e.g.
(a) the long vowel undergoes a reduction: Goth, sunus shows a short 

L’ L although the vowel was long in Proto-Indo-European, cf. OI suntl-, 
• OCS synu.

' ) the degree of the vowel opening is subject to a reduction (a > e > i 
in OHG nemames nemumes, the vowel a narrowed to u, 

Stan Sten, to e;
} ' frte full vowel is changed into a reduced one: shall may be pronounced
('i) the

be -- nasal vowel is subject to denasalization: Pol. bfdzie ‘will be’ may 
^_®nounced with e instead of ₽

^be palatal consonant undergoes(e)
®x¡ve

pronoun -sja may be pronounced as [sa];
depalatalization: the Russiana
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(f) the voiceless consonant becomes voiced, the pronunciation of
consonant seeming to be easier: an irregular voicing occurs in the voi,

endin,

J
(plural, genitive, and 3rd pers. sing.) and in some very frequent words Uv '* 
„.i __ 11,. **eof, or the.

There are five criteria which allow us to recognize that irregular
^nunachange due to frequency is involved:

(1) If a frequency dictionary for „ j,___ _ __ j,__„„„ xv,, a given
exists, we may use it, since the majority of words showing an irregular cha”^ 
due to frequency belong to the thousand words most frequently used in 
given language. E.g. in French, the distribution of these words is as follows-^

a given language and for a given

First thousand 
Second thousand 
Third thousand 
Fourth thousand 
Fifth thousand 
Sixth thousand

99
9 
4
2
1 
0

For more details, see Manczak 1969:20. There can be no doubt that there is a 
connection between the irregularities in question and frequency, since v^= 
409.55 >11,07.

(2) In addition to irregular sound change due to frequency, there are 
other irregular sound changes, namely assimilations, dissimilations, metatheses, 
and expressive or overcorrect forms. These irregular sound changes arc char­
acterized by the fact that they occur in different words in different languages, 
e.g. an assimilation took place in Fr. chercher < cercher, a dissimilation in Ft. 
faible < flëbilem, a metathesis in Fr. troubler < *turbulâre, while h in Fr. herse
is expressive and y in Fr. chaise, overcorrect. However, in other Indo-European 
languages, it would be difficult to find a word meaning ‘to look for’ with an 
assimilation, a word meaning ‘weak’ with a dissimilation, a word meaning to 
trouble’ with a metathesis, a word meaning ‘harrow’ with an expressive phoneffl^ 
and a word meaning ‘chair’ whose form would be overcorrect. In other wor > 

assinai-there is no parallelism between the words showing irregular changes as 
lations, dissimilations, etc. in different languages, whereas irregular SOUfl*^

less in nearlychange due to frequency occurs in various languages more or 
which is explained by the fact that the most frequently used words are
the same in all languages. Some examples follow.

Ger. Herr shows an irregular reduction. The same is true for mistef 
bat-

master or sir (which derives from Fr. sire, also irregularly developed ।

senior), Fr. monsieur <. monseigneur, or Sp. don, being used alongside the 
but not quite regular dueño. Although the opinions on the etymology ® js
pan or Czech pan are not unanimous, it is unquestionable that these 

a longer form, as it is the case with Russ, barin, which h®®derive from
de­

veloped from bojarin.
Fr. frère < frâtrem (against pierre < pe tram) shows an irregular redu^nioi'
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UP if. Also irregular are Sp. /ray, jrey. Port, /rei. It. /rai’, fra. Common
*bra('>'i( majority of Slavic languages, cf. Russ. brat. Swed.

Lith. brolis a.Te not regular either.
mbulâre undergoes a reduction in Romance languages, cf. Fr. aller,

So. andar, Prov. ana, etc. The same applies to Common Germ.
cf. go, Ger. gehen, Dutch Dan. gd, etc. In the same way,

L, on Slav. *sidlu (>Russ. sei, Pol. szedi, etc.) exhibits an irregular 
. namely the occurrence of i instead of

Verbs denoting the act of speech often show an irregular sound change 
to frequency, cf. says, said, Lat. djo, inquam, Fr. parler. It. parlare, Roum.

*^^r5i etc. As a parallel to the disappearance of r in speak or OHG
behhan, one may quote the irregular development of Russ, govorit ‘speaks’, 

which, in dialects, is reduced to gryt > gyt.
If in a given language, a morpheme, word, or group of words occurs 

in a double form (regular and irregular), irregular sound change due to fre-

It.

e.
ri

quency is characterized by the fact that the irregular form is usually used 
more often than the regular one, e.g. the suffix -isk developed regularly into 
-ish and irregularly into -sh, and Welsh, Scot-ch, Fren-ch, Dut-ch, Man-x are 
used more frequently than Swed-ish or Dan-ish. This is similar in other West 
Germanic languages, cf. Ger. deut-sch but franzds-isch, italien-isch, Dutch 
Vlaam-s, Frans but Macedon-isch. An identical situation is found in the Scan­
dinavian languages, cf. Sw. svensk, tysk but jon-isk, arab-isk, Dan. dansk, 
norsk but bulgar-isk. The Germanic -isk also reached French, where, similarly. 
It had a double development: the irregular one in more frequently used forms 
of the type franff-ais and the regular one in less common foriris of the type 
Fran(-ois.

In the fragment of a piece by Molière, the
gular forms of the same origin is as follows:

frequency of regular and irre­

As 
(fo,

nnx < ad illos 
< ad illas

(íes <, de illas
(Íes dé illôs

< illam 
íes illôs 
íes <Z illas 
^^^e, m' <:,„é 
’^^essieurs < meos séniores 
^’’‘onsieur < meum seniore^n

one

Or

the 
(4)

a
'‘^edI k

4
1

14
8

52
22
30
46

4
6

à eux
à elles 
d’elles 
d’eux 
elle
eux 
elles 
moi 
messeigneitrs 
monseigneur

1

3
1

12
19

^^es, irregular forms are more frequent than their regular equivalents 
rest of this list, see Maiiczak 1969:22).
t irregular sound change due to frequency occurs within a paradigm 

I family, it may be recognized by the fact that only the more commonly 
are subject to it, while the forms used less frequently remain regular.

'vord
fo,
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When we consider Ger. haben, it appears that the forms in the sing, p^^^ 
which are more often used, are shortened (hast, hat), whereas the plural 
haben, habt are regular. As far as the relation of this verb to its
forms is concerned, one may compare the irregular E has, have, had

theregular behaves, behave, behaved. In French, ai, as, a, ont are irregular 
the less frequently used forms av-ons, av-ez are regular. A similar situaf"^^*'® 
observed in other Romance languages. '°*' ’’

In Gothic and in Old High German, the declension of the d-stem 
was of the following shape: noutijis

Sing.

Plur.

Nom.
Acc.
Gen.
Dat.
Nom.
Acc.
Gen.
Dat.

*-a

«
*-ят 
'-as

*-ai

*

*-as 
'-ans 
-dm

*-amis

Gothic 
g/fca + 
giba-F 
gíbós 
gibai 
gibos 
gibos 
gibó 
gibóm

Old High German 
gefca-F 
gefca-l- 
geba, gebu-}- 
geba, gebu-\- 
geba-[- 
geba-^- 
gebono 
gebom

As one knows, Indo-European *d and *d result in *d in Proto-Germanic. There­
fore, the development of the forms not marked by crosses is regular. In his­
torical grammars, this double development is accounted for by the existence
of the acute and the circumflex intonations in Proto-Indo-European. This
explanation gives the impression of an ad hoc explanation for two reasons: 
(a) the distribution of regular and irregular endings in Gothic differs con­
siderably from that of regular and irregular endings in Old High German, 
(b) everything indicates that the Balto-Slavic intonation arose independently 
of the Greek; therefore, there is no evidence that any intonation existed in 
Proto-Indo-European. For these reasons, the irregular endings of Gothic a 
OHG á-stem nouns are to be accounted for on the basis of their frequently’
which is proved by the fact that, both in Gothic and in Old High

c ,1 A sinc^the irregular development occurs in the more frequently used endings,
it is known that (a) the singular is used more often than the plural: (b) 
nominative and the accusative are used more often than the dative ann me uaiivi, 

frequently used 
nderwent an irj'^.o 
sineular tabul'<‘>

genitive. As a parallel, the fact may be cited that, in the 1 
nominative singular of the type tabul-a, the final vowel underwent an 
shortening, whereas, in the less frequently used ablative singular i-

~ ■ more examples, see Mahczak 1978 a. j
(5) If one compares two irregular sound changes due to frequency^^ 

linguistic atlas, the area of the more frequent form is larger than that 
less frequent one. In different languages, the infinitive suffix undeign*-’

old length was preserved. For io

irregular reduction, e.g. in English, where give is shortened whereas Ger.
is regular. The same applies to Romance, Slavic, and Baltic
(Martczak 1977:299). In a French text, the infinitive in -er occurs 101,

I I 
J
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jjd that in -oir 18 times. In the Atlas linguistique de France, I found
jV pot pronounced in the infinitives in -er in 291 villages, in the infinitives
.hat t QTlH in tllX* infinitiv#*C in .niT in oi/rk, ..UI...*... -.1___jjiati^ ” *' gg*villages, and in the infinitives in -oir in eight villages. In other 

./r in of dropping r in the frequent verbs of the type aller is larger 
’ *^^^of dropping r in the less frequent verbs of the type dormir, while 
^^of dropping r in the rare verbs of the type avoir is the smallest.

io
^ord«’
than

of dropping

the area 
The

quency 
enough

great advantage of the theory of irregular sound change due to fre- 
consists in the fact that its verification is very easy; a few days are 
for collecting necessary statistical data.
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I
The Indo-European Lexicon and its Usage as a 

Problem in Reconstruction

1
Wolfgang Meid

University of Innsbruck

It is a well-known fact that it is difficult, and in many cases impossible 
toestablish beyond doubt the IE terms for common concepts of the real and 

abstract world. This is so largely because the IE languages, which are the 
material basis for our attempts at reconstruction, only too often have different ■ 
terms for the same concept, or feature variants whose original semantic distinc­
tions we can no longer discern. Those parts of the universal IE vocabulary 
which it is possible to reconstruct beyond doubt are usually elements of the 
basic vocabulary, i.e. terms for concepts from man’s natural sphere, his environ­
ment and living conditions, which express fundamental experiences and insights, 
and whose “meaning” is constant for all members of the speech community.
This includes terms for man himself with respect to sex, kinship and age, terms 
for body parts and bodily functions, unmistakable phenomena and impressions
of inanimate nature such as “heaven” and “earth’ 'sun”, “moon” and “stars”; j
“fire” and “water”; “wind”, “rain”, “it is snowing”, “winter”, “cold”, “waring 
etc. To a certain extent it also includes elements of animate nature, such as
the names of wild and domesticated animals, and wild and cultivated plants.
though here changes in ecological and economic conditions may impair the 
constancy and universal validity of this section of the vocabulary. But “fish
and “bird” at least were fixed concepts in the minds of the Indo-Europeans. 
Further, the vocabulary which has survived proves that they knew and named 
the wolf and the bear, and that they had domesticated cattle, sheep and pig®- 

or all the laterLess certain, however, is whether the early Indo-Europeans, or a*- — - 
Indo-Europeans after the migrations, knew the beech, which does not occu
east of a line from Königsberg (Kaliningrad) to Odessa. . j

The question of the name of the beech leads us to the temporal and
aspect. This, in conjunction with the sociological aspect (socio-cultural 
ferences, e.g. so-called class differences which are reflected in usage), is 
sible for the greater part of language variation (i.e. variants on the sync 
level, language change on the diachronic axis). What the IE languages 
preserved of this original diasystem, is, as a result of a variety of acci e 
history, but a limited selection. To attempt to reconstruct the original

ha'C

refere’’

of 

lire

system out of these isolated reflexes would be an impossible task.

I
,aall*nllt* BM

.. . .. ...... “ .. J
The objective of IE linguistics is to reconstruct Proto-Indo-Europc**”’

thereby also to throw light on the prehistory of the individual IE lang
“-T-- ... _ T 1 - T- : . • , .1..1H

710
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the optimistic and sometimes naïve view that it is possible to reconstruct

’ ' ’ * -lies the illusion of the unified

711

I
”—or at least its basic feature;

r of IE- This illusion is fostered by the methods of comparison and 
reconstruction, whereby we compare only what is alike or very similar, 

i.Apar filtered out, assigned a hypothetical pre-form and projected back 
the proto-language, thus giving it a semblance of unity. But when we 

• 1 ide the differences, rather than explaining them away, we get alternative 
nstructions. And these diverging results of linear reconstructions indicate 

of synchronic irregularities and variations, or diachronic processes 
within the proto-language.

Everytliing we know about language tells us that irregularities can, and 
indeed must have existed at all times. And this is precisely what makes the 
reconstruction of IE (or of a branch of it, such as Germanic) so difficult, and

linear r
which
into

virtually impossible. For the proto-language was not the ideal unified system 
svhich we aim at, but a system of constants and variables, in which even the
constants (phonemic, morphemic, lexemic etc.) have only an ideal validity, and
variation or variability dominates in language behaviour, as a result of the 
ability of speakers to use language creatively. This built-in variability makes 
it impossible to reconstruct a system which is unequivocal in all details, and 
claims that this can be done are illusory. There is no “pure method” by means
of which one can objectively arrive at a "pure system”. What can be extra-
polated with some degree of certainty is basic typological patterns and trends 
of development, morpho-semantic categories, paradigmatic classes and similar 
broad structures; the small-scale pattern cannot be determined in detail, 
precisely because it was by nature variable. We can do no more than to re-
construct set-pieces of a diasystem. To group and arrange these into individual 
systems which mirror the spatial and temporal continuum which was Proto- 
n o-European is an attractive task, which however can only be tackled, by 
®eans of “internal reconstruction”, when the first stage of work has been 
completed. But- —- we are still a considerable distance away from such a step,

reakaway from the rigid reconstruction of the “Standard Model” of Indo- 
opean, largely dominated by Greek and Indo-Iranian, and a breakthrough 

about a differentiated picture of the proto-language can be 
of th*'^^ '''hen we start with Hittite, which can increasingly be seen to be one 

® hey languages for the reconstruction of IE.

Eun
Io insights about

Totnirr ° to the lexicon: The lexicon reflects the outer world through the 
. _ ^if 1 X, 1 ALT v.tIt . ..It . .. ..ТТТТ i V. t-.. . 1. .. ... 1 л J .л л л J л. _ _ ли. л л т. п и.а World view whichthus ''mw wnicn IS conditioned by knowledge and experience and
merei^ to change. To reconstruct a prehistoric lexicon is thus not
the ‘w ] *^t:tilt in itself, it also implies at the same time a hypothesis about 

which it expresses, that is its “semantics”. Today, for example, a 
that the ** tool made of iron. But an etymological analysis reveals
^'^titext hammer has survived a cultural change and that the original 
^tone”)'^^* Stone Age, in which the hammer was a stone tool (Slav, kamen-

is

h:i’Olin,

L 'ûni



712 Section 6: Historical Lin,1
The greater part of the lexicon does not remain constant over a long p 

of time, but is subject to variation, in form or in content. This holds for 
proto-language too, which cannot be thought of as a temporal and sn 
unity, for in it all kinds of sociological differences must have influenced 1

period
Ulç

the
the formation of concepts and their expression. In the daughter languages 
repertoire of the proto-language is further selected, modified, replenished 
renewed, often by means of building units (roots, morphemes) inherited 
the proto-language. The result is that the dividing lines between inherited 
forms and substances, and new formations from this material, but shaped b 
a different spirit, are often blurred when perceived from a later point in

One can assume a relatively unified, though not completely uniform ' use 
even 
ter­

of the lexicon (and language use in general) at the most for Early IE, and , 
then only if this was a linguistic unit small in number of speakers and 
ritorial extension, within which synchronic communication was in principle 
possible between any two speakers. In practice this will rarely have been the 
case, as public life is carried on in large groups, private life in small groups, 
which furthermore have an intimate sphere about which no communication 
takes place with the outside world. Intimate life, therefore, is not represented 
by a common norm of language use, but by linguistic habits of a special kind 
(jargons and group vocabulary, idiolectisms, individual use of language).

Communication in the broadest sense takes place only about important 
things, and this alone leads to the establishment of a language norm, which.
precisely by virtue of the important function it fulfills for the community, is 
passed on to successive generations. Things which are of purely individual 
interest and of no importance for the community, and which are only talked 
about by a narrow circle of people, are named ad hoc. These names are formed 
on the spur of the moment, with the means at hand, and within the context
of the given pragmatic situation. Linguistic traditions resulting from such

formations are usually short-lived and limited to a small radius; norms 
traditions of general validity do not derive from linguistic intercourse m
intimate sphere. This is why the vocabulary of “unimportant” things IS,

and
the 
to

being 
1 fact, 
many

all intents and purposes, inaccessible to "reconstruction”, for these are 
constantly renamed everywhere and at all times. Many things have, m 
no fixed name, but are named as the need arises. For example, the 
varieties of insects, grasses and herbs have no fixed nomenclature in the g 
language, for the very reason that most of them are unimportant and thu ,

11
not

the
hi'’i-e

preserved words from the intimate, family sphere, which have the

subjects for communication. To the extent that they can be impoi 
example, medicinal herbs), knowledge of them is restricted to expei 
strive to keep this very knowledge secret and communicate about it only 
themselves. This source too has contributed nothing or very little 
common linguistic tradition. Thus, wherever the individual IE language®

■ ed’ d*’* ,r 
be

being very old, it is likely that they derive from some group language or ÁWhen such material allows us to reconstruct forms, these are not to
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V-.

sidere' 
sociole^^^

■d valid for the common language, but for some unspecified dialect or

In the
of it-field of sexual affairs, privacy and intimacy are effectively protected

by ’he
principle of non-communication with outsiders. The appropriate lan-

- ® yjyaily of an affective nature, protected by taboo, thus remains within 
• ate and confidential sphere and does not penetrate into the general 

communication. It is only through “indiscretion”, or covertly, that 
read, and then only to a limited extent. Although this “intimate” 

it can sp largely to the category “unimportant”, or, rather, unsuitable.

guage,
the
stream

vocabulary
nteresting for communication, there are a number of exceptions: These are 

of a general status for sexual organs and functions. The importancesome terms
f these organs and functions for the life of each individual and above all for 

die propagation of society is generally recognized, so that communication about 
these biologically and sociologically relevant aspects of the sexual sphere is 
necessary and does indeed take place. This explains why it is precisely the
basic terms of this sphere that have been inherited and can thus be recon­
structed: IE *gen- “beget, give birth”, *eibh- “futuere”, *pesos “penis”,
olbhos “womb”. *(u;)ers- “inseminate” (adj. “male”), *dhe- “suck, give suck”
(adj. “female”) and others. As the relevant organs and functions are basically 
the same for man and the animals, the requirements of animal husbandry also 
contributed to the preservation of this vocabulary.

To conclude, let us say a word about the interdependence of the semantic 
structure of the vocabulary and word formation.

When we consider the lexical system of a language as a whole, it becomes 
clear that productive word formation and its products play a subordinate role. 
They serve to fill in and fill up the system en detail, also to replenish and 
restore it, whereas the fundamental positions of the system are filled by words 
oth™ ^ynchronically at least, are unmotivated, i.e. not dependent on any

Word, but which themselves form the basis of derivatives.
>nhe historical point of view, the “lexicon” of a language consists ofan historical point of view, the “lexicon” of a

words and loanwords, as well as recent formations, which are new_ . aiiu loan'
’'^placementsSource ' * words) made of the language’s formal re-

^s. 'Tfjg inherited words and loanwords are fully lexicalized elements of 
“^ary, whereas the products of productive word formation are am- 

long as they are potentially capable of being formed, they need 
'I’lentl fully-fledged members of the lexicon. However, they fre-

the
bi

The inherited words and loanwords

“valent:
"»t be

i y acquire.
- calledtan on

:ven if only temporarily—the status of a “coined” word which 
at will after repeated spontaneous formation and use, and

ajtçj

considered lexicalized. The creations of word formation can be 
“ cd as inherited words when the formal elements of which they are 

’’’herited; however, they are only in substance or inare i
hot type inherited.

gj**’Pare(j? ’hdividual lexemes. This must be kept in mind when languages are 
^Itt. bhr-ti “carrying, support”, Lat. fors, fortis “chance” and OHG 

irth are not “inherited words”, but rather independent new forma-
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’ So

tions based on the inherited productivity of i«-forraations in the individi 
languages. In other words, just as •bhr-ti was a possible formation in IE, 
it still was in the individual IE languages, as is indicated by the varying mean, 
ings, in each case based on the verb. Only at some later stage the word became 
lexicalized in the individual languages, either because the method of formation 
was no longer productive (e.g. German Geburt}, or because the connection with 
the verb is no longer transparent (Lat. fors). For IE, however, a word *bh^.ti 
itself cannot be postulated, but only the possibility of its formation; that it 
actually was formed, is proven by the fact that the process is repeated into 
the period of the individual languages.

In future investigations of the vocabulary of IE it will be necessary not
just to reconstruct the lexemes of the proto-language on the basis of the words 
attested in the individual IE languages, but also to establish, by observing 
attested productive mechanisms, what words could have been formed, and were 
thus potentially available.
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pie Funktion des Optativs in abhängigen Aussagesätzen
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-Z

E Schwyzer (Griechische Grammatik II. 334) vertritt folgende allgemein 
verbreitete Ansicht über den optativus “obliquus”: “Man gewöhnte sich nach 
räteritiven Formen an den (im Gegensatz zum Indikativ—R.N.) subjektiveren 

Optativ (bes. Potential), der dann in Aussagesätzen und in der oratio obliqua 
mehr und mehr zu einem formellen Ersatz des Indikativs wurde...” Kühner- 
Gerth (Griechische Grammatik I.254s.) stellen fest, dass der Optativ andere 
modi verträte, “wenn die Behauptung ausdrücklich als Gedanke des Subjektes 
im Hauptsatz bezeichnet werden soll”, und K. W. Krüger (Griechische Sprach­
lehre 54.6) meint, dass der Indikativ “in ideell abhängigen Sätzen” nach einem 
Präteritum “in den Optativ übergehen (kann)”. Im Gegensatz zu Schwyzer 
bemühen sich mithin die drei letztgenannten Gelehrten, dem Optativ auch in 
Objektsätzen wenigstens eine gewisse Eigenfunktion zuzuschreiben. Diesem 
Prinzip folgend wurden die von verba dicendi et sentiendi abhängigen 5«— 
und ¿j—Sätze bei Herodot und Thukydides neuerdings untersucht und für 
jedes Verb einzeln die Sätze, die Indikativ, bzw. Optativ aufweisen, miteinander 
verglichen. Es handelt sich um folgende Verben:

1. Verba dicendi: ¿[¡гтеХХо), SilKWfii, Sr/Um, 5с5аакш, KaT-rffoptofiac, IncKaXiu),

2.
pipupopai, cpjjpi, cppa^oi.

Verba sentiendi: ala^avopac, акоиш, jcfvötaKco, eidarapac, pctvSavo)
itiiuOayofictc,

Das Ergebnis: der Inhalt der im Indikativ abgefassten Nebensätze bestätigt 
orwissen oder wird als Neuigkeit (Tatsache) schlechthin apperzipiert. Der 
Piah'v hingegen gibt zu erkennen, dass (im Falle eines v. dicendi) der 

bzw. (im Fälle eines v. sentiendi) das Subjekt des Hauptsatzes 
Mg- ^^b^’cht (bzw. Erfahrung) mit Spannung entgegensah oder eine vorgefasste 

hatte, die dem Botschaftsinhalt widerspricht. Dieses Resultat soll nun

V.

an

7.

®**'igen Sätzepaaren demonstriert werden.*

-- ^ГЩо> 
'1' iTf

dicendi
У ii) ind. Helt. 11. 152. 4 Tüip ej ra iXeoc апскб/леио^

<i>i ouK I8wv npÖTcpov aoSpa^ ¿n^ccr-Siirai, dt^ yrd/Keoi av8pc4
ctKd 9а).аа<п]ч XcijXaTeüat то xsSlc/v diese Botschaft bestätigt die Informa- 
Psammetich ib. 152. 3 erhalten hatte

‘‘On,

°P^■ Hdt. III. 36. 6 IndOrjOi ... 6 Kapßbarji той KpLlacv . . . кас ol ^ерагсоите^

715
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. . . InqxlXXovTo auTcp ö)s T:spcsiq Kambyses hatte Krösus für tot gehalten, da er B
gegeben hatte, ihn zu ermorden

XsTO) a) ind. Thuc. V. 37. 3 eine Gesandtschaft wird angekündigt 
'Apxeicuv avöpss . • • siicövTss ötc xplaßscs iclpcpooac, . . . äTiqX9ov

oi

Hdt. II. 150. 1 eine Naturerscheinung: IXsyov Sl ol етхшрюс коЛ öl', ц
Xüpnv T-fiV Iv Atßüp licSiSoi -q Icpvq auTq utio xqv cf. Hdt. VIII. 38

b) opt. Hdt. III. 130. 4 TiapäxovTss • • • oi euvoüxoc IXs/ov cepös ras r^vaiKais ' 
ßaacXlc ouTos llq ös t-^/v epoxv'^ cnclöcoKs der Fremde offenbart sich als der Lebei^
retter; NB—der Optativ ist Regel, wenn eine Person vorgestellt wird, cf. 
III. 140.3, IV. 145.3, VI. 41.3, VIII. 136.1; V. 31.1—eine Insel 
“vorgestellt” : ^Ir^i. . .o>S Ndßos ifiy v^aos plv ou ktX.

Hdt. 
wird

Thuc. VII. 83.1 oi dl XupaKöacoc rq uoTepacqi xaTaXaßövTes aürdv (sc den 
Nikias) eXe^ov ötc oi perä AqpoaSluous TcapaSeööÖKocev aipäs auTous, ksüsuovtsi 

kAkscvov tö auTÖ Sp&v. ö 3s oiTccaT&v aiclvösTUC ijcicla Tclp^ac accs^öpsvov die Botschaft 
ist so überwältigend, dass Nikias ihre Richtigkeit überprüfen will

öqlöü) a) ind. Thuc. VII. 25.9 licspcpav . . . ccplaßecs oi Xupaicöacoc. . . dqHcuaovrai 
ÖTC Iv l^iacv elac zu bezeugen, dass sie guten Mutes sind

b) opt. Hdt. II. 116.1 VOpqpos) psTqKs aürov (sc. töv Xö^ov—'E).lvqs ajcc^cv icapa 
npajrla) SqUöiiaas <09 xac toötov licioTacTo töv ^öqov. öqXov Se «ara jcapsKocqas sv 'IltäSc 
(Z 289-292) die Anspielung auf Paris’ und Helenas Verbleib in Sidon impliziert 
laut Herodot—im Gegensatz zu allgemeiner Auffassung—dass Homer mit 
Helenas Verbleib in Ägypten vertraut war

2. Verba sentiendi

ala^ávonac a) ind. Thue. VI. 65.3 Truppenbewegungen der Athener
werden entdeckt oi imqs oi 2iupaKoaia)v . . . aiadöpevoc Sti tö OTpaTsupa mav avfjiiTat 
aKooTpsipapsvot ä^xl^^ouat tocs Tsst^ois

b) opt. Thuc. VIII. 100.2 ttiaOdpevos . . . ötc Iv Tjj Xiep ecq . . . okotcous 
KaTsoT-qaaTo ktX. Thrasylus hatte gemeint, Mindarus wäre im Hellespont, erfuhr 
jedoch, dass er in Chius sei

PI. Prt. 328d Iccsc. . . fia96pcqv ötc Tcp övtc TceTcauplvos seq . . . sIkov Sokrates hatte 
gemeint, Protagoras hätte seine Rede noch nicht beendet

iTciarapac a) ind. Hdt. I. 96.2 {Aqcöccqs} ImoTapsvos ötc Tcp dexaiep to a^‘'‘
no).ip(6v lan sprichwortartige Weisheiten stehen im ind., cf. Hdt. VIT 39-1

b) Opi. Hdt. I. 122.2 hier handelt es sich wieder um die Entdeckungeiii^’^
Identität {Küpou) IntoTaaOai. . . ¿9 ßouKdXou той 'Aaruaj-eoi äi] пасч 

paoQavo) opt. Hdt. VIII. 107.2 padövTS^ ötc ой vis's
die Schiffer hatten Felsen für Schiffe gehalten ,

In den nun folgenden Belegen, in denen Indikativ und Optativ 
einander aufscheinen, bringt das Verb im Indikativ einen Tatsachenberi^^l^^ 
der im Zuhörer Spannung erregt und daher den Optativ desjenigen 
bedingt, das die Befriedigung dieser Neugier zum Inhalt hat. ,

Hdt. V. 97.1 31 еле zov Sf/fiov ó 'Apearaydprfi raiita eXe/e та



F
î’ûlu àpadüv Tôtv èv тр 'Аасц кас той яоХерои той Пераской, шч ойте ааясЗа

voplëiouac еияетееч те ^есрсад^иас ec-qaav
IX. 69.1 àfp'eE^iTac то2ас aWocae ’EXXrjac Toïac тетаррёиосас яерс то "Hpacov

Seul
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Tickp'^k 

îîdt« ,orc paxrj те pepove кас vcKcpev ol рета Ilauaavleo) (cf. Hdt.
. ^8 2)

VIII. 26.1s. èяuvÿécvovтo ol П’ераас яерс tüv 'E^vcov t& яосеосеи. ol 8é acpc 
’О^иряса apouac (der ind. ist der v.l. apocev vorzuziehen) кас ÿeo)péocev

IX- VIII. 26.1s. èmuSâuouTo oi Пspaac яерс rSiv 'ЕХЦиши rà Koesoiev.
U

OV кас сялскби
cf Thuc. VII. 25.9 èr.epcpav . . . ol 2:ирак6асос. . . àppéUovTa^ . . . т^ч иаира^сач

¿1^ ou Tp r&v jcolepccDv laypjc pällov fj Tp a^erepcjc rapa'/pi Tjaarj^ecev, to. re aJ!>!a: 
ÖTc ev eMacv elac ihre Niederlage wäre erstaunlicherweise nicht der 

Übermacht der Feinde zuzuschreiben (wie es gewöhnlich der Fall ist), sondern 
inneren Schwierigkeiten, und so gäbe es keinen Grund zur Besorgnis

Auf Grund der erreichten Erkenntnisse scheinen an zwei Stellen Emen-
dationen erforderlich zu sein:

1) Hdt. VI. 70.1 (^^¡päpaTOi') empeuero e<s 'HXcv, Tcp Xopcp d)^ e^ AeAcpou^ 
■¡^pr^aöpevo^ Tqi Jcopeuerae (v. 1. Tcopeüea&ac}. AaKeSacpövcoc 3e uicoTO'mjSevTe'i ktI.

Der Ind. Tcopeuerac ist hier nicht haltbar, da die Spartaner dem Demaratus 
keinen Glauben schenken; cf. id. I. 24.7—Periander überführt die Schiffer
ihrer Lügenerzählung betr. Arion : cpapsvoiv tu? ecj^ те aüç . . . ка'с pcv eu яр^ааоита
.Ifcowu ev TapavTC еяссраит^иа'с acpc tov 'Ap'cova ктл. Daher möchte ich Vorschlägen, 
VI. 70.1 яореиеа^ас vorzuziehen; zu «¿s mit Infinitiv-Konstruktion nach cprjp'c cf. 
Hdt. III. 31.3 AcpuKTCoc 3e (ppaai') 0)4 • ’^r/V рииаска яерстсХас кас ёяаиеср'еа^ас ктХ.

2) Thuc. HI. 29.1 IJеХояоиирасос. . . яроарес^аитеч .. . тр Чкарср кас MuKÖvcp яии- 
^avovTac Ътс-fj МитсЦит] IdXcjoKev (\Л. ёаХсакиса elrj). Die Peloponnesier waren auf dem 
^^ege zu Mytilene, um der Stadt zu Hilfe zu kommen, hörten jedoch, dass die 
Stadt bereits eingenommen war; ib. 29.2 ßouXopevoc 8e то аасрёч ec8evac ist Ausdruck 
ihrer Ungläubigkeit—daher scheint hier der opt. ёаХажиса е'т] die richtige La. 
^4 sein; " -cf. Hdt. I. 83—die Spartaner in ähnlicher Situation: кас acpc т]дт]
^P^OKeuaapivocac. . . a2.),-i] ¿>4 Г)^шкос то тес^оч tüv Ли8ши ка'с еуосто Кросаоч
^‘Vpi}ÿec4. оугео Stj oÛtoc pèv аиркрорг/и nocqaécpevoc pei'éc)it]v ènénauvro.

5*^^' Optativ in
’'blag einer
’^sgelöst

abhängigen Aussagesätzen erweist sich mithin als Nieder­
überraschung oder Enttäuschung, die im Empfänger der Nachricht

rgtfo wurde (könnte, sollte das wahr sein?). Diese Reaktion kann nur 
a- ^P^htiv perzipiert werden, daher finden wir den Optativ als Indikator 

Staunens nur‘dieses
^rach, nach einem Präteritum (cf. E. Koschmieder, Zeitbezug und

Üsqq.).
alb^ Herrn Dr. N. Barri (Universität Jerusalem) erfahre, gibt es

Hauptsatz den
^'"'ummar 1932, p. 36), der, durch Zufügung des Suffixes kam geformt, 

^^Pfo ausdrückt. In Anlehnung daran möchte ich vorschlagen, den
'‘Ptat’ griechischen Optativ—als Abart des Potentialis—nunmehr 

"'US mirativus” zu benennen.

sogen. “Modus admirativus’’ (cf. S. E. Mann,
mar 1932, p. 36), der, durch Zufügung des Suffixes kam geformt.

.. -Hi
’‘Ptj
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APPENDIX
• Hier folgen Belege, die im Haupttext nicht zitiert werden konnten. Sätze, in de 

Verb im übergeordneten Satz in einer Hanptzeit gehalten ist, wurden hier nicht mir =; i"*" da«
■ogen.

I. Verba dicendi: aifeXXot—opi. Hdt. IV. 153, V. 33.3; Thue. VII 31.3
xznt 6 4 86 3 108.1. SecKvofu—ind. Hdt. VII. 172,1, IX. 58,2; opt. Hdt, 
; V 22 2 VI 43,3; PL Ap, 21c. örjlbw— ind. {-beweism") Hdt. ly, 

4 »« ("impluieren") Hdt. II. 102.5. VII. 210.2, VIII. 34, 61,2-, Th«, 

I 72 1 (Dependenzgeammatik I). SiSinu—intl. Thuc. Vlll. 7^; Opi Th« iu 07 IV 46 5. Thuc. V. 83.4; opi. Thuc. V. 56.2,
iL,„d Thilo 1911; o«. Thuc. VIlI. 85..3. Hdl. I. 45.1,

7’i39r li' ?2 2 75.2 V VI. 69.4, VII. 203.1, Vlll. 19.1, 74.2, 

X 44 2 Thuc I 38.1, 90.4, II. 5.5, 48.2, IV. 11.4, 83.4, 114.3, V. 2.2,
61.2, VI. 25.2, VIII. 24.5, 45.4, 48.2, 92.2; Soph. Ph. 345sqq.
ind. Hdt. II. 133.2, HI. 11.1, VI. 92.1; opt. Hdt. II. 169.3.
Hdt. VI. 70.1; opt. Hdt. I.

VVfii—ind.

II. Verba sentiendi. ala^(tvo[uu—ind. Thue. VII. 49.1, 65.1; opt. Thue.
YQ. 122.3, V. 2.3. —ind. Hdt. III. 61.3, IX. 89.2; opt. Hdt. VI. 69.5,
VII. 194.2. iniarapai— ind. Hdt. II. 173.2, HI. 146.2, VI. 13.1, VII. 218.3; 
opt. Hdt. II. 152.3, HI. 71.2, V. 92 31, VII. 18.2; Thue. VI. 74.1. aKobu>— 
ind. Hdt. VII. 35.1, 238.1, IX. 95; opt. Hdt. VII. 208.1, VIII. 79.2, Soph. 
Ph. 549sqq. ftav^dvo)—opt. Hdt. HI. 21.2, 32.2, 64.2, VI. 69.3, VIII. 65.6, 
93.1. mv^avofiac—ind. Hdt. VI. 135.2, VIII. 50.2, 109.1; Thue. III. 29.1; 
opt. Hdt. I. 96.3, III. 140.1, 154.1, V. 86.4, VI. 41.3, VII. 196.1, 239.1, 
VIII. 57.1, 136.1; Thue. II. 57.1.



Ergativity in the History of Persian

Keigou Noda
University of Nagoya

!

This papei' consists of four sections: 1. The problem, 2. The Old Persian 
tense system. 3. Subject properties, and 4. Conclusion. In this paper I will 
trv to explain the historical role of the Persian genitive-dative case by referring 
to ergativity.

1. The problem
We begin our discussion by taking a look at the following comparative 

list of the first person singular free pronouns. (See the next page.)
Avestan first person singular free pronoun has five separate cases: nomi­

native, accusative, dative, ablative and genitive, but Old Persian fused genitive 
and dative into a single form mana.

Among Middle Iranian languages, Khotanese and Sogdian have a separate 
accusative case ma and t'm' (and mn'), respectively. Middle Persian (and 
Parthian) has only two cases; the nominative and oblique.

Modern Iranian languages each have one, two or three cases (except Ossetic). 
As can be seen from the list, in the languages that have more than one case 
the nominative derives from the Old Iranian nominative, but the oblique 
derives from the Old Iranian genitive (-dative). Also in languages with only 
one case, it is the Old Iranian genitive (-dative) mana that has survived, and 
not the nominative azam/adam (e.g. New Persian and Yagnobi). In Ossetic 
tro, which has more than three cases, the cases other than the nominative and 

e genitive have been built on the genitive mtsn, e.g. dative meenan, alla- 
mfenmte, mimmic, ablative mtenzej (Abaev 1964:23).
The above list shows that the genitive (-dative) has been very important 
ngside the nominative in the history of Iranian. This is further borne outb K *Av»iunidLivc 111 Liie nistory oi irdnicin. ims is jy e following facts. First, the New Persian plural suffix 

have derived from -an is known to

the
Mi

from the Old Persian genitive-dative suffix -anam (e.g. New Persian 
\ men’ from Old Persian martiydndm, cf. Darmesteter 1883:124). Second. 
Middle Persian second person singular pronoun to (written as tw in 

. texts, as LK in Pahlavi texts) can be shown to have derived from„ texts, as Z.A in rahlavi texts) can be shown to have derived trom 
ijisj-j.. . Persian genitive-dative singular *tava (unattested in the Old Persian 

^rit attested in Avestan), and not from the nominative luvam 
1900:254). Third, it is suggested that the Taleshi (a modern Iranian 

'kin oblique case suffix -i (e.g. lahar-i paño, lit. country-obl. king-nom. 
(Q^. rhe country’) derive from the Old Iranian genitive singular suffix -ahya 

anskij 1977:154).
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nom. acc. gen. dat.

Old Iranian
Avestan
Old Persian

azam
adam

mgm 
mäm

mana
mana

alb ya 
mana

Middle 
Iranian

Khotanese
Sogdian

¡ a у su 
i 'zw

I ma
! t’m’, mn’

New Iranian

i Mid. Persian i az, an

I
! 
i
I

mamá 
mn’
man

t mamá 
mn’

I nom. obi. possessive

New Persian 
Kurmanji 

' Semnani
Taleshi 
Balochi 
Gilaki

I

i
Mazandarani
Mukri 
Pashto
Munji 
Shugni
Wakhi 
Yognobi 
Ossetic

man 
az mbn
a
áz
man
man
men
ambn
Z3
zá, Z3
wuz 
(w)uz, waz 
man
xz

mu, mura
тъ, тъ1п 
maná, manará 
тэга

m(a)ni 
I mi

f

I'

mere 
mbn 
mä
man, raun
mu

inzn(gen.)

me

^bl

(Cf. Pirejko et al. 1978: 129 and Efimov et al. 1978:218)

In the following I will try to explain syntactically why the genitive-dative 
was generalized as the oblique case to the exclusion of other cases, focusing
on the transitional period from Old Persian to Middle Persian.

1

• 1

2. The Old Persian tense system
As was convincingly shown by Cowgill (1968:268), ‘Old Persian is essentia У 

as regards the inherited Indo-Iranian aspect 
with only one set of finite forms, those made from the present stem, m 
use’ (cf. also Lazard 1976:184f.). That is, in the indicative mood, 
has two tenses: the present and imperfect (past), e.g. °barami (in рай- __

on the Middle Iranian level

carried.’ Alongside these synthetic forms, there appc^’'
1.A --- .----- -------------- -‘this is whatI have perfect constructions as in ima taya mana krtam 'this is

one. As was shown by Benveniste (1952), this controversial expre 
active perfect in the form

issiott 
of »cannot be passive (see also Noda 1982), but an_____ _____

possessive construction. In my view this perfect transitive construction togeo^^ 
i an ergative system. (Note that m 

‘transitive subj^

:tbct
with a perfect intransitive sentence forms 
following we will use S, A and O for ‘intransitive subject’, 
and ‘transitive object’, respectively, cf. Dixon 1979). Consider the o
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cxainP'lies:

r
(1) hammiçyâ

rebel (S)- 
nom.pl.m.

------- 1
hangmatâ 
assembled- 
nom.pl.m.

parai ta patii
came out- against Vivana 
nom.pl.m.

t’tvànam (DB 3.65)

‘The rebels assembled (and) came out against Vivana.’

(2) lita-mai
n=?anyaict vasai

—I
asti

and-lsg.gen.(A) other(O)- much is 
nom.sg.n.

“I
krtam
done-
nom.sg.n.

(BD 4.46-47)

‘And I have done much else.’

In 1 the S NP hammifyd is put in the nominative, and the verbs Ziangmaid 
and paraita agree in gender and number with the S NP. In 2 the A NP -mai 
is put in the genitive-dative, and the O NP is put in the nominative (=accu- 
sative). The verb krtam agrees in gender and number not with the A NP, but 
with the O NP. The auxiliary asti also agrees in number and person with the 
O NP. Thus, it is clear that as regards nominal morphology and verb agree­
ment the Old Persian perfect shows ergativity, i.e. .S and 0 are treated alike, 
while A is treated differently from them.

Thus, the Old Persian tense-aspect system in the indiative mood is:

present o barâmi ‘I carry’
imperfect abaram *I carried’
perfect *mana/-mai brtam ‘I have carried (it)’

It must be noted here that present and imperfect are of accusative type, while 
perfect is, as we have just seen, of ergative type, i.e. we have here a split con­
ditioned by tense-aspect of sentence as to accusative-ergative dichotomy. Now 
judging from the situation in Middle Persian (cf. Noda 1980), it seems that 
With the passage of time the imperfect was abandoned in favor of the perfect, 

perfect became a simple past. Thus the late Old Persian vebal system 
comprised only two tenses: the present (of accusative type) and the past (of 
'"gative type) as in Middle Persian. E.g.

Late Old Persian

it ii

present (accusative) 
past (ergative)

iVIiddle Persian 
baram 
man '-m burd

barâmi
*mana/-mai brtam
o

Persian two-tense system that the following discussions are

3.
Subject properties

k '"tt
^i

it has been
— suggested by Keenan (1976) that ‘subject’ is not a single unified 

but rather consists of several properties. These properties include 
6 properties (e.g. nominative case marking, and control of verb agreement)



and behavioral properties (e.g. control of reflexivization, and deletability
coreference). It has further been shown by Ziv (1976) and Cole et al.

722 Section 6: Historical

undej
(1980)

that the ‘multifactor’ concept of subject is valid not only for synchrony '
also for diachrony. I will show below that this idea is useful for an
standing of the history of Persian.

First let us look at the present tense.

Under,

I'
(3) adam xsayadya

(4) ima 
this-

Isg.nom.(S) king-nom. Isg.
ahmi (DB 1.12) ‘I am king’

xsaçam
kingdom(O)- hold-Isg.

dârayâmi (DB 1.26) ‘I hold this kingdom’

I

acc.s.g. acc.sg.

In 3 the S NP adam is in the nominative and controls verb agreement. In 4 
also verb agreement is with the (here missing) A NP (adam). As for behavioral 
properties consider the following. (Due to the lack of suitable examples in the 
present tense, we will use imperfect forms. This is justified because the present 
and imperfect are the same as far as stem formation is concerned.)

(ô) pasáva adam kâram frâisayam. Vidrna nàma Pârsa
then 1(A) army(O)- sent-lsg.impf. Hydarnes name Persian 

acc.sg.
mana bandaka avam-sâm
my subject- 3sg.acc.-

nom.sg. 3pl.gen./dat.

0 maOiham akunavam (DB 2.19-20) 
(1) chief(O)- made-

acc.sg. Ist.impf.

‘Thereupon I sent forth an army. A Persian by name Hydarnes, 
my subject—him I made chief of them.’

In 5 the second occurrence of adam (indicated by 0') is omitted under co­
reference with the first adam.

Now let us look at the perfect. Examples 1 and 2 are repeated here as 
6 and 7.

I l 1

I

(6) hammiçyà hangmatd paraitd
nom.pl.m. nom.pl.m. nom.pl.m.

patis Vivdnam
acc.sg.

*The rebels assembled (and) came out against Vivana.*

(7) |—
anyasci vasal asti

1st.gen, -dat. nom.sg.n. much Ssg.pres. 
‘And I have done much else.’

~l
krtam
sg.n.

In 6 the S NP hammigyd is put in the nominative and controls verb
I number). In 7(hangmatd and paraitd agree with hammifyd in gender and

A NP -mai is put in the genitive-dative and the O NP anya s- is put 
nominative (=accusative) case.

--- - UXX^ M
'• The participle krtam agrees with the O r* ■J

tiZa-mat
1
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gender and number. Similarly, the auxiliary asti also agrees with the O NP 
jnd is put in the third person singular, and not first person singular. Thus,
io 
case 
here

transitive perfect sentence, the subject coding properties, i.e. nominative 
marking and the ability to control verb agreement rest on the O NP. Now 
is an example of coreferential deletion:

(S) tila-mai anyasci
and-lsg.gen.-dat. other-nom.sg.n. much is

vasai asti krtam,

ava-0 ahydya dipiyd
done-sg.n.

nai nipistam (DB 4.46-47)
that(O) this inscription- not written-sg.n. 

loc.sg. loc sg.
‘And I have done much else, (but) I have not inscribed (lit. 

written) it (ava) in this inscription.’

In 8 the second occurrence of -mai (indicated by 0) is omitted under co- 
referentiality to the first -mai. Thus at least one subject behavioral property 
(deletability under coreference) is on the A NP. Due to the limitations of the 
corpus, examples are very scanty, but we can sum up our results tentatively 
in the following way:

intransitive

behavioral property

S

coding properties

S
present

transitive A A

intransitive S S
- . Iperfect

I 
I transitive A O

Conclusion
As we saw above, subject consists of coding and behavioral properties. 

However, individual subject properties are not on a par with one another, 
^ut rather hierarchically organized (cf. Keenan 1976:324). Thus, among coding
properties verb agreement is higher than nominative case marking on the 
(iniplicational) hierarchy. That is, if an NP has verb agreement, then it has 
®iso nominative case marking, but not vice versa. The same holds true for the 
J'eiation between coding properties and behavioral properties. As was shown 
by Cole et al. (1980) in the acquisition of subjecthood, behavioral properties 

acquired earlier than coding properties. That is, behavioral properties 
higher than coding properties on the implicational hierarchy. Thus, an 
wbirb lini nrnnprripc rnri lip rpcrsirrlpH '.ic mnrp bncir l p morewhich has behavioral properties can be regarded as more basic, i.e. 

^'^bject-like than one with coding properties.
To return to Old Persian, in a present transitive sentence coding properties 

^nd behavioral properties converge on the A NP. On the other hand, in a 
Perfect transitive sentence subject properties are distributed on two separate
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NP’s, behavioral properties being on

Historical Lingui,,,

the A NP and coding properties onO NP. That is, a late Old Persian transitive sentence has behavioral propert 
on an A NP both in present and past (perfect) tenses. Accordingly, the

1
the ■ 

orties "
ttonii-native which functions as A in the present (accusative type), and the genitlv 

dative which functions as A in the past/perfect (ergative type) are the *
likely candidates for surviving into Middle Persian.

'e-
tWo
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Word Frequency and Lexical Diffusion 

in Modern English Shortening*

Mieko Ogura
University of California, Berkeley

In all cases of lexical diffusion, we find leaders and laggers among the 
words, which raises the issue of what factors determine these schedules. Slowly 
some of the factors are being sorted out. One such factor is word frequency. 
... the present paper we will clarify how the interaction between phonetic 
factors and word frequency determined the schedules of the shortening of ModE
In

Jong vowels.
The data are based on Dobson (1968) and the frequency counts on Spevack 

(1973). The shortening of ME q 'vi'as, very common before [d], and fairly 
common before [v] in the 16th century, and before [t, Q, k] shortening became 
operative in the former half of the 17th century, and within a given consonant, 
the vowel in the more frequent words and the vowel preceded by [Cl] changed 
first. The shortening of ME ₽ was very common before [d] in the 16th century, 
and tlien this change gradually spread before [t, 0] in the 17th century, and 
lastly before [f], and within a given consonant, the vowel in the more frequent 
words changed earlier than that in the less frequent words. The shortening 
of ME p occurred in the same environments as those of ME f, and it corre-
sponded roughly to an increase in word frequency.

Dobson (1968, §24) suggests that shortening is “essentially due to a genera 
tendency to shorten the vowels of closed syllables,” though “the consonants 
differ in their power to cause it.” We assume that the first factor that motivated 
the change is this temporal compensation between the vowel and the following 
consonant in monosyllabic words. In ModE shortening this temporal compen-»VVXV«.k?. ■*** X»XW*X-. OXllXX «, V. *** ^»-'* ** * «-vz*
sation took place earlier before dentals than before labials or velars, and before 
a voiced consonant than before a voiceless consonant. House and Fairbanks /IflFo, -}’»53) find 
labials that English vowels are generally longer before dentals than before

- or velars, and the voicing of a postvocalic consonant strongly 
duration of a preceding vowel. By assumption, the greater is the ev < 

the domain of monosyllabic words, the earlier the temporal 
place. Thus we may suppose that in ModE shortening the tero^al 

^"»pensation in monosyllabic words took place earlier in the longer wm 
dte vowel between voiced dental consonants or before a voiced dental 

'Sonant.

fr,
takes

’•e..

L ^'torL■t^tor. Then, within a given consonant, word frequency is an important 
When we look at the vowel before [d], or [t], and so on, the high

'vish lo thank William S-Y. Wang for much stimulation and helpful suggestions.
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frequency words changed earlier than the low frequency ones.

From the above observation, we may say that the ModE shortening 
actuated by the interaction of the temporal compensation, phonetic envir''^^ 
ment, and word frequency. When all these factors were operative in one 
the long vowel had a very high probability of shortening. "'ord.

As how early temporal compensation took place depends on the phon • 
environment, probability of shortening P(S) can be formalized as the 
phonetic environment Pi(£) and word frequency P2(£): sum of

P(S) = P,{E) + P,{F).

where Pi and P^ are weight given to each factor. For the verification of this 
formula, we give the value .4 and .5 to Pj and P^ respectively. For E, the value

P(SM

f
.jsl

.4-

•*5|

__ J-4

■an '-Il li
.3

.>J1

the 16th c'

f-/O

tz

k-n
tf-M-

__s

the former half of 
the 17th c.

after the 
latter half 
of the 17th c.

Ti't^

. 2

, I

H

¿3
e

o

Figure 1 Probability of Shortening of ME o and ? Words
ME o words: a l k 0 fo*’"

1 blood. 2 flood, 3 good, 4 fool, 5 (ap)prove, 6 whom, 7 glove, 8 loo .
10 (re)move, 11 stood, 12 took, 13 (for)sooth, 14 food, 15 book, 16 root, u
18 mood, 19 boot, 20 shoot, 21 soot, 22 tooth, 23 behove, 24 hove zo
26 shook, 27 struck, 28 cook, 29 forsook, 30 hook, 31 nook, 32 rook.
34 roof, 35 hoop

ME § words;
a dead, b head, c death, d beat, e tread, f spread, g stead, h bread, 
J lead(n), k sweat, 1 threat, nr wheat, n eat(pt), o deaf

shred^^^lj



i
follows; dental .2, velar .1, labial .1, voiced .2, voiceless .1. For F,

727

is
aS

the
frequ^'^^y counts are grouped and the value is given as follows: 0-0.0050
i0051-0®^®® •2> 0.0101-0.0150 .3, 0.0151-0.0200 .4, over 0.0200 .5. The dia-1  

•b ■ tjie probability of shortening of ME g and f words is given in Figure 1. 
jiagram shows that the lower the P(S), the later the shortening. The lines 

^^'nd B show the thresholds of shortening in the former half of the 17th century 
‘ (}ie latter half of the 17th century respectively.
Lastly the actual data from the 16th century to the 20th century are com- 

jeJ with the probability of shortening that our formula predicts. Our formula 
can predict the development of eModE u words 91.1% in the 16th century, 
83 3% in the former half of the 17th century, and 90.3% in the latter half of 
the 17th century, and 91% after the 18th century.

Aai

pa:
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Graphemischer Figuralismus und die Methoden 
der historischen Phonologie

Herbert Penzl
University of California, Berkeley I

(1) Schreibungsmaterial und historische Phonologie
Die Schreibung ist die Hauptquelle für die synchronische und die dia- 

chronisch-vergleichende Phonemanalyse von Texten aller Zeiten; das gib 
besonders für Sprachen mit alphabetischem Schreibungssystem, d.h. mit Einzel­
zeichen (Graphemen) als Zeichen für Laute. Grapheme sind Teile eines 
Graphemsystems mit graphischen Varianten je nach Stellung, Funktion (Ver­
wendung), Texttype u.dgl. Nach der Theorie römischer Grammatiker vereinigt 
ein Schriftzeichen figura (Gestalt, Form) und potestas (Lautwert). Erfassung 
der figurae mit ihrer Variation muß der erste Schritt der Analyse sein, ein 
schreibungspositivistischer Schritt, der die Erkenntnis des traditionellen Laut­
wertes miteinschließt. Aber jedes Graphem ist auch Teil eines Schreibungs­
systems, in dem die gegenseitigen Unterscheidungserfordernisse die Form 
beeinflussen, ebenso wie die Einzellaute Teile eines Lautsystems oder Phonem­
systems sind. Die Auffassung von Einzelzeichen als Teile des Systems bringt 
eine schreibungsstrukturalistische Einstellung als zweiten Schritt der Schreibungs­
analyse, dem auch eine mehr graphophonemische als graphophonetische 
Deutung entspricht. Figuralismus ist für uns das allzu starke Hervorheben
des graphischen Faktors in Einzelzeichen, d.h. auch die Annahme von allzu
weitgehender Konstanz des Lautwerts. Daraus ergibt sich synchronisch die
Überbewertung von bloß graphischer Variation, diachronisch das Nichtei-
kennen einer Zeichenumwertung. Figuralismus bedeutet die Analyse von 
Schriftzeichen ohne viel Rücksicht auf die Struktur des Gesamtsystems und dei 
Schreibermotivierung bei der Zeichenwahl.

(2) Graphemwandel und Phonemwandel
-- . ........ -----------------6-*, -.......  ö — aui graphische*

Ebene liegt, z.B. der altengl. Wandel von <th> zu <}?> (dem Runenzeichenh 
der Wandel von ae. <u> zur frz. Digraphie <ou> im Mittelenglischen, 
Wandel von ahd. -hh- im Inlaut zu -ch- u.dgl. In diesen Fällen ist eine 
figuralistische” Analyse der Forscher ausreichend. ,

Figural läßt sich eine Typologie von Schreibungswandlungen (Zeichenwaü 
lungen) aufstellen, z.B. rein graphisch Modifizierung von Schriftzeichc**’ 
Schwund oder Hinzufügung von diakritischen Zeichen auf oder über (uotc 
der Zeile, Zeichenersatz, oder “graphophonemisch”, d.h. mit Berückslchtigi***®

Es gibt Schreibungswandlungen, deren Bedeutung nur

reit'
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phonemwertes Zeichenzusammenfall, Zeichenspaltung, Zeichenschwund

penzl 729

des
US"'-

von 
sich

£s hat sich gezeigt, daß gewisse (figurale) Typen von Graphemwandel und 
Phonemwandel eine enge Bindung aufweisen. Phonemverschiebung zeigt 

‘ o durch Graphemverschiebung (Graphemersatz) im Ahd., wenn das

frikative <^th> oder <dh> (bei dem <h> den Reibelautcharakter bezeichnet)

zu
<d) wird (ther; der). Graphemzusammenfall zeigt Phonemzusammerfall, 

, , ---- 1 jjj Nebensilben: golis/gotes ‘Gottes’. Phonemspal-B. spätahd. <i> und <e> 
timg Zusammenfall führt zu verschiedener Zeichenverteilung: <e> ersetzt 
/a) in ahd. ferit ‘fährt’ zu faran ‘fahren’. Phonotaktische Wandlungen wie 
Metathesen, Assimilationen, Dissimilationen, Schwund in einzelnen Morphe-

z

men werden graphisch stets ausgedrückt, da die Zeichen verfügbar sind;
¡igmma neben stemjia‘Stimme’ (Tatian); umberente neben unberenta ‘sterilis’ 
(Tatian), frühnhd. werlt (ahd. weralt) zu weH usw.

(S) Synchronischer Figuralismus
Die gegensätzliche Beurteilung von Schreibungen in historischen Texten 

seitens der Forschung beruht meist auf schreibungspositivistischer gegenüber 
schreibungsstrukturalistischer Interpretation. Man könnte sagen, daß “Figu­
ralisten” schreibungskonkret und schreibungspositivistisch und “Struktura- 
listen” mehr schreibungsrelativisch und schreibungsstrukturalistisch inter­
pretieren. Oft wird im Figuralismus übersehen, daß die beabsichtigten Laut- 
werte der Zeichen auch “relativ” oder strukturbedingt aufzufassen sind: ein und
dasselbe Zeichen <t> kann für den Schreiber nach seiner Aussprache einen 
dentalen oder alveolaren aspirierten Fortislaut, eine stimmlose Lenis, 
nichtaspirierte Fortis usw. bedeuten. Es war Otto Bremer (1895), der in seiner 
t’^rühmten Kritik Georg Wenker und seine Mitarbeiter am Deutschen 
Sprachatlas daran erinnern mußte, daß die idiolektisch motivierten Schreibungen 

Schulmeister nicht figuralistisch, d.h. einfach mit den Lautwerten der 
arburger Herausgeber oder ihrer allgemeinen Norm gedeutet werden können.

E. Sievers’ “Schallanalyse” (Penzl 1972, §7. Ic) von ahd. und ae. Schreibungs-
y^ciation ist tatsächlich ein extremer Fall von Figuralismus;
Wi Schreibungsvariation von buohhum neben boohhum direkte

''^thältnissen

er glaubte z.B.

von allophonischer Variation in verschiedenen Intonations-

Der ( 
der

erkennen zu können.
Gegensatz zwischen figuralistischer und strukturalistischer Interpreta-

- Schreibungen zeigt sich bei ahd. Phonemwandlungen, z.B. bei der 
^^tianntenDf “Medienverschiebung” von vorahd. *b *d *g, bei der ahd.

Phthongierung 
‘•’nen wir

von *0, bei der Veränderung der Nebensilbenvokale.
Hjjj '''ir zunächst die Medienverschiebung. Wenn im St. Galier Paternoster 

kip steht und 200 Jahre später bei Notker von St. Gallen 
Scfi (mit <k> nach seiner Anlautregel im Wechsel mit <g>), sehen
la^*^^’^''r*gspositivisten darin •b>p>b und *g>k>g mit “spätahd. Verschluß- 

Schwächung” (Braune-Mitzka 1963, §102b). Aber Braune (1911) rechnete
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•en
schreibungsstrukturalistisch auch mit gleichen Lautwerten der Schriftzgj c 
<b> und <p>, <g> und <k> (§88, Anm. 2). Für die ahd. Diphthongierung^' 
/e:/ und /0:/ finden wir z.B. in bairischen Namensformen aus Freis/''*' 
Freaso (809), Freso (814), Friaso (823), Frieso (849) (Schatz 1907, §7). Fig//' 
listische Deutung geht von der historischen Wiedergabe der Lautwerte ' 
Diphthongen als Phonemgruppen aus und sieht in <(e> /e:/, in <ea> ea/ •** 
.(ie>/ie/ usw. Das gleiche gilt auch z.B. für Otfrids Diphthongschreibung ’en'i 
guat, gueteme, guoto (Penzl 1971, §8.10), die strukturalistisch als / U3/ zu
deuten sind. Auch in Nebensilben wird <o> in offono neben ofjan (Isidor) 
<i> in sibini neben sibun ‘sieben’ figural als /o/,/i/, strukturalistisch ajj
Dittographie für /3/ angesehen.

(4) Diaclironischer Figuralismus
Diachronische Deutung beruht, wie wir oben (3) gezeigt haben, auf 

synchronischer Interpretation. Einige Typen von Phonemwandel werden 
konsequent durch Zeichenwandlungen (Schreibungswandlungen, vgl. (2) oben) 
wiedergegeben. Das trifft nicht immer auf Phonemverschiebung zu. Während 
mhd. i ü graphisch frühnhd, durch <ei> <au> wiedergegeben werden (mhd. 
win, hüs, nhd. Wein, Haus'), bleibt im Englischen die me. Orthographie
bestehen: wine, house (mit frz. Digraphie für den Monophthong). Die
Diphthongierung wird figural nicht ausgedrückt, weil in der "Great English 
Vowel Shift” durch die Veränderung der historischen Diphthonge und der 
Kurzvokale kein Graphemwandel eine deutlichere Bezeichnung der Lautung 
der historischen hohen Langvokale gegeben hätte. Generativisten, die über­
raschender Weise in der historischen Phonologie Figuralisten sind, sehen m 
der "Tiefenstruktur” des Neuenglischen immer noch die alten Monophthonge, 
weil sich in romanischen Lehnwörtern Wechsel mit Kurzvokal findet (crime,
criminal usw.)

Die Phonemspaltung führt in der Regel auch zu graphischer Wiedergabe’
auch wenn kein Zusammenfall erfolgte, aber oft erst viel später nach den*

beschreibenhistorischen Ereignis. Einige Handbücher und Generativisten 
immer noch den ahd. ¿-Umlaut als einen vor allem mhd. Vorgang, weil e 
dann eine etwas häufigere Bezeichnung der Phonenispaltung durch Zeichen 
Spaltung (diakritische Zeichen über u o o: a vor Konsonantengruppen) 
obwohl die /-Laute in Folgesilben, die den /-Umlaut hervorriefen, z.T- irü 
(wie 7), z.T. spätahd. schwanden oder sich veränderten. Dieser
Figuralismus, der Phonemwandel nur bei Zeichenwandel anerkennt, öl'.üß‘«
eigentlich dazu führen, auch für das Frühnhd. noch

erkennt, ■
Umlautsinan^

des
anzunehmen, da in manchen Texten bei u o systematische Bezeichnung , 
Umlauts fehlt. Bei Spaltung mit Phonemzusammenfall wie bei dem
von a vor 2 (ifirit 711 /zir/zn^ oder dem TTmlaiit vnn iu und m; finden wirvon a vor i (Jerit zu far an) oder dem Umlaut von iu und u: finden wir -- 

wie <e> (vorahd. "e) und <iu> dafürbezeichnung, da Zeichen
werden. Notker schreibt hiuser als Plural von hüs mit <iu> als Zeiche** 
iy:]. Die Annahme wegen der Bezeichnung, daß nur [a] und [u:] Un»
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in ahd. Zeit entwickelten, scheint typologisch absurd und zeigt die
,hone№/

eines

H-
peoî' 731

P' nicht durch strukturelle Erwägungen gemäßigten Figuralismus.
allen Phonemwandlungen außer dem Zusammenfall, wo aus zwei 

pe> Zeichen eines werden kann, müssen wir mit einer Zeichen-
__ oder Schreibungsumwertung rechnen: ein Zeichen kann einen

allen

iiniwertu"S
^chiedenen Wert annehmen, ein Zeichen kann einen neuen Wert dazube- 

Zeichen mit Doppelwerten (z.B. <u> mit [u], [u:]) kann einen
’^”^ieren oder den zweiten annehmen (Längung des Kurzvokals: Jugend, Kugel'). 

mhd. noch ein Diphthong, z.B. in hier, wird frühnhd. in Wörtern 
schrieben, wo historisch nie ein Diphthong bestand: Biene, liegen, Sieg usw.

^¡e mitteldeutsche Monophthongierung gibt ein willkommenes Zeichen für 
daß Langvokal und Kurzvokal [i] graphisch gut unterschieden werden[i:], so

können (Penzl 1975, §115).

(5) Figuralismus und Strukturalismus in der Schreibungsanalyse
Unsere kritischen Bemerkungen zum Figuralismus sollen nur eine über­

triebene Anwendung des Prinzips der graphemischen Analyse in der historischen 
Phonologie kennzeichnen. Keine Einzelschreibung kann ohne Einbeziehung des 
graphischen Gesamtinventars des Textes, graphischer Tradition, graphischer 
Variation phonemisch oder gar phonetisch mit genauerer Lautangabe inter­
pretiert werden. Es ist oft leicht zu entscheiden, ob eine Verschreibung im 
Text figuralistisch als Allegroform, Nebenform oder als rein mechanisch und 
linguistisch irrelevant angesehen werden soll (Sievers, Tatian, §61).

Figuralismus ist als strenger Schreibungspositivismus gegenüber dem 
abstrakteren” Schreibungsstrukturalismus nicht an eine bestimmte Schule oder 
Forschungsrichtung oder an einzelne Forscherpersönlichkeiten gebunden. Es 
ßiht auch wohl kaum einen Forscher, der nur Figuralist oder nur Schreibungs- 
sirukturalist ist. Schon die Junggrammatiker haben figuralistisch und struk- 
uta istisch gearbeitet. Man beachte z.B. die Interpretation des alem. <f> bei

• fdd ‘Pfad’, fié gen ‘pflegen’. Braune schrieb 1911: ‘‘Während man 
Ktzt d altalem. eine lautliche Wandlung des pf > / annahm, hält man 
(Rio, alem. f, 0 nur für eine orthographische eigenheit des altalem.”,..

Anm. 41

Notker
früher für

(§131,

Eine
^“friah
Sichernie”,

vorbildliche Schreibungsanalyse verlangt figuralistische “Inventar- 
j aber dann strukturalistische Interpretation, wobei die graphischen

**iassen(j^^^ Graphemsystems mit nur relativ feststehenden oder zu

nicht möglich.

Lautwerten anzusehen sind. Im Ahd., das wir für die meisten 
eispiele verwendet haben, ist im allgemeinen eine genaue grapho-

statt einer allgemeineren ‘‘graphophonemischen” Deutung der

fribli,

'he. 'Wilhelm 1911. Althochdeutsche Grammatik.
und Walther Mitzka. 1963^^. Althochdeutsche Grammatik.
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The pialectal Position of Germanic within West-Indo-European

Edgar C. Polomé
University ot Texas at Austin

k

In 
history

the chapter on the ‘Indo-European Foundations’ of Germanic in his 
of the German language (1978), R. E. Keller states (p. 29):

‘The fair number of parallel features which have been discovered to exist
between Celtic and Italic (or some language of the Celtic group and some
of the Italic group), between Slavic and Baltic, Baltic and Germanic, and 
Germanic and Italic are best seen in terms of isoglosses rather than as 
closer genetic links.’

This summarizes fairly well the stand currently taken by a growing number 
of scholars versus Meillet’s assumption of ‘intermediate units’ like Balto-Slavic 
or Italo-Celtic between predialectal Indo-European and the individual Indo- 
European language groups. It makes it clear that language-to-language cor­
respondences point to cultural contacts as well as to original closer kinship, 
and that it behooves us to scrutinize the former before jumping to conclusions 
about the latter. If we leave out the still unsolved controversy about assigning 
both Latin-Faliscan and Osco-Umbrian to a single common language or deriving
them from two separate proto-languages, and therefore avoid discussing the 
Italo-Celtic hypothesis, and if we do not engage into the ongoing debate on the
assumed original Balto-Slavic unity, it becomes possible to take a less biased 
look at the correspondences that link Germanic with Latin, Osco-Umbrian, 
f^eltic, Baltic, Slavic and even Venetie.

Most of these correspondences
”*‘'>de to some phonological and morphological parallels, such as the -m- end- 

of the dative (instrumental) plural in Germanic and Balto-Slavic, which 
Sant tried tr. ..„mnnritnn ivhirb

are lexical isoglosses, though reference is

— tried to identify in Venetie trumus as well—a further comparison which 
tuiot be maintained, as Ven. trumus presumably reflects *(/i'')irM- ‘4’ + the

■'tto- of the ordinals (expanded into the theonymic epithet trumus.iiati-ijj ” cn me ordinals (expanded into the theonymic epithet ri 
agole).i -yy-g could also mention the parallelism in the -n-

^’^nianic ?inr1 ____ V ___  __  __ _ C______  -lllT_______ <
stems for

elgv and Italic, though there are quite a few differences in the further 
*‘^Ora 11 r . t inflectional paradigms. 

... Bnir^fr i--« .1 1. .

I.■at.

In the field of word-formation, one
point to the distributive numeral in -no-, e.g., Lat. bmi: ON tvennr < istto- ‘t • > ’o’twice , or to the locative adverb in -ne indicating ‘from where’, e.g.

^^Peine ‘from above’, Goth, innana ‘from inside’. The occurrence of the
, I) 196; t'or

■ .U. a discussion of tliese Venetie forms, cf. Pisani, 1964: 267-70; Pellegrini-Prosdocinii. 
*83-7; Lejeune, 1974: 85, 102, 145.
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reduplicated form of the pronominal *selbho- both in Germanic and Vengc
may also be significant syntactically, though the context in which it appg^*''
only once in 'Venetie does not provide any clear clue as to its actual usage
the field of phonology, may it suffice to mention the parallel treatment of

1
net;.

‘gUisti,

in Germanic, Italic, and Celtic. In his recent paper on ‘The position 
Germanic within the Indo-European languages’ (Folia Lingüistica Histórica

In
-ÍÍ-
of
I,1 [1980], 117-123), Witold Manczak lists 18 such correspondences from earlie 

scholars (Krahe, Sprache und Vorzeit [1954] and Georgiev’s Introduction to th 
History of the IE Languages [Russian ed., 1958], but, as always, the bulk of hh 
material is lexical (using Wulfila’s bible translation he identifies in
passages 643 Gothic-OCS correspondences versus 362 Gothic-Latin).

pniallg]

The method of Mahczak is characteristic of those who approach the problem 
on a purely statistical basis: elsewhere, the Polish scholar compared similar 
fragments in the Gothic Bible, the Old Church Slavonic Codex Marianns and 
Chylinski’s XVIl“'-c. Lithuanian Bible; the outcome was that 301 Lithuanian- 
Gothic lexical correspondences were identified versus 740 OCS-Gothic. On that 
basis, he concluded that ‘Germanic is first of all related to Slavic, then to Italic 
and Baltic, and finally to other Indo-European languages.’

This kind of approach calls for a number of theoretical comments:
(a) Is relationship between languages to be based on mass comparison of 

vocabulary, without discriminating between the grammatical categories 
to which the terms belong, between inherited common vocabulary and 
possible loans—counting each inflected form as a separate lexical item 
and assigning a statistical index to it? Are we, in other words, really 
measuring the degree of kinship between Gothic and Latin by stating 
that the 3rd sg. optative Goth, sijai'. Lat. sit and the 3rd plur. optative 
sijaina: Lat. sint each occur 6 times in the fragment under considera­
tion while the 1st sg. sijau (: Lat. ero), 2nd sg. sijais (: Lat. esto) and
2nd plur. sijaip (: Lat. estote) only appear once in it. And how much do 

or Goth.comparisons like Goth, waldufni: OCS vlasti ‘power’
weitwodjan: OCS süvédételistvovati ‘bear witness’ tell us about the
actual closeness of the relationship between Slavic and Germanic when 
the whole derivation process involved is completely different? And
why would Goth, mizdo: OCS 7nizda ‘salary’ make Germanic closer 
related to Slavic than to Greek (misthos) or Avestan (tnizdam)^ 
large majority of Mahezak’s comparisons consists of inflexional foinn-

Avestan (tnizdam)^

word-forniatiofroot correspondences with fundamentally divergent ___
patterns, terms shared by a considerable number of other IE language 
or even approximate loan translations on the same model, such as Go 
batizo ist: OCS unie jesti versus Lat. expedit. I fail to see hoW ’*
proves that Slavic is closer to Germanic than any other languages.

(b) If lexical material is the essential source to assess the position 
this be done

assess
Germanic within the Indo-European languages, can 
the basis of isoglosses, i.e. selected linguistic elements which point

of 
of 
to
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one-to-one relationships or areal connections? Or should one examine 
the whole vocabulary? Mahczak undoubtedly has a good point in 
rejecting isolated comparisons, but I don’t think that a proper dia­
chronic perspective will be gained by dismissing ‘words of different 
origin’ like Goth, siponeis ‘disciple’ versus OCS uceniku as well as 
words shared by OCS, Gothic and Latin, to concentrate on two types: 
those occurring in Gothic and OCS, but not in Latin (e.g. sunus: synii, 
but filius), and those occurring in Gothic and Latin, but not in OCS 
(e.g- wiljan: velle, but choteii)—completely disregarding the appearance 
of cognates of the same in other IE languages. What we need is an 
etymological inventory of Germanic—not simply an approximate per­
centage figure of the material inherited from Indo-European, as A. 
Jdhannesson attempted to give several decades ago for Icelandic, but 
a detailed listing of the components of the vocabulary, similar to the 
inventory J. Vercouillie supplied for Dutch in his Etymologisch 
Woordenboek der Nederlandsche Taal (Ghent, 1925): his listings divide 
the vocabulary into (a) inherited material; (b) loans. The former con­
tains, e.g., all the terms represented (1) all over the Indo-European 
territory; (2) only in the western part of the IE area; (3) only in Italic, 
Celtic and Germanic; (4) only in Northern Europe (i.e. Germanic and 
Baltic; Germanic and Slavic; Germanic and both Baltic and Slavic); 
(5) only in Northern Europe and in Celtic; (6) only in Northern Europe 
and in Italic; (7) only in Italic and Germanic, (8) only in Celtic and 
Germanic; etc. Similarly, loans from Celtic, Italic, Slavic, Greek, the 
Romance languages, etc. are organized in subgroups according to their 
origin.

Only such an approach will enable us to indicate how closely Germanic is 
related to other languages and to define the diachronic pattern of the cultural 
affinities between them. In this context language-to-language correspondences
come, indeed, to stand in a different light: admitted that Indo-European was 
already a dialectally diversified language, some of the principles of dialect­
geography have apparently been applied to the spread of its vocabulary with 
'alid reasons, not only by the representatives of the Italian neolinguistica, but 

So by A. Meillet, J. Vendryes, W. Porzig and others. Thus, the lexical corre­
spondences between Italo-Celtic and Indo-Iranian, especially in

*gion, have long been recognized
the field of

_ . —,v„,g utcii icuuginicd as typical archaisms of ‘marginal’ languages,
e groups being situated as both ends of the Indo-European speech-com- 

, **^7' Isoglosses of this type reflect preservation of common stock lost else-Where nnd > • »1. Lillo IVllUVL ^1 VOVl V a. LlVll MX VMllllllMll JlULIV IL/OV
e, and it is possible to list in the same way characteristic correspondences

^•^Ween Germanic and Indo-Iranian, e.g., in the field of religion, Vedic Dhi^dnd 
i goddess 
denies personifying the motherly power of breast-feeding): ON disir (female
id •” ^^PPorting the clan by promoting the fertility of its women—also 
lo with the dead female members of the kin); Vedic asurah ‘powerful;1 ,

• Germanic *ansuz > ON qss, dss, ass ‘Ase’ (designation of the sovereign
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and warrior gods)—as ‘endowed with vital energy’ (cf. Hitt, (¡assu- ‘king’. 
‘beget, bring forth’); O. Ind. Manu(5)- (ancestor of mankind): Germanic Ma^^' 
(founder of the Germanic people according to Tacitus). Particularly import ** 
are words belonging to the technical fields: two of the oldest crafts of the In^'^ 
European are illustrated, for example, by Skt. dra: OHG ala, ON air ‘awl’ anj 
Skt. anih for *arrfi- <*elni- ~ *(ni- in Gmc. *luni-> OHG lun (derived for 
OS lunisa, MDu. luns) ‘linch pin’—terms relating to the trade of the harness

*

Ii

10.

maker and of the cartwright, just as Skt. takrdm-. Icel. jjt'Z < PGmc. *])ex^xla 
‘buttermilk’ points to the importance of animal husbandry. On the other hand 
the technical vocabulary may also give hints as to the time period in which the

*

correspondences due to shared cultural development belong: thus, Chr. Stair
has tried to show that the oldest Slavic-Germanic isoglosses definitely point 'g

to
a period preceding the use of metals; on the contrary, those between Germanic
and Italic, and especially Germanic and Celtic reflect a technologically more
advanced culture. It is, however, difficult in many cases to determine what is 
genuine common heritage, either as regional IE archaism or as shared inno 
vation or as localized survival of an older language stratum. It is obvious that 
the term for ‘iron’ designated something new in the earliest Hallstatt culture 
in the latter part of the 2nd millennium B.C., but where did it come from? 
The alleged Illyrian origin, advocated in the thirties by J. Pokorny, is no longer 
admissible in the present state of our knowledge about ‘Illyrian’ and the 
Lusatian civilization; the etymologies which make it the ‘sacred metal’ (-r Gk.
hieros, Skt. isird- *is3ros ‘powerful, holy’ -or- + Italic/Etruscan *ais- ‘god’
[Benveniste]) remain unconvincing. The Gmc. term tsarna- corresponds to
Celtic *isarno-, but the often postulated borrowing of the Germanic word from 
Celtic is not documented by the facts—it is not established, indeed, that the 
Germanic people would have taken over the technique of iron metallurgy from 
the Celts.^ Even for loans it is furthermore often difficult to determine the
direction of the borrowing process: Lat. brdca ‘breeches’ is borrowed from

—* d, butGaulish, but is the Celtic word borrowed from Germanic before 
after the shift of *g to *k (as the assumed etymological link with Latin

it fromsuffragines ‘hock (of animal)’ would imply) -or- did Germanic receive
Celtic after the consonant shift but before *d d (since Gaulish has no b}- 
Archaeological data are inconclusive: the earliest finds of breeches in German’'- 
territory date back to the beginning of our era, but, then, such material is Y 
nature very perishable. The brdca as typical Gaulish garment is reported on
in Southern Gaul, where the Narbonnensis was nicknamed Gallia brdcata- This

makes direct contact of the Celts with the Scythian or Thraco-Cimmerian 
ture, as Birkhan suggests, less plausible, and DeVries’ hypothesis that the

Tectosages brought it to Southern Gaul from Moravia, where they '
in close contact with the Germanic people, is definitely more attractive.

2) On the etymology ot the name of 'iron’, cf. especially Birkhan, 1970; 128-41- 
(leVries. 1971: 279: Devlamminck-Jucquois, 1977: 107.

cul-

Tfia'

Cf als"
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sing of ä to Ö is rather late in Germanic is evidenced by Lat. Dänuvius: 

.. j-uonouwa <. Gmc. *Döna««a (G. Donau) and (Caesar) Bacenis (forest 
OHG Buochunna < *Bökonia ‘beech-forest’.’

tbe

near 0£j-manic isoglosses are, however, often recent correspondences due 
^rrowing with the relevant technique, e.g. Germanic *lauda- ‘lead’: Mir.

to

objection

Birkhan has indeed shown most convincingly that Oswald Szemerdnyi’s 
that ‘the first century A.D. would be a late date for the Germanic
become familiar with the metal’ is irrelevant: they had actually knownnie to beconic lauimai wiuii uiiv mvutxx lo iiivxvvaiik. iitxKx avvuaxiy miuvvh

nietal since the Bronze Age as it appears on the handles of some swords of 
tit 1 f , , ,1 . t- i P 1 A«'! rv zIzzfrZi»' Till t h n milhat period to ‘equilibrate’ them, but soldering came much later—with a new 
term for metal. Sometimes complex phonological problems are involved 

tracing back the borrowing: thus, in the same semantic field of metalwork, 
OHG wiara ‘purified gold’, ON viravirki ‘filigrane’, OE wtr ‘metal wire (as well 
as the ornament made of it)’ reflect derivations from the Indo-European theme

*ci•weyr- ‘curved’ through various Celtic underlying forms: in insular Celtic 
was monophthongized to *e and *weros ‘crooked’ is reflected by OIr. fiar, W
gwyr, Bret, gwar, on the mainland, two dialects treated *ei differently: (A)
*ei -* ‘ê, hence wêros ‘ornament’ Gmc. *wera- (OHG wiaro); (B) *ei *z.

hence wtroi ‘ornament; curve’ —> Gmc. *wira- (OE totr); in the 0-grade, *u)irya
‘torques’ Latin viriae ‘kind of bracelet’; [personal name] Viriatus (the con-
tinental Celtic form and the late Latin borrowing have survived in the Romance 
languages). Some apparently old loans like Gaulish sdpo (Plinius), generally 
assumed to reflect Germanic saipo ‘lye, soap’, imply sound changes that are not
properly documented for the period of the borrowing (Inguaeonic *a < 
Germanic *ai cannot date back to the first century A.D.).

In other cases, much hinges on the etymology: thus, the Germanic word for 
eather’ (OHG leder, ON ledr), whose only correspondents are Celtic (OIr. 

₽ nar, 'W liedr), could also be part of the LaTéne culture loanwords, provided 
Its Celtic
síím’. Gk. 
^iymology

prototype can be drived from the IE root *pel- (: Lat. pellis ‘hide, 
pella) with the instrumental suffix -tro-. DeVries considers this
as very doubtful (‘sehr fragwürdig’), but alternate solutions are not

‘sin Loewenthal’s connection with Latin levis in the meaning
’ ’deferring to the treated hide. In this case we would have a Germano- 

Erbwort’—but the technique might be older, perhaps taken over 
th-J, , P*'^"Indo-European inhabitants of Northwestern Europe with the

‘lesignatPfl » » .z'»-r-^4
term

‘ypes 
1.

The
'gnated the products?'
investigation of the Celto-Germanic correspondences shows various 

among them:
Sorne may reflect
(0 Common preservation of archaic Indo-European material, e.g. IE

*lwg/iyoOT ‘juridical bond’, with different semantic development in 
Celtic (OIr. lu[i]ge, W llw, Bret, le ‘oath’) and Germanic (Goth.

Birkhan, 1970: 247-8.
*^'«1 1960: 71; 1971: 387 (with discussion of J. Loewenthal, PBB 53 1929, 462).

3)
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2.

3.

liuga ‘marriage’ (borrowing of the Gmc. term from Celtic is excl 
by the fact that the concept of ‘oath’ is alien to the Germanic t
of marriage);

(2) Common preservation of pre-Indo-European material__ an
disputable assumption, 
term for ‘leather’;

as

1C fo,
‘ed

alvv' 
appeared from the discussion of

Some may result from common cultural development; this

'ays
iheif

applies ij,
particular to semantic specializations like the use of the IE nom 
actionis *oytos ‘going’ (from the root *ey- ‘go’) for ‘oath’ in Goth -■en

ON eibr, OE ap, OHG eid, and OIr. ath (cf. Swed. edgang^Eida 
‘going to where the oath is to be taken’ ‘oath (taking)’). This i 
applies to the legal term Gothic arbja: OIr. orb ‘heir’, both derived with 
the suffix -yo- from the adjective *orbho- ‘deprived’ (: Lat. orbus), point 
ing to the deprivation of an orphan minor (cf. the meaning ‘orphan’ 
of Arm orb, Gk. orphanós)—a basic meaning confirmed by Hitt, karti 
‘sever’.®

‘oath (taking)’). This

Some are straightforward borrowings, such as OHG ambaht, OE ombehi 
ON ambati, Goth, andbahts ‘servant’ from a Gaulish term ambactis de-
scribed by Caesar as designating the members of a chieftain’s retinue.
However, in a number of cases, these borrowings may be quite recent, 
and some correspondences to which a high antiquity has been ascribed 
may be no older than the Viking Age when close socio-cultural contacts 
between the insular Celtic and the Scandinavian world developed. Thus,
before reconstructing a typothetical IE to account for ON
hv^nn ‘angelica (archangelica)’ and Ir. cuinneog ‘angelica silvestris’, one 
might wonder when that medicinal root was introduced in Scandinavia, 
and by whom and for what purpose!

If we apply the method of areal distribution to Germanic-Celtic corre­
spondences, we find that they reflect the historical facts: the Celts were the 
last major Indo-European people with whom the Germanic people came in^” 

of north-close contact for a prolonged period before the Roman conquest
western Europe. The vocabulary involved shows an advanced culture, that 
acterized by an highly developed metallurgy and well-established social

advanced culture,

political institutions, suggesting it represents a younger layer than
sflecishared by Germanic and Celtic with Italic, for example. These terms re^ 

the shared features of the social, economic, religious, and political organize 
of the north-western Indo-European community including the ancestors 
Germanic and Celtic tribes as well as those of the tribes that invaded the 
peninsula in successive waves in the second millennium B.C., i.e. the anceii 
of the Osco-Umbrian and Latino-Faliscan peoples. Their agricultural tech .j, 
which included ploughing, is documented by the reflexes of *ptka
Latin porca ‘ridge between two furrows’, Gaulish *rica, preserved in

¡tío”

il’

freu'
idc"5) This etymology was first proposed by Polome, 1954: 159-60, and suggested indcp^J^ jjO’ 

by Benveniste, 1962; 11-12 (cf- Szemerdnyi, BSOAS 27 1964, 158). See further, Tischler,

.«I*-
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pj-ovencal rega ‘furrow, ridge between furrows', Germanic *furhó (G.
E furrow)', a common implement was the ‘sieve’: Lat. cribrum, OIr.

Í.
polonia

' r-’ /’ -------------- I------- ----
’ qE hridder, OHG ritera (G. Reiter ‘large sieve’). They used the same 

criatu“^’ „ --------1-■
process 
ßer№’' 
troduced 
Latin (from

to prepare ‘butter’ as the words OHG ancho ‘butter’ (still Anke in some 
dialects), Ir. imb, Bret, amann, but a later change in technique in-
the loanword butyrum (from which E butter ultimately derives) into

Gk. boutiiron ‘curds’, actually itself a loan translation from the
of the steppes above the Black Sea), and Lat. unguen, Umbr. umenScythian 

came to mean
To judge from lexical data, it appears that, at that time, the ancestors of 

the Germanic tribes must have been separated from those of the Celts by those 
tribes from which the Indo-European peoples of ancient Italy are issued. In 
their northwestern European homeland, prior to their migration to the south, 
the latter seem to have been in close neighborly relations with what was to

'fat, ointment’.

become the Germanic world since they share a set of cultural terms which the 
Celts do not appear to have. Again, here, the question arises: what is common 
innovation and what is common heritage, i.e. archaic vocabulary preserved in 
a marginal area? It is probable, for example, that Lat. vadum: ON vab, OHG 
■wat ‘ford’ constitute an innovation versus OHG furt, OE ford: Lat. portus: 
‘harbor’ < ’’passage’ (as in angiportus): Gaul, -ritum (in place-names), OW rit 
‘ford’: Avest. paratus, pasus ‘passage, ford,<IE*pr-iw- (:*per-tu- in ON fj^rbr).
It is perhaps also the case with Lat. sulcus: OE sulh ‘furrow’, actually a 0-grade
derivation from *selk- ‘drag’, also found in Gk. holkos ‘track’, but here we deal 
with a localized specialization of the meaning as is often occurring, e.g. in Lat.
conunttnis ‘common’ < *‘who shares the duties’ (cf. munia ‘official functions, 
duties of a magistrate): OHG gimeini ‘common’, gimeinida ‘community.
commune’ < *moyno-, a noun derived from IE *mey- ‘exchange’, also appearing 
>n different meanings, without the sociolegal connotations of Gmc. and Lat., 
m OIr. móin ‘precious object’ and Avest. (Gathas) maenis ‘punishment’. Dif- 

cent, however, is the case of Lat. victima ‘sacrificial animal’ to which ON 
temple, holy place’ is compared: what is involved here, is the magico-sacral 

ocess by which the object of the cult or the ritual is separated from the
ane (cf. Skt. vinakti ‘separates, sieves’)—a process indicated in Gmc. by the 
Gothic

^'^^ietu. 
We

Weihan, OHG wihen ‘consecrate’ and in Umbrian by the imperative
ordering the ritual selection of the sacrificial victim. In such cases, 

5^^y ^eal with survival of the old ritual language, as is also shown by thecqj, ‘ wnn survival ot tne oia riiuai language, as is aiso snown oy me 
I--- sacer ‘sacred’: ON sattr ‘reconciled, at peace’ from the IE 

l^elonglng to the religious and judiciary vocabulary, with the con-
^rsLi ratlfv cnnz'i.’rt« ez-kl/amnlif* Í r'f T o t Pi 1 f t^=»<13 ratify, sanction, establish solemnly’ (cf. Lat. sancid)—hence, also Hitt.

rule’.®
Illls •Sorting out the correspondences of Germanic with its neighbors in 

the field of the lexicon tends to slio^v a diachronic stratification in
major part of the evidence presented here has been discussed in greater detail in 
papers. Cf. Polome, 1954, 1972, 1975, 1980, etc.

'Vest

L ■ -The
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the closer cultural contacts that the ancestors of the Germanic tribes havi

Historical Lino,,- 
»“•sti,'tí

VVJ Wio wx LiiL VTVI llltlllie VllUCb liave Kj, 

with the adjacent IE peoples: the oldest connections are rather with Slavic
Baltic—^with closer links to Baltic to .Slavic—but in the second millenn^j'''^ 
B.C., there seems to have been cultural exchanges in which the ancestors of 
Celtic, Germanic and Italic peoples have participated in the agricultm le

pastoral community of northwestern Europe, as social institutions develo 
new tools were introduced, but ancient tradition persisted especially in law^

Tai/

religion. This community may also have included other IE elements such

'ped, 
and

asthe ancestors of the Venetie people, if they were not part of the Italic 
initially, and contacts with the eastern group, especially Baltic remained stron 
but after the movements southward removed the Italic group from their 
northern homeland and the development of new metal techniques with the 
coming of iron provided new tools for territorial expansion and exploitation 
the Celts and the Germanic people became close neighbors and cultural

group

influences, in many cases predominantly Celtic, were reflected by new terms 
though, located at the westernmost confines of the Indo-European area, Ger­
manic and, to a degree, also Celtic remained very conservative in some parts 
of their vocabulary. The archaism of the Germanic lexicon, already illustrated 
by its correspondences with some of the older layers of Indo-Aryan, is also 
reflected by a number of Germano-Hittite isoglosses, such as the special semantic 
development of the root *sek^- ‘follow’ in Hitt. sak(u)wa-‘eyes’ : Goth, saihwan, 
ON sja, OE seon, OHG sehan ‘see’, or Hitt. lis{s)ai- ‘gather’: OHG lesan 
‘gather, pick, glean’, ON lesa, Goth, gaitsan—also occurring with a divergent 
meaning in Lith. lesù, lèsti ‘forage’. Particularly important in this regard is 
again the religious vocabulary, e.g. Hitt, maid- ‘recite invocations, promise 
solemnly’: Lith. meldziù, melsti ‘pray’: OHG meldon ‘announce, reveal’, OE 
meldian ‘proclaim, announce, declare’ (apparently, the term with strong reli­
gious connotations has been ‘secularized’ in Gmc.); Hitt, talliia- ‘call solemnly
upon a god (to do something)’: ON .piilr ‘cultural orator’ (G. Kullredner)-^ 
mediator between god and man, communicating with the deity in a specisl 
formulaic language.

That the vocabulary of Germanic would show specific archaic features « 
not surprising: several decades ago, M. Bartoli insisted on the niargi«* 
(=archaic) character of Germanic on the basis of his study of isoglosses,

,al

recent developments in IE phonology and morphology, in particular
the consonant phonemes and the verb system add new arguments to this 
If, indeed, the views advocated by J. Hopper, and by T. Gamkrelidze and •

wo«'Ivanov, on the nature of the original PIE stops are vindicated, Germanic 
indeed be closer to the original system than a number of other IE lang« 

■ rules
number of other IE

as one could account for the consonant shift by applying two simple 
the assumed original stops of PIE (Hopper, 1982) in the order:

(1) [— continuant] [+ continuant/ Í 1L— lowj

,ia

to

J



- pülo*^^c

(Rule 1 change /t/ and 'd/ [traditionally *d/i] respectively to /6/' and
H^/-, Rule 2 changes /t'/ to /t/ [traditionally *d]; the feature [+ low]
indicates ‘glottalization’).

Í-
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(2.) [+ ïo"’] H C j

n

for the verbal system referring to the studies of Erich Neu, Wolfgang Meid 
others, it is probable that Germanic represents a stage of PIE prior to 

development of the complex mood and tense system reflected by the Greek 
Old Indic conjugation systems—presumably a pattern close of the Proto- 

^natolian contrasting an ‘active’ and a ‘perfect’, to which a middle was added.
the later elaborate system Germanic has indeed only the optative. It hasFrom

apparently never had an aonsi-system; there are no traces of the imperfect, nor 
of the future tenses, nor any evidence of the subjunctive. Under those circum­
stances, it stands to reason that it is more plausible to assume that the IE group 
from which Germanic ultimately emerged left the original speech community 
at an early stage in the diachronic development of the verb system, possibly 
soon after the Proto-Anatolians. This would also account for the numerous 
other archaisms that are being identified at all levels of Germanic grammar, 
as Jean Haudry pointed out in his recent paper in BSL 76 (1981), 200, fn. 13.

This also fairly well excludes the ascription of such assumed major inno­
vations of Germanic as the first consonant shift and the simplification of the 
verb system to a creolization process allegedly after the submission of the pre­
Indo-European population of the Germanic territory by its Indo-European

the religious field. If the conquered
invaders. Culturally, the Germanic people seem to have preserved much of the 
Indo-European heritage, especially in
peasantry of Northern Europe could not influence them deeply culturally, one 
wonders why they would have had such an impact on their language? The 
hdo-Europeans seem to have been very keen on preserving and imposing their 

revered language to the subdued populations—not on letting it be adulterated 
y alien influence, though they were not always successful in preventing it, as 

me iinnart ,1._ __  » T , » • T , 1 _ __ K..,of the non-Aryans on Indo-Aryan in India clearly indicates—but,

To
definitely not creolizationi

conclude: Germanic is perhaps the most archaic western IE language. 
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Diachronic Syntax and the Revival of Hebrew

Haiim B. Rosén
Hebrew University, Jerusalem

A
confrontation of the earliest attested and the most recent stages of Hebrew

-eals an interesting diachronic process on the level of syntactic patterning.
This process, however, entails a change not of an element or a feature on the
bZan de l’expression, but rather of a function on the pIan du contenu, in the 
sense that the syntactic disposition of the sentence parts into thematic and non- 
thematic or into rhematic and non-rhematic components as well as the distinc-
tion of synthetic from analytic and other types of predication are considered

as elements of content.
In the description of these processes, we shall desire to underline that they 

are by no means the result of so-called ‘foreign influences’ operative in course 
of the revival of Hebrew in the present century; rather are they internal and 
natural developments of the sort that might be expected in any typologically 
related language. Once more, the observation of events that took place in the 
Hebrew renaissance will be made use of to assess what processes are possible 
in the history of a language and in diachronic typological syntax, at that.

A large number of Biblical Hebrew’ sentences contain 
reference'^) of the form

a pronoun of

(1) hi-'^ f. sg., /itf’ unmarked gender sg., hênâ f. pl., hern unmarked

these

gender pl.;

morphological gender-number distinctions do not recur with any other
^norpholexical entity in the language, nor do the cognates of these forms that 

other ancient Semitic languages function syntactically in exactly 
same way. This pronoun commonly goes under the term of “third person”, 
we doubt the appropriateness of this term for a number of reasons, at 

^east for ■- the “independent”, i.e. “nominative” forms here quoted: its member- 
the category of person as term indicating the third person may becategory of person as 

the light of Biblical
(2)

'^hich

’«ni- /¡¡r’. “It is me.” (rare, but cf. Isaiah 41 :4, 52:6, Deuteronomy 
32:39),

«nd Would involve an infringement of otherwise compulsory person concord; 
one might even question the nature of /¡w’ as a pronoun considering

(LXX) (Genesis 29:25),
“And behold it is (was) Leah.’’ Jiai iSoii i/v Aeta.

743
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where the substitution of the only possible referend for Aiie’, namely j
would.create a tautological pseudo-sentence, which explains its rendering- r
it or its non-translation in the Septuagint version.

It would appear that/zu ’, while functioning in other contexts and in

-Call

'y

patterns in the grammatical realm with the force of a noun phrase, fulfils her 
a function on the enunciative level, that is characterizes the noun forming ?
it a sentence nucleus as the rh^me of the latter, or more specifically,

•e

. • itsidentificatory or at least synthetic predicate. This is a not altogether unconnn 
feature: similar statements may be made, e.g., with reference to French le, which 
while frequently acting as object pronoun, functions as pro-predicate in sen 
tences like

(4) Je le suis,

whereas Middle High German ez in the often discussed syntactic type

(5) Ih bin ez Ioseph^^'>

is apposited to the predicative nominal to characterize it as such, not unlike 
what is observed in Biblical Hebrew. The most perfect parallel to Biblical 
Hebrew hu-'^ is Coptic enclitic pe (m.sg.), te (f-sg.), ne (pl.) as in

(6) Henrôme^ ne'^^ nrefji^^^ niaein^' ’'AuSpe^^ Teparo^'aKÔnoâ^^ ùaiij
’ause" tuo'/zci’"'*"’ hémâ^'- (Zechariah 3:8)

which, svhile etymologically completely unrelated to /zzz-’, may be connected 
with it on the basis of areal typology.

The function of /zu-’, which is very much similar to that of Coptic pe,*'*’ 
becomes particularly important whenever more than one nominal precedes it:

(7) Seba'^^ p-árót^' hat.óbót''^ Íeb/Y' sáni'in" lténá = Al póe?" m'"’
£7CTá^ ¿ur/p-j-pronoun marking' the immediately preceding nominal 
as rheme, i.e., as the essential element of the interpretation of Pharaos 
dream. (Genesis 41 :26),

or if it is posited between two determinated nomináis:

(8) Yo'sëp^ hw ?ii, ha^al-i-p", . . . haiii-asb i-r''.
= lwaTi)tp'^ r¡v apxûJij"‘-j-element" putting “Joseph” in the toregiountl +
óSro?''’ èTrtü^ed'. (Genesis 42:6), 

while with no nominal preceding /nf’can retain only an anaphoric prononiio^
function:

(*-’) • . . ’^âyêp'^^ as ' he" [was] tired "III (Genesis 25:29),

where the (grammatical!) subject—predicate order is concomitant 
junctional subordination.

Now it is obvious from a confrontation of

with con-
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(10) (wayê(Pu- k'i-') "^e-rum-im 
(Genesis 3:7)

hêm “(and they knew that) they were nude”

^-idi

(11) Sad-i.q^ hu-^ YHWH^'. The Lord" is righteous*. (Lamentation 1:18)

well as of (2) with (8) that the grammatical subject, finally posited in (11) 
d initially posited in (8), is not an essential part of a sentence of the type 

^emplifie*^’ but must be regarded as an expliciting apposition precisely as in 
syntactically matching expressions

aS initially posited

(12) Taurus mugit. = Mugit taurus. = Il mugit, le taureau. (•>)

We are thus establishing that Biblical Hebrew sentences are essentially 
bipartite, and that tripartiteness as well as a copula status of hu ’ are apparent 
only, an impression most likely induced by considering translational equivalents 
in languages involving verbal copulas; we are furthermore in a position to 
state that the constitutive components of a considerable portion at least of
verbless sentences are rheme and f/iczne*“’, and that it is these rather than 
grammatical subject and predicate that in numerous cases determine the sen­
tence order, the rhème, remarkably enough, normally preceding.

Before we go on to discuss the diachronic implications arising out of these 
facts, we have to dwell on the importance of the dependence created by gender­
number concord which is observable in all of the examples so far exhibited.
whether expanded as (7), (8), (11) or unexpanded as (2), (3), (6). This concord
is the formal expression of an equational relation, i.e. identificatory or classifi- 
catory. A minimal sentence, such as one created by combining two nouns, which
IS devoid of concord, is not equational, but descriptive or 
components being arranged in a topic-comment order; e.g.:

qualifying*’’, die

(13) YHtVH '^ëlôhi'nP ’ëmei" (f.sg.noun), ^êlôhi'm^'^ hayim'.

The
l*'ansf(

“The Lord God* [is] [of] truth** (i.e., is verily God), he**' [is] a living' 
God''’,” (Jeremiah 10:10).

quasi-copula /ziz-’ may not be added to sentences of this type without
■orming them into an equation-type pattern such as comparable Coptic

0'^) Pek^-saje^' 'O <7Ôç* (copula*'*) (definite article*')
laziv. Thy word is truth. (John 17:17)

fe; 
as

Some decisive event of syntactic restructuration that occurred at
■, foment of the history of Hebrew is the loss of pertinence of syntagmatic 

. which had been distinctive on the level of enunciative functions, i.e., 
either rheme or thème. While in the recent generation, new 

Came into use to uphold that important distinction, characteristically L ^fr, typological point of view—including clefting and shifting of the 
component towards the final segment of the sentence, a reinterpreta-
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tion necessarily took place of whatever formal oppositions subsisted in curre
usage'. May I be permitted to recall at this point that the fundamental

Historical Linguic..SUlStifj

chronic process in the revival of Hebrew consists in the functional or dia. 
distribo 

tional differentiation of inherited features that have become competing eithe 
because of their origin in chronologically distinct layers or because of niergef 
and diachronic neutralization.

syn-
The latter being the case concerning the features discussed here, the 

tactic types involving two nomináis and distinguished by the presence and 
respectively, absence of what is now a copula, hiP, have undergone reinter’ 
pretation. In one case, that is if both nomináis are nouns, the construction 
without hiP is interpreted—due to the loss of the rhematizing function of the 
latter—in the same way as the construction involving a copula: the sentence 
pattern exemplified by (13) is considered equational even though no concord 
is present. Thus

(15) Dvaréxa '^emet. and
(16) Dvarexa hem '^emet.

are considered as synonymous, irrespective of which component is rhematic, 
and translatable as “Your words are [the] truth.” Curiously enough, certain 
Biblical expressions, very much en vogue, will be currently misunderstood; 
e.g., the descriptive

“Thy eyes are of doves.”(17) "^S-nayik yo-ni'm. Oculi tui columbarum.
i.e., “dove-eyes”. Thou hast doves’ eyes. (RV). (Song of Songs 1 :15).

is notoriously taken as classificatory (“Your eyes are doves.”).
However, a much more interesting process arises for the sentence pattern 

consisting of a grammatical-subject noun and a predicative adjective. Here,
the loss of one function (the enunciative one) is exploited to make way for the 
creation of a new distinction: a descriptive construction

(18) Ha-p'^ula psuta. “The procedure is simple.”
(19) Yosef xaxam. “Joseph is clever.

is in contrast with a classificatory type

(20) Ha-p'^ula hP psuta.
(21) Yosef xaxam.

“The procedure is a simple one.”
“Joseph is a clever one.” ”... a smart guy-

There is also a possibility of distinguishing a general, atemporal froio 
hie et nunc predication:

a

(22) Midot ha-xom be-Yapan gvohot. “Temperatures in Japan are (’^‘’
mally, essentially, characteristically) high.”

(23) Midot ha-xom be-Yapan hen gvohot. “Temperatures in Japan 
high (at present, this year).”

It is in particular the latter, marked term (23) of the opposition which

ar®

iv®
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the conception of the copula as a present tense “to be”, so that it came
H-

rise to
to be u' 

(24)

sed also with adverbial predicates;

Yosef hu’ be-TePaviv. “Joseph is in Tel-Aviv.”
-jTie pattern subject-noun—copula—predicative adjective or adverb, which 
iractically non-existent in Biblical Hebrew, would seem to be an analogicalis pratuv»**/ ------- - -------o-—
ansion out of preexisting relations of quasi-inserted copulas vs. copulaless

.‘-.-.rtUrîrirTr TM-iirlîriïf-ÎvP nnnnî' tllic ITinniZatirtT, vnirrlif l-.^. .. if -.11 ..sentences involving predicative nouns; this innovation might be, after all.
the level of expression which consolidated differentiations of typesprocess on

of qualitative predication, which are conceptual distinctions rarely found, if 
at all, in languages other than Israeli Hebrew.

a

Notes
1) Benveniste, “La nature des pronoms”, in Problèmes de linguistique générale 1. 215ff.
2) The consonantal text of the Pentateuch (the earliest layer of Biblical Hebrew) almost 

vithout exception presents one and the same form (hw'>) for what the vocalization much later w
introduced distinguishes for gender, but most likely precisely this reflects a feature of later 
language, while the pronominal character of hw' (in this use) was still less pronounced in early 
language than in the later layers of Biblical Hebrew.

3) Cf. Adelberg, Die Sätze des Typus "Ih bin ez loseph” im Mittelhochdeutschen (=Dt. 
Akad. d. Wiss. zu Berlin, Veröff. d. Sprachwiss. Komm. 4, 1960). The MHG parallel is adduced 
by Polotsky, Orientalia 2Л (1962) 426 = Collected Papers 431. What would maybe appear to 
be an obvious parallel, the Japanese theme-marker wa, aptly treated by K. Tsujita in an un­
published paper submitted at the Hebrew University, cf. Watashi wa Yosehu desu in the 
Biblical verse Gen. 45:3 just quoted, does not enter into consideration in this context, since we 
are here dealing with thème- or, respectively r/i<inie-markers of a pronominal nature.

4) Polotsky, l.c. The Egyptian predecessor of Coptic pe was also uninflected for gender and 
number (cf. note 2).

5) Schwyzer, Zur Apposition (z= Abh. d. Dt. Akad. d. Wiss. zu Berlin, Phil.-Hist. KI. 1945/6, 
Nr. 3) 14.

6) This pair of terms is preferable to “topic” and "comment”, since what the “comment” 
IS a comment of is not always present in the sentence.

Ъ Cf. my study “Quelques phénomènes d’absence et de présence de l’accord dans la structure 
OP la phrase en hébreu”, GLECS 10 (1965) 78ff.

8) Cf. my Contemporary Hebrew 221 and Rubinstein, Ha-miSpat ha-iemaniy [“The Nominal 
Sentence”] 82.



The Codification of Prescriptive Grammar

Bertil Sundby & Anne Kari Bjprge 
University of Bergen, Norway

I

Normative grammarians tend to prescribe in negative terms, that is to s 
they focus on the ‘bad’ forms rather than on the ‘good’ usage itself. This fault 
finding approach predominates in 18th-century England, though exceptions 
occur. In the preface to his The structure of the English language (1798), John 
Sedger complains that ‘most of our grammarians (have) written rather with a 
view to point out the common errors of speech, than minutely to investigate 
the genius of the tongue,. . . ’ However, for all his excellent principles, Sedger 
is on the list of sources utilized by A Dictionary of English Normative Grammar
1700-1800 (DENG).* His contribution is modest though: some thirty forms
labelled as false. Topping the DENG list is John Knowles (1796) with c. 870 
instances of ‘improper’ or ‘inelegant’ English.

It is the aim of the Bergen project to collect and process the forms which 
were frowned upon by the early English grammarians. To cater for the needs 
of the growing number of scholars for whom DENG should hold an interest, 
an overall scheme of presentation at once inclusive and easy of access had to 
be devised. In the first stages of our work, five different models were considered. 
Four of them were discarded and will merely be touched upon here, the fifth 
model being the main topic.

The first scheme is consistent with the method, employed by the gram­
marians themselves, of recording the errors under the parts of speech and 
syntactical categories where they seem to belong. To be sure, some grammarians 
also present separate lists of solecisms. The second scheme starts from th®
arguments with which the grammarians support their views on correctness, 
their appeal to etymology, analogy, logic, universal grammar, and other con 
siderations, all of them discussed by S. A. Leonard in his classic study, 
doctrine of correctness in English usage 1700-1800 (Madison, 1929). Both scheines 
were rejected: they leak badly, there is a good deal of overlapping, and potent* 
users of the dictionary would not know where to look for an answer to t
particular problems. Thirdly, attempts were made to classify the data 
lively by reference to the transformations called for in order to arrive at 
approved form. Thus come here —> come hither was entered undercome hither was
ment, the two first terms —* the first two terms under ‘permutation’, etc. 
snag is that the ‘correct’ form is not always made explicit in the source

* The source texts mentioned in this paper are listed in A. K. Bjprge, The sources 
(University of Bergen, 1981).

texts,

of
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ail',d w'b®”
it is, the interrelationship is sometimes too complex to be dealt with 
tionally. A fourth model is ready to hand in the rhetorical grammars.

0-aOsf 'grammaiicai nguic» aic uuuuguuucu, Mi. ellipsis, leuuiluaiicy

"■bef^ngiiage. Cf. e.g. Kirkby 1746:135-141. While logically unassailable (‘a 
aii^I ‘;i word too many’, ‘the wrong word’), this error typology is too
"■ff оуг purposes owing to the fact that enallage covers a wide diversity 

currently described in terms of, e.g., concord, word-order.

'grammatical figures’ are distinguished, viz. ellipsis, redundancy

cm phenomena
fl gnyniy, synonymy, euphony, etc. But ellipsis and redundancy are among 

seven error-based categories of the fifth model, which we trust will prove 
the defiiiiii'^

conomical, this typology has so far enabled us to deal with any deviations 
,n correct’ grammar in terms of AMBIVALENCE, DISSONANCE, ELLIPSIS, 

IDl'oM, INCOHERENCE, INCONGRUENCE, REDUNDANCY. A conven­
tional dictionary based on such a system will help students specially interested

yet

one, subject to minor revision. Near-objective, comprehensive

in say, ellipsis to find the relevant data (types, select tokens and totals) in a 
single alphabetical list, and will thus relieve them of searching Adjectives, 
Prepositions, Verbs, etc. In addition, a complete data file is being trimmed for 
the computer, which will make it easy to retrieve, say, all the constructions in 
which a given word-class or functional unit is involved, dates of first appearance, 
information on the attitudes of individual authors, and so on. The register 
labels quoted or deducible from the source texts add up to well over one 
hundred, and so we have broken down the original list into a simple code 
{dial, obs, vlg, inel, etc.).

The seven error categories cut across traditional linguistic ones but have 
more or less negative connotations. For example, redundancy is constitutional 
for all human languages, but in our dictionary it is a name for tautologies, 
unnecessary repetition or mere verbosity. Similarly, ‘idiom’ is almost a pejora­
tive term in the context of DENG: the grammarians were uneasy about the 
unitary meaning and syntactical constraints of multi-word lexemes, hence our 
IDIOM file.

To demonstrate further the problems of codification and the way we have 
Guf h-esolve them, let’s have a look at INCOHERENCE and INCON-

ENCE, which account for about 60% of our data. INCOHERENCE is
*■ fo word-order and is subdivided into Reversal, Split and Postponement, 
subcategories of INCONGRUENCE are

which account for about 60% of
The

Concord, Government, Co-ivo UI J.VtAx LJ JLiN ctl C xuOllCOl U, V Cl illllGll l,

Hopping. Samples will now be given of Reversal, Split, Concord 
'•‘'u b tHat order. In the computer record, as many as seven fields

’I^^t'ied, viz. error category, subcategory, main entry, subentry, citation, 
to (source), and register. The order followed in the samples corresponds 

'hierarchical arrangement of the printed dictionary.

far as the transposition of two or more clause elements is condemned 
hiative grammarians we call it Reversal. This term is distinguished from.
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though it overlaps with, what is generally known as inversion. Our first
illustrates the positioning of adverbials, which gave logical grammarians a'^'^ 
of worry. To economize space we treat citations in terms of ‘front’ position 
different subtypes of ‘mid’ and ‘end’ position: and

//INCH/REV/AdvcPredP/Ml—»ES/We always find them ready wh 
we want them/Mul795: llS/iingr//

The sample translates as follows: ‘Adverbial included in Predicate Phrase’ ' 
the mam entry, which comes under Reversal, one of the three stibcategoriej 
of INCOHERENCE. The placement of an adverbial is at issue, and Predp 
represents the syntagmatic span of the order change. ‘We always find them 
ready...’ illustrates mid-position 1 and is labelled as ungrammatical (‘eirone
ous’) by Lindley Murray, who prescribes ‘We find them always ready. ¿g,
fined as end-position 3. The subentry specifies the order change.

So far we have noted about thirty different types of adverbial reversal. or
nearly half the potential number. But for the code, it would have been neces­
sary to specify the change by including the correct version in each citation.

Split

This error subcategory takes care of utterances in which a segment of 
variable size or structure comes between two elements seen as going together.
It corresponds to tmesis, the rhetorical figure which ‘divides a 
and interposes something’ (Fogg 1796:249).

compound word,

'/ INCH/SPL/Ant ProUpgi/if the walks were a little taken care of that 
lie between them, ‘if a little care were bestowed on the walks that 
/B11783: MZ/impre//

The main entry gives the two elements that must not be separated, in this case 
a relative pronoun and its antecedent; the intervening segment is not iiiarke 
in the entry but is underlined (italicised) in the citation. No subentry is 
Incidentally, Blair’s comment on the sentence and the way he amends it 
for two more input slips: one placed in the IDIOM file (‘take care of ) .
another in the Postponement file (the construction with non-initial pi^P® 
tion).

Concord
As will be remembered. Concord is the first subcategory of 

GRUENCE; it numbers appr. 1870 examples, and about 75% jiicl* 
syntactic relationship of subject and finite verb. S V has 79 subentries, " -
are ‘readings’ of the main entry. They are ordered according to the 
of the subject, and for each subject according to its corresponding

As will be remembered. Concord is the first subcategory of

verb:

i.re

or V0/as soon as discretion, consii* 
age have brought the man to himself/Crl 772: 46/Mngr//

//INCG/CNC/S n
or

i(?>’
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//INCG/CNC/S V/N,8g2..n <”■ V„/The smart or the sneering manner
of telling a story are inconsistent with the character of a historian/
Usl785:108/unger//

each sample, the first part of the subentry (as far as and including ‘or’) 
rets S(ubject) as ‘two or more than two singular nouns coordinated with 

jjg tilde indicates that the ordering of the symbols is notationally expedient 
’ (.Qntrary to actual usage. In the first citation, the 3rd pers. sg. -s is lacking 
\ In the second sample, where to be has gone wrong, the relevant form 

. - - - -
/‘are’ lit
of generality we have settled on the notation for are/were.

in

but

two or more than two singular nouns coordinated with

this case) might have been used in the subentry, but in the interest

Hoppirig
While Concord, Government and Co-occurrence typically deal with the 

relationship betw'een exponents of different parts of speech. Hopping is focused 
on one class or function at a time. Its domain is the complex sentence, and
what is being criticized is the way a given unit is expressed when repeated.
For example, the use of different relative pronouns with a shared antecedent 
is regarded as ‘faulty’ by Ussher (1785), and inconsistencies in regard to tense 
and voice are frequently criticized; the sample illustrates mood change:

/ INCG/HOP/ V,ae ~Vgbj/i£ a Man have a hundred Sheep and one of
them is gone astray/ Knl 796*: 62/ iinpro//

The tilde used in the main entry separates correlating items and indicates that 
they do not necessarily occur in the order given in the grammatical descrip­
tion.

The last mentioned subcategory is marked by inconsistencies—and so is 
Deng. Or rather, the code is not, and could not be expected to be, uniform 
or evenly exploited. Four examples:

>• As a general rule, the grammatical description is based on surface 
structure arguments, but this principle has to be given up in dealing with 

DIPSIS and occasionally elsewhere.
ab. ** entries are for the most part grammatical strings, but the level of 

faction varies and lexemes are regularly listed as separate entries in IDIOM 
bequently in REDUND.A.NCY and Co-occurrence.

pairs of 
iv.

Some grammatical strings are syntagms, others are nonsyntagma tic
correlating items, but grammatical symbols arc also used singly. 
The tilde is consistently used in Hopping, the colon has found its wayj Lime IS consistent!

' ‘̂^^^^IVALENCE, and the arrow, as we have seen, into Reversal.
*^*ch differences argue that the error categories have a basis in fact although 

‘57 ■'cere firstth,
"ith set up intuitively. Once readers have made themselves familiar

^»Ctioieach individual category, they should have little difficulty in
i'ly for their particular purposes.

using the



Rule Recession and Rule Loss

Peter Meijes Tiersma 
Miami University, Ohio

The traditional Generative view of phonological change, as set forth ¡n 
Robert King’s (1969) Historical Linguistics and Generative Grammar, posits four 
main types of change: rule addition, rule loss, rule reordering, and simplification. 
The term ‘rule loss’ is used in at least two differing senses in the literature. 
In the writings of King and Paul Kiparsky, the term is applied to situations 
in which a rule of the type A B is lost, causing all alternants which were 
formerly governed by the rule to revert to the underlying form at once. Ob-

I

viously, if this is indeed a type of linguistic change, it provides strong support
for the abstract nature of lexical representations.

King and Kiparsky compare rule loss in their theory with the ‘analogy’ 
explanation. In this view, a rule is lost gradually by means of lexical change, 
equivalent to what many linguists refer to as paradigmatic leveling. In the 
Generative approach the alternations are eliminated because the rule has been 
lost, while in the ‘analogy’ approach the rule is lost because the alternations 
have all been leveled. 1 will refer to the former as rule loss and to the latter 
as rule recession.

There are at least three main consequences which stem from viewing rule 
loss as a type of grammar change. One of these is that rule loss is a one-step

I

process, not gradual as is implied in rule recession. Also, in all cases where 
B is lost, all alternating allomorphs will revert to thea rule P of the form A

underlying form A, never to B. Rule recession allows for the leveling to favor 
either A or B, or both. In addition, residue from rule loss can only be accounted 
for by assuming that restructuring had taken place in the lexicon before the 
lule was lost. With the recession explanation, residue is nothing more than 
those alternations which have, often because of high token frequency, been able

to withstand the pressure to undergo leveling.
In Tiersma (1980) I present two phonological rules in Frisian which

a synchronic point of view might be considered to have undergone rule Io®* 
A _ ______ ■ r , .. ____  1-.* _»„a^nn£!’ theway in which these rules were lost, observing 
changes which took place between generations, indicated that these are in 
instances of rule recession. The loss of alternations was gradual and 
residual forms in the language which cannot reasonably be attribute

A closer examination of the

arc 
to

restructuring.
closer examina^*®Since these cases of possible rule loss turned out, on 

to be rule recession instead, does rule loss in the sense of King and Kip^^^' 
exist at all? One of the major problems in this regard is that it is often 'ill’-

752
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to
pR’^'i of the in-between stages of the change do not exist. Yet there is one 

recent phonological change which has been attributed to rule loss, 
in addition is viewed as one of the stereotypical occurrences of the 

.u» In« of final devoicine in various German dialects.
rela»'

P'

is a g'

c- the loss of final devoicing in various German dialects.
Swiss German dialect of Visperterminen, described by Wipf (1910), 

rood example of where the rule of final devoicing may be considered to
lost. Words like iag ‘day’, woeg ‘v/viy’, xo:rb ‘basket’, and xaZb ‘calf’.

R voiced (better: lenis) final obstruents, indicate that the rule of final 
jgvoicing, which was once operative in this dialect, has been lost and that the 
Iternants have reverted to the underlying representation. Adverbs like a/? 

‘from’ and woek ‘away’ do not show the effects of rule loss since they are 
assumed to have undergone restructuring prior to the loss of the rule.

Yet other dialects, such as those of the Heimattal of Deutsch Wallis, show
a more complicated situation (Bohnenberger, 1913):

(I)

(2)

(3)

WALLIS 
be:rg 
tag 
xind 
stop 
sork 
di:p 
truok 
liep-liebe 
rat-reder 
xalp-xalber 
jut-jude

STANDARD GERMAN
Berg [k] 
Tag [k] 
Kind [t] 
Staub [p] 
Sorge 
Dieb [p] 
Trog [k]

GLOSS 
mountain 
day 
child 
dust 
sorrow 
thief 
trough 
dear 
wheel (s) 
calf(s) 
Jew(s)

Note that the forms iir (1) appear to have reverted to the underlying repre­
sentation. Those in (2), on the other hand, have retained the voiceless stops, 
®nd those in (3) still undergo alternation between voiced and voiceless stops.

cording to Bohnenberger, the language of the area
oT voiced obstruents in final position. In view of this, the dialect

. ^^Porterminen, which initially appeared to illustrate a stereotypical case
Vole loss, 
leveling, a

shows various stages of

of may in fact be better viewed as the end product of a long process
process which in Deutsch Wallis has not yet reached completion. 

? «V words, the dialect of Deutsch Wallis, in whicli the reversion of alter-
Rations
obst]
of 
bo;

to what is considered the underlying representation (the voiced or lenis 
tuents) has not yet been completed, is the “missing link” in the question 

ther this potential instance of rule loss is an instantaneous, across-the- 
change'ard

«Vid,‘ence i
or a process which gradually spreads through the lexicon. The

'Oss
. m this case strongly suggests that it is rule recession rather than loss. 

; example of this type of grammar change presented by King is the
Ihe rule of Verner’s Law in Gothic. This law, which produced alter-

1,
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nation referred to as grammatischer Wechsel, states that voiceless spirants
come voiced in voiced surroundings when the accent does not fall on

Historical Lini
'«Viatic*

immediately preceding syllable. The effects of the process in the Gen 
strong verb system are illustrated below:

fie- 
ihe

«lanic

(4) 
OEng 
OSaxon 
Gothic

INFINITIVE PAST SG
snipan 
tiohan 
sneipan 
tiuhan

snap 
toh 
snaip 
tauh

PAST PLURAL 
snidon 
tugun 
snipum 
tauhum

PAST PART 
sniden 
gitogan 
snipans 
tauhans

^LOss 
cut 
pull 
cut 
pull

Most traditional grammars assert that in Gothic the effects of Verner’s Law
were leveled by analogy. King (1969), however, attributes this change to rule 
loss, stating that this cannot be analogy because all of the alternations reverted 
to the underlying form. It is important to mention in this context that some 
words, like aih ‘I possess’ and aigum ‘we possess’ still exhibit this alternation. 
Furthermore, the observation in Paul (1920) that the verbs hwairban, swairban, 
and skaidan generalized the voiced spirant is an important counterexample to 
King’s claim. Since rule loss implies that all alternants must revert to the 
underlying form, this argues persuasively that this is in fact rule recession.

Based on this evidence, I find it improbable that rule loss in the sense of 
King and Kiparsky actually occurs. Of course, it is impossible to disprove 
every purported case of rule loss—most claimed instances occurred hundreds 
of years ago. Yet if rule loss really exists, it should be possible to find a lan-
guage where the older generation has a fully productive rule which has been
lost (with reversion to the underlying form) by the next generation. The burden 
of proof lies with those who believe that rule loss in this sense exists.

Does this necessarily mean that a rule remains in the language until all 
alternation has been leveled, as suggested by the recession explanation, and
is then lost? I believe that both rule loss as grammar change and rule recession 
occur. A productive rule can be lost for various reasons, as King and Kiparsky 
suggest, but the alternations do not all revert to the underlying representation 

word-by-in one fell swoop. Rather, they undergo paradigmatic leveling on a
word basis and need not necessarily reinstitute the historically underlying fori»-

andLeveling (recession) takes place precisely because the rule has been lost 
the alternations must therefore be memorized. As alternations are ’ 
lexical entries are simplified, providing a natural explanation for why 
matic leveling occurs—it occurs because the rule governing the alternation^,^^ 
been lost from the grammar. In this sense, both rule loss and rule reces

has

are actual forms of phonological change, the one leading to the other.
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On Models of Linguistic Performance

Victoria A. Eromkin
University of California, Los Angeles

Of the 315 items included in a recent bibliography on speech errors (Cutler 
1982) 258 have been published since 1950, and 223 only since 1970. Thus 
although there has been scientific interest in such data since the beginning of 
the 19th century, the investigation of linguistic errors has really ‘come of age’ 
in the last 15 years. The increased interest in slips of the tongue results from
the recognition of the fact that “The analysis of ‘spontaneously incorrect’ sen-
tences belongs within the realm of psycholinguistics inasmuch as the errors 
they contain can give some clues to the particular mechanisms of language 
production, in which the abnormal case... can lead to conclusions about the 
factors involved in normal functioning,’’ as suggested by Bierwisch (1981). He 
further suggests that “the phenomena... can (also) be of interest in sorting 
out questions of the linguistic system proper... It goes without saying that 
linguistic and psycholinguistic analyses of spontaneous error, if they are to be 
meaningful, can only be made against the background of significant hypotheses 
concerning the structure of the language in question.” An examination of the 
papers included in the Cutler bibliography shows this to be the case.

The relationship between the mental grammar and real-time production 
processes is also relevant to a question raised by Cutler (1981). She refers to 
“a common confusion in the speech error literature (which) arises from a 
failure to distinguish between the CAUSE of an error’s occurrence and the 
MECHANISM by which it occurs” pointing out that “The two are logically 
distinct.” This paper will attempt to clarify this distinction. In general, the 
difference between the cause and the mechanism of an error may be exeniph' 
fied by the following:

(T = target utterance; E = actual utterance with error)
I. 1.

2.
3.

E

He made headlines E: He made HAIRLINES
The conquest of Peru > E: The conquest of PURDUE 
I’m going to die young but I’ll die less young > 
... Yes Lung

thei^'In (1) the speaker was referring to a barber. The cause of the error - 
fore appears to have been non-linguistic—an intruding thought which prodi* 
a competing or alternative plan” (cf. Butterworth, 1981; Baars, 1980). 
fact that HAIRLINE and HEADLINE have identical initial sounds, - , 

ic caus»*

Th« 

two

syllables, and end with the same morpheme may constitute linguistic 
factors which increase the probability that such an error will occur. D-But

iisa* I
silt’’ IÂ756



distinct, as Cutler has shown, from the mechanism involved in
the error, which in this case is the incorrect selection of a substituted

r
F cau-
r pro,
I w'or

A-

causes are 
idiicing

r , fQj. the targeted one. In (2) the speaker was a professor at Purdue. The word ■ ... -• • ......of phonological structure of the targeted and substituted words may
tiigger^^ the cognitive association which in turn may have increased the 

obability that the wrong word would be selected. The fact that the substi- 
P\ed word is phonologically similar to the targeted word raises the possibility 
\^iat phonologically similar words are listed together in the mental dictionary 
* • - connecting pathways. The third error further illustrates how an

si;
have

have COnnCCLlilg JJaLIlWciyo. lUC LIIULI ClIUl IlllLllvl llIlloLIdLC 

^ntrusive thought may be a causal factor in the production of a slip of
the tongue, but a different mechanism is involved in this case. The speaker 
who produced the error cited in (3) had recently given up smoking. This might 
have triggered the mechanism by which the two sounds—/ 1 / and / j /—were 

ersed. Noone has yet hypothesized how the intrusive thought leads to suchrevi
a transposition of sounds.

The possible causal effect of, phonological similarity is discussed in an
analysis of 65 word blends from Fromkin’s (1973) corpus of errors analyzed by 
Butterworth (1981). He points out that 51 involve pairs of presumed words 
which are phonologically similar i.e. more than half of their segments are 
identical (IL 1) or have the same syllable pattern (IL 2), or the same initial 
segment (IL 3), or the same stress pattern as well as other similarities (IL 4). 
Only 14 pairs as exemplified in II. 5 do not show these similarities.

II. 1.
2.
3.
4.
5.

trying / striving > strying 
terrible / horrible > herrible
grizzly / ghastly > grastly 
mainly / mostly > maistly 
instantaneous / momentary > momentaneous

These blends further support Cutler’s distinction between causes and 
’Mechanisms. The causes again appear to be competing plans, internally 
’’’duced, rather than due to external context, presumably because the words 
‘"'e semantically similar and, in some cases, almost synonymous. It is as if 
the speakers were unable to make up their minds as to which lexical items 

^^^er expressed their intended messages. Two words were therefore selected, 
because of the indecision were combined.

Or ‘1
Pbiase and sentence blends also occur (Fay, 1981). The blending of idioms 
^’ted phrases also show that “competing plans” constitute a plausible cause.

111. 1. In one ear and out the other / here today and gone tomorrow > 
IN ONE EAR AND GONE TOMORROW

-• give him an inch and he’ll take a yard / give him a rope and he’ll
hang himself GIVE HIM .AN INCH .AND HE’LL HANG HIM-

lis.
SELE

both linguistic and non-linguistic factors may be causes of speech
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error production; intrusion of internally or externally conditioned throu k 
as in the examples in I; phonological similarity as illustrated by the blend' 
II, as well as in segmental errors such as phonological spoonerisms (Shatti 
Hufnaged and Klatt, 1980). Phonological similarity may also be the sole ca 
of word substitution errors as exemplified in IV. *

« in 
uck-

IV. 1. T: the frequency of occurrence > E: the FLUENCY
2. T: prohibition against incest > E: ...against INSECTS
3. T: Trubetzkoy is less procedural > E: less PROCESSIONAL

As we have already seen from the examples in I, both form and meanin 
may be contributing causes. In those examples, the meaning did not relate to 
the semantic similarity of the two words involved in the substitution but rather 
to the referent of the intrusive thought. Other word substitution errors, how­
ever, appear to be caused simply by similar semantic class membership, as in V

V. 1.
2.
3.
4.
5.

T:
T;
T:
T:
T:

he has a wedding band on his finger > E; ... on his AVRIST 
he paid her alimony > E: he paid her RENT
a horse of another color > E: ... of another RACE
straight jacket > E: STUFFED SHIRT
I didn’t want to be a sexist > E: ... a RACIST

Such examples once again provide clues as to the mental organization and 
representation of the grammar, in these cases, the lexicon. If words are stored 
together according to phonological structure or semantic categories (or are con­
nected by a thesaurus like structure) random selection errors could account 
for these utterances. In all cases, then, the linguistic structure and system are 
contributing causes.

The linguistic structure of the intended utterance can contribute to the 
error in yet another way. The word substitution and blend errors presented 
above reveal paradigmatic influences; syntagmatic causes are also evident as 
shown in VI.

I

VI. 1.
2.
3.

She wrote a hike warm letter > E: ... a hike warm WATER
She gave birth at midnight > ...at MIDWIFE 
it’s fun to collect speech errors > E: ... to CORRECiT . • •

AA’Ilile it is not yet clear HOW phonological and semantic similarities, o 
plaiiS’ 
can<l*'

semantic structure, or rhythmic structure (Cutler 1980), or competing 
trigger the mechanisms which result in slips of the tongue, they are good 
dates for causes of these errors. The mechanisms which they trigger ^PP ...iinhiesi
to be similar across grammatical components; features, segments, sy.liable«'--* * . 1 a, V&VM X V S-» 1 * * J.* W ----- - , , 
morphemes, words, phrases can be a’nticipated, persevere, transpose >
blended. Another mechanism responsible for error production is incoi

or 
ii-ect

morjjbological or syntactic rule application (Fromkin, 1980).
It is evident that both the causes and the mechanisms reveal the uniideriyi’’^

grammatical system, showing that speech errors provide important data for
t

T
T
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oiistruction and validation of theories of grammar and psycholinguistic
of production.

Baa’"''
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English Quantifiers and the Perception of Risk

E. R. Gammon
California State University, Fresno

I

I

In this paper I will report on a study of some numerical interpretations of 
the class of English words referred to as quantifiers. These are the words (or 
phrases) which may specify an exact numerical value of a fixed finite popula. 
tion, and which most English speakers would arrange in order of magnitude 
as follows.

(1) Some quantifiers in order of magnitude
none 
barely a few 
only a few 
some 
several
many 
most 
nearly all 
all but a few 
all

(of)

There might be some disagreement about the ordering of some of these 
quantifiers. For example, some might be interpreted as more than several; but 
in any case both many and most are more than some. This list of course does 
not exhaust the range of English quantifiers, but it will serve to illustrate the 
class of words that I will be concerned with.

I became interested in the problem that I want to discuss while explaining 
the difference between restrictive and non-restrictive relative clauses in English-

Otto fespersen in Essentials of English Grammar (1933) illustrates the diffe* 
ence by contrasting sentence (2), which is restrictive

(2)R He had four sons that became lawyers (and two that became cleiS) 
men)
(this may be continued with a phrase such as and some others) 
with sentence (3), which is non-restrictive

(3)NR He had four sons, # who became lawyers
(This may not be continued grammatically as in the restrictive case.) 

In another example, Jespersen contrasts sentence (4), which is restr
with sentence (5) which is not.

(4)R There were very jew passengers that escaped without serious dor>'‘Here the number of passengers escaping is presumed to be small, but a’e 
кпога how many were involved altogether. From the non-restrictive clause

ive

sefl'
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fence (5)
(5)NR

the

I wiH

There were very few passengers, # who escaped without serious

number, although unspecified, is presumed to be small.
There are many logical and syntactic problems concerning quantifiers which 

not be able to consider here. For example some quantifiers such as no

may not
(6)R

be used with non-restrictive relative clauses. Thus it is alright to say
There were no passengers who escaped without serious injury.

but not
(7)NR *There were no passengers, if who escaped without serious injury.

These and related problems have been investigated by Carlota Smith (1964).
In the consideration of fespersen’s restrictive relative clause sentences such 

as (4), we estimating the number of surviving passengers, does it make
a difference how many the total number was to begin with?

The answer is it apparently does. Rephrasing the question in terms of a 
disaster with only a few survivors, one might expect to find an answer in terms 
of the Webster’s III (1976) dictionary definition of a few as some at least: not 
many but some—used with a preceding a to designate some rather than none 
... This does not offer much help. Another answer might be about five per 
cent or some other small fraction, but as it turns out English speakers seem 
to evaluate only a few in a quite different way.

In a pilot study the question (QI) was asked of students and faculty at 
CSUF. (QI) Imagine a series of disasters. Some people survive—but only a 
few. I want you to write down what number only a few means to you in 
the following situations. Put down the first number that comes to mind. 
There are no right or wrong answers.
(8) number of individuals

10
100

1,000
1,000,000

n —only a fexa (medial estimates)
3

10
25

1,000

the

Thus, rather than a fixed number or a percentage, it seems that
(9) (Only a few)n=f(n)sn'' = n°* ’, where we call r the "risk” associated with
Quantifier only a few. 

This
®'^tuarial

suggests that most people have a

î^bjectiv. sense. The range of values for only a few of n
consistent perception of risk in an

labeled
It 

'¡On,
ease
'lat;a

a

кL
apparently reflects the

e probability that expresses an individuals expectation of being 
or being selected—or in this case surviving.

*ntght be argued that these responses merely reflect the numerical nota- 
'be non-random numbers of the stimuli, and also the situation—in this 
disaster. These objections may be overcome in part by using “neutral”

probability that expresses

'''ith randomized stimuli.
One
(Qll)such neutral question is

' Most, but not all of the inhabitants of Scotland have surnames be-



""euisti,

ginning with the prefix Mac or Me. In a sample of five villages near Gia-
■ ’ \ as indicated, how many individuals had family

beginning with Mac or Me. Put down the first number that comes

'i&Z Section 7: Psyclioli;

with populations

to

1
isco,, 
‘ащр.name,

There are no right or wrong answers.
Another neutral question is
(QIU) The California brown bear population ranges in color front

mind.

browm to almost black—a property determined by genetic factors. In a ^‘ght
’^^ndomsample observed in five bear ranges, a few were lighter than medium bro 

many had pelts ranging from medium to dark brown, and only a few were al 
most black. What number do you feel many indicates in the following samples

Mid-range estimates of only a few survivors (QI), most Scotsmen (Qll) and 
many bears (QIU) are shown in Figure 1. All of the situations are hypothetical- 
and for (QU) and (QUI) the stimuli are randomized. Gross fits are of the forni

''vn.

f(n)=n’’, where 0.9<r<1.0.

t(n)

1,000

g

0) о
I

100 -

10-
о Most Scotsmen

Д

H“ Only a few survivors

Mony bears

I
1 10 io’ io3

log n

10* 10® 10® n

Figure 1. Mid range estimates o£ only a few, many, and most.

The Webster III dictionary definitions of many as consisting or am^ 
to a large but indefinite number: not few ... and most as the greatest 
the majority of. .. give little hint as to how specific values are selected- 
sort of estimation may be a kind of learned verbal skill. My subjects tvere 
representative of English speakers in general and cross cultural and ® 
studies remain to be done.

to how specific values are

bef-
Th»’

IjOt
il
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'These (lata suggest, however, that English speakers using quantifiers give

resP'
lOflses

in ®

certainly more complex than approximations of simple percentages, 
t study on the applicaiton of “fuzzy sets” to psychology, where deci- 
be made with incomplete information, Manfred Kochen (1975) found

sions must 
that ev 
oeople 8*''^ 
Sevens (1961) , v .. r ■ • k

nd brightness are described by power functions with various exponents 
.. __tvnf of stimulus. It turns out that what is oerceived to be

luations of the distance terms very far, far... were non-linear. That 
non-linear responses to physical stimuli was established by S.S.

In studies of psychophysical scaling estimates of loudness, heavi-

the type of stimulus. It turns out that what is perceived to be

twice as 
of the

as heavy, or twice as bright does not mean, in terms

increases

physical stimuli, 100% brighter, or heavier, or louder—but rather 
in orders of magnitude. Thus loudness is measured in decibels—i.e.

powers of ten.
Then since humans are not necessarily linear estimators of physical stimuli, 

that estimates of risk follow a non-linear pattern is not surprising—and may 
explain the utility of the terms which we call quantifiers.
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Quantification of Linguistic Expectancy by lileans 
of Frequency Estimation Tests

Deborah Günzburger
University of Utrecht, Netherlands

The experiment to be described here is based on the assumption that
knowing a language means more than merely having acquired the meanin s 
of words and their correct grammatical usage; it also involves having learned 
the probabilities of occurrence of linguistic units.

These data have been internalized without conscious effort on the part of the 
language user: simply by being exposed to the incoming stream of everyday 
language material. The storage of language frequency data and the implicit 
knowledge about frequencies of occurrence of linguistic units are thus induced 
by the total of an individual’s past verbal experience in his language. Investi­
gations concerning the underlying knowledge about the frequency structure 
of the language can contribute towards understanding and quantifying the 
concept of linguistic expectancy. We refer to linguistic expectancy as being 
related to the working knowledge of the language user: the register of linguistic 
data, unconsciously internalized by the total of an individual’s past verbal 
experience.

The present experiment was, therefore, designed to examine whether and
to what extent an aspect of linguistic expectancy can be made explicit as an 
psychological reality. For this purpose a forced choice test was constructed m 
order to compare the objective frequency data to the subjective ordering oi 
language units on a continuum established by the judgments of individuals. 
The question now arises whether regular patterns in a language also become 
part of the knowledge acquired by a second language learner. If so, we hyp*^ 

can be used thesize that by quantification of linguistic expectancy the concept
as a means for testing second language proficiency.

The following questions thus guided the present inquiry;

1
I

1.
2.

3.

4.

Can linguistic expectancy be made explicit?
make linguisuc ex 

laot*'Is the forced choice situation an appropriate means to 
pectancy explicit and does it thus provide us with the possibility of 4^'
fying the concept?
Is the knowledge of frequencies of occurrence of linguistic units al“'*’

acquired in a second language?
Can it be demonstrated that linguistic expectancy increases with inci
overall knowledge of a second language?
Frequency judgment experiments form only a small part in the

i-easi”^

field
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•effect studies, which, in addition, have mainly concentrated on word­
effects with visually presented stimuli, (e.g. Howes and Solomonfrequency''

1951; King-EJJlSOn anu jchkuis uviuiaiuuou a.iu X»roau
and Broadbent 1975; Pearson and Studt 1975; Hasher and Chromiak

/1977). Begg and Rowe (1972) report on an experiment in which subjects gave 
frequency of familiarity judgments of meaningful words presented in a con 
.¡niious sequence; they found the judged familiarity to be logarithmically related

Ellison and Jenkins 1954; Goldiamond and Hawkins 1958; Broad-

tiniious
to

exposure frequency.
We believe our present experiment to differ from a number of related studies

in the following aspects:

a) presentation of the test material was not preceded by training sessions in 
which subjects were familiarized with the stimuli to be used in the experi-
ment. This study, therefore, clearly does not belong to the tradition of the
so-called close-recognition experiments.

b) subjective estimates were acquired in a forced choice situation instead of 
using either an open-ended or a fixed-ended rating scale.

c) in an attempt to eliminate semantic association effects as much as possible 
meaningless linguistic units were used as stimulus material.

Test Material
The stimuli consisted of Dutch and English w’ord-initial consonant clusters. 

Due to confusions between graphemic and phonemic representation of the clus­
ters used in a pilot experiment, only clusters with a one-to-one letter-phoneme
correspondence were used in the present test. The English objective dam were 
extracted from Robert’s (1965) phoneme count and the Dutch material was 
based on Uit den Boogaart’s (1975) corpus.

Results of another pilot test suggested that the concept of linguistic expect­
ancy corresponds with the lexical frequency structure of the language rather 
than with the total frequency data, and we 
stimulus

therefore decided to base the
material of the present study on lexical frequency data. This deci- 

011 is also supported by the findings of Goldstein (1977) based on a perceptual
'^entification test of CV and CVC clusters, in which results correlate signifi-- .... vv a..u v-vv. LUU-I...,. *1. -6............
cantly with lexical frequency of occurrence but do not correlate well with total 
"equenn- -

f'-easi

of 
Table 1 occurrence.

’’lent:

shows the Dutch and English clusters used as test stimuli in de- 
fg Older of frequency of occurrence as found in the frequency counts

English and Dutch consonant clusters were rank ordered and the
^epara number of different pairs was formed for the English and Dutch list 
pearin ' order to eliminate any possible bias in favour of the first ap- 

the of every pair an alternative version with interchanged position
'^’'^•ribn, within one pair was constructed for each list. Both versions were

'• In order to eliminate any possible bias in favour of the first ap-

‘^losters within
'»ted in equal numbers among the subjects.
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Subjects

o(

In total 152 subjects took part in the experiment, 92 were undergradu 
students at the University of California in Los Angeles, native speakers 
American English and 60 were pupils of a Dutch secondary school, learnin 

SEnglish as a second language. Of the latter group 27 were 1st grade 
and 33 Sth and 6th grade pupils, all of them native speakers of Dutch. pupils

The subjects were asked to indicate that letter combination of a pair, which 
they thought to occur more frequently at the beginning of Dutch and English 
words respectively. English speaking subjects were given the English list onl 
whereas the Dutch population took part in the Dutch and, after a fortnight s 
time interval, in the English test.

Results

Test results were processed and analyzed by means of Edwards’ (1957) atti­
tude scaling technique.

Subjective scale values were rank ordered and correlated with the objective 
data yielding the following rank order correlation co-efficients.

English test
Dutch test

English pop. 
r,= .85 p<.01

Dutch pop.
.78 p<.01

r,= .74p<.01

In order to examine the hypothesized improvement in judging cluster fre­
quencies of a second language with extended training in that language the 
Dutch population was subdivided into two groups and rank order correlations 
were computed for 1st graders and upper graders (Sth and 6th form) separately. 
The results are as follows:

English test
Dutch 1st grade 
r.= .60p<.05

Dutch 5th and 6th grade 
r,= .81 p<.01

Application of the Spearman rank correlation coefficient test reveals that 
rank order correlation coefficients between subjective scale values and objecti'^ 
frequency data are significant at the .01 level in the case of the American, 
_____11___ 1 1-^ .1 , 1 .... -- __ 11 oc in tritoverall and Dutch upper grade group in the English test as well as m 
Dutch overall group in the Dutch test and significant at the .OS level m the

case of the Dutch 1st grade in the English test. .^jg
It may be worthwhile to tell you that subdivision of the Dutch

population as to their performance in the Dutch test shows that theie 
significant difference between mother tongue test results of 1st formers oo

flO 
the

one hand and Sth and 6th formers on the other (t=.002, ins.).
scores 

notr«®*
obje^'

In making scatterplots of the relationships between subjective 
objective data for every population and subpopulation, it was generally 
that the relative change in intervals of subjective scores decreases as the 
tive values increase. This and the fact that estimates of frequencies ha'C



p Ciioxburgcf
161

been shown to have higher correlations with logarithmically transformed
of objective frequencies (see e.g. Carroll 1971, Begg and Rowe 1972,

n anti Lamendella 1974 and Rubin 1974) justify the application of the
'»nential curve fit.

„prerams showing the relation between objective and subjective data 
nade with the logarithmically transformed values of the objective fre- 

data plotted along the y-axis. The solid line indicates the "straightened

erally

vajues

Carro
expo'

v-ere
qiiency
out” expo,mential curve fit; Tuckey 1977).

Conclusions
] The technique of a forced choice test seems to be an appropriate 

erational device for making explicit an aspect of linguistic expectancy. Sub- 
ects seem to be able to make statements with considerable accuracy about the 

frequency of occurrence of language units, in our particular case word-initial 
consonant clusters.

2. The coefficient of determination or "goodness of fit” computed by means 
of the exponential curve fit procedure is for all groups considerably higher than 
die one resulting from the linear regression fit, which suggests that there is a
logarithmic relationship rather than 
tive frequency data.

a linear one between subjective and objec-

3. A comparison between the rank order correlation coefficients of the 
Dutch overall group in the Dutch test and the English group in the English 
test shows that the latter is somewhat higher. This could be accounted for by 
the greater number of word-initial consonant clusters in Dutch (30 in Dutch
and 22 in English with a one-to-one letter phoneme relation and 34 in Dutch
and 25 in English in total), which makes the mathematical probability of oc-
currence of an arbitrary cluster in Dutch smaller and, accordingly, the choice 
of a particular cluster more difficult. The degree of difficulty in judging fre­
quencies of language units seems to change according to the frequency structure 
o the language in question, which makes it desirable to take native speakers’ 
Potfoimance as calibration point when scoring a second language estimation 
«st rather than

4, 
*ary to

In order
subject’s performance in his mother tongue.
to make our experiment fully symmetrical it would be neces-

ttt th ont the Dutch test with English speaking subjects learning Dutch 
’■t'uit'n ^^^''^oer’s stage and at an advanced level. We fear, however, that re- 
Proced^*'*^ population meeting such requirements would be a lengthyof a

lire if not a matter of near impossibility. The available data, howevertlo SU(rgg„. . . -

qtien^” • positive answer to the question of a possible improvement of fre- 
^®tign' f^'^^Stnents of subjects with greater overall knowledge in
objecti” t‘Tnk order correlation coefficient between subjective scores and 

's data is higher in the case of the upper forms than of the 1st form.

“guar- -

a second

Tfnese
®^ggest, then, that awareness of cluster frequencies in a second 

The *ioes increase with increasing overall knowledge of that language. 
aPificant difference between mother tongue test results of 1st formers
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on the one hand and Sth and 6th formers on the other means in our case 
the improvement in English test results cannot be ascribed to a general imr> 
ment concerning linguistic expectancy as a function of the level of education'^^
age.

5. Due to the smallness of the available sample native language i 
ference could not be proved with a powerful statistical test. Achieved inter.

do suggest, however, that the frequency structure of subject’s mother results

influences their judgment of frequencies of language units in a second language
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Bilingual, Memory for Prose

Kirsten M. Hummel 
McGill University

4n area which is a particularly fruitful and intriguing domain of research 
itablishing the' principles underlying the psychological processes associatedfor esi

with language use is that of bilingualism. A knowledge of the processes and 
Derations associated with the use of two languages may have important im­

plications for both linguistic theory and psychological theories relating to 
cognition and learning. The study of memory in a bilingual context may be 
especially revealing. Since human cognition and learning is so highly dependent 
on access through memory to previously acquired information and experiences.

, /

any information which may further understanding of this phenomenon may
have far reaching effects.

Investigating the effects on memory of the acquisition of information through 
two languages affords a particularly interesting avenue of research since the 
bilingual paradigm allows one to study the encoding and decoding of informa­
tion into one cognitive system by means of two linguistically distinct channels.
The researcher thus benefits from an unparalleled vantage point for examin-
ing the interaction between linguistic form and meaning. An especially inter­
esting issue in this regard is whether the distinctiveness characterizing two 
languages at each level of analysis (phonological, lexical, and syntactic) leads 
to significant differences with respect to retention of the semantic information
conveyed through the two linguistic systems. The study of memory for semantic 
•Material presented in two languages can lead to a clarification of the contribu- 
Oon of aspects of linguistic form and meaning to retention.

Therefore, the issue to be investigated is whether a unilingual vs bilingual
®nsniission of information results

for the in differential effects with regard to memory
conveyed information. A number of possibilities can be considered, 

that language acts as a transparent code, with few or no effects on memory.
that the encoding of information in 

S'*'» tot t:...
«tea«,”“"""'“'

First,
Se,

two languages significantly affects
that information in which case the significant effect may be that

or poorer memory for the information, or b) a facilitation or

h;

^luch 
by

access to information.
of the research in the domain of bilingual memory has been con-
rneans of testing of the lexicon in isolation from any grammatical 

‘SUa word list studies report equal recall from unilingual and mixed
^>1 bsts (Kolers, 1965, Nott and Lambert, 1968) while others report poorer 

rom mixed language lists (Tulving and Colotla, 1970). Other studies 
Examined bilingual lexical memory by manipulating the interference in-

■'all
'avç
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duced by preceding or subsequent lists of words. An experiment by Gob- • 
and Wickens in 1971 revealed that when a shift in language occurred fj ** 
one list to another, there was significant recovery from interference, suggestj^^*' 
that categories in the two languages may therefore be psychologically distinc^^

Such results would suggest that language is not merely a transparent cofig 
but that the number and variety of distinctive attributes which differentiate 
languages at each level of analysis might account for the recall increase.

Support for the hypothesis that languages are psychologically distinct ij 
provided by the notion of encoding variability and its effect on memory re-ported in the psychological literature. Encoding variability refers to the notion 
that an item may be encoded in a number of ways, i.e., a number of attributes
may be associated with encoding of that piece of information in memory. And 
the literature suggests that information encoded with a greater number and 
variety of features or attributes is more easily accessed than information encoded 
with a more limited number and range of features.

Thus it can be suggested that the presentation of information in two 
languages may result in better consolidation of information and greater recall 
than in a unilingual situation due to the greater number and variety of dis­
tinctive attributes characterizing the bilingual presentation. These attributes 
occur on a number of levels, including both form and meaning.

A number of experiments were formulated to test the preceding hypothesis. 
Contextualized materials, i.e., prose passages, were used in the experiments. 
Much of the experimentation done in the domain of bilingual memory deals 
exclusively with words or sentences divorced from any communicative context. 
While not vitiating the value of experiments which manipulate memory for 
words in establishing certain principles of short-term memory processes, one 
cannot assume that such results are equally representative of processing of text 
material where recall of the message is given priority, as in most situations . 
outside the experimental laboratory where the individual reads for meaning 
rather than form.
Another factor which was taken into consideration concerns the subject 

population chosen for the study. Important differences in response patterns 
may be masked by a failure to adequately distinguish among the different type5 
and degrees of bilingualism. Therefore, attempts were made to select bilingu 
having language backgrounds as similar as possible within each experiment.

The first experiment required subjects to read a passage twice and 
questions on it following an interfering passage. Subjects were native Freo 
speakers who had taken over two years of university level course work in 
English language university. Subjects were directed into one of three gr® 

unilingual (*•

aP
1$:

English unilingual (the texts read twice in English), French
first'texts read twice in French), or bilingual (half receiving the French text 

then the English and half the English first, then the French text). A one- 
analysis of variance revealed a significant effect when the bilingual group 
compared to the unilingual groups (p<.03).

..way 
’ wa’

i
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e second study used a slightly different procedure where subjects were
^-'red to recall information from an initial passage following learning of

’ jiixiilar, interfering passages. The statistical analysis here showed a

K-

reqn*
three•ficant effect when unilingual groups were compared to the bilingual groups 

Both studies therefore showed significantly less interference in the’*^09)

(P ' ual conditions as predicted by the hypothesis.
* third experiment used a different subject population, English nativeA

sp'leaking students in a French immersion program in a Montreal high school.
the procedure in the first study, in this experiment students wereSitniittr to

.¡red to recall information from an initial passage following learning of an 
■ terfering passage, then a second reading of the first passage, although dif­
ferent inaterials^were used. The results here revealed no significant differences
between the bilingual and unilingual groups (p<.29). Thus the third study did 

support the hypothesis. It is possible that the failure to find a significant 
difference in the final study may be attributed to the fact that the students were
not

not fluently bilingual. It is interesting to note that the bilingual groups did not
perform significantly worse than the unilingual groups as one might expect 
when subjects have not attained full fluency in the second language. The results 
of this third study suggest that a threshold level of second language fluency is 
necessary in order for the bilingual presentation to have an optimal effect.

To conclude, the results from the studies indicate that there is significantly 
less interference in a bilingual presentation of information than in a unilingual 
presentation, providing subjects have attained a threshold level of fluency in the 
second language.
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A Repetition Experiment on Children’s Comprehension 
of Complex Sentences in Japanese

Akio Kamio and Kazuko I. Harada*
University of Tsukuba and •Kinjo Gakuin University

1. Introduction This paper reports a repetition experiment with kinder-
garten children which uses complex Japanese sentences and discusses some 
the results in terms of children’s mechanism of comprehension.

of

The purpose of the experiment is two-fold: Firstly, the processing of com-
plex senetnces (i.e., sentences with an embedded clause in surface structure) in 
Japanese children has not been studied extensively. Secondly, the major tech­
nique that has been adopted in previous studies of children’s processing of com­
plex as well as simple sentences has been act-out. However, since the content 
of complex sentences often cannot be represented by actions or toy-movement, 
the act-out method is not utilizable for the study of comprehension of complex 
sentences in general. Thus, we adopt here the technique of repetition.

2. Subject The subjects were 60 children, 30 five-year-olds (half male, half 
female) and 30 six-year-olds (half male, half female), attending the Kinjo 
Gakuin Kindergarten. Since the stimuli all consist of complex sentences, this 
age range is assumed to be appropriate to this experiment.

3. Procedure Children were tested individually in a room at the Kinder­
garten. They were first instructed to exactly repeat the sentences the experi­
menter presented orally and were then introduced into the test session in which 
they were given two blocks of twelve sentences each. A few sentences were
given for practice before the test session. In the test session, stimulus sentences 
were given one by one by the experimenter and the children’s task is to try 
to repeat a given sentence as precisely as possible. All children completed the 

____ ___ :____________ r..*____ ir oc _ :__ __ ci-scion waStask in a single session that lasted between 15 and 25 minutes. Each session
all recorded and later transcribed for analysis. . .

Sentences Twelve complex sentences were first constructed, coinpf* ........................ ’ . , . , ____ /RI. ait
4.

a relative clause construction (R)» 
a complement construction (C), and

three each of the following constructions: a. icianvc uohjl - ------------------------- , -

appositive clause construction (A), a complement construction (C), ant 
adverbial clause construction (Ad). The main and subordinate clauses o 
sentence are all reversible except for the main clause of A. Each clause 
of a subject (NP ga), a direct object (NP o), and a predicate (a transiti'S '

coiisis'’

predicate (a transitive ' 
except for the main clause of C, which consists of a subject, an indirect ® (
/l^T Ti J\ 1 _ T? „ _u _ • .1 _ _________* _ . • zl t(NP ni), and a predicate. Each noun or verb in the sentences is used 
tw'ice. Moreover, nouns are all animate except for the direct object of A. 
to each of the twelve sentences was applied the rule of scrambling and the 
stituents dominating an embedded sentence were moved to the front.

I 
of- 
liU’ j

cof
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yielding 
label 
as foHo'Vs:

for
twelve scrambled versions. They are identified by attaching “s” to the 
each construction type: sR, sA, sC, and sAd. Construction types are

K- NP ga 
nominative marker

[NP ga Pred] N o Pied.

A:
NP ga ga NP o Pred] tteiu

COMPLEMENTIZER

ACCUSATIVE MARKER 
NP o Pred.

C:

Ad:

NP ga [NP ga NP o Pred] tte
COMPLEMENTIZER

NP ga [NP ga NP o Pred] to

NP ni Pred.
DATIVE MARKER 
NP o Pred.

sR: 
sA: 
sC: 
sAd :

SUBORDINATOR
[NP ga Pred] N o NP ga Pred.
[NP ga NP o Pred] tteiu NP o NP ga Pred.
[NP ga NP o Pred] tte NP ga NP ni Pred.
[NP ga NP o Pred] to NP ga NP o Pred.

The twenty-four complex sentences thus made were presented in a quasirandam 
order.

5. Results and Discussion For the purpose of analysis, noun phrases, 
particles, predicates, -tteiu, -tte, and to which may appear in stimulus sentences 
are numbered from left to right. E.g.,
A: NP ga [NP ga NP o Pred] tteiu NP o Pred.

1 2 3 4 5 6 7 8 9 10 11

The responses of all subjects are scored (correct or incorrect) in terms of 
the numbered positions of constituents. Figure 1 shows the average numbers of

responses of all subjects are scored (correct

correct responses to each numbered item for non-scrambled versions, while 
Figure 2 shows those for scrambled versions.

Six major trends emerged and they may be interpreted as in the following: 
1) Subordinate clauses of the scrambled version tend to elicit more correct

esponses than those of the non-scrambled version (p<0.01 significant).
jjjQj. ^he first (subordinate) clauses of the scrambled version tend to elicit

correct responses than the second (matrix) clauses p<0.01). (1) and (2)
‘be firsuggest that children process in a left-to-right manner, since

*st clauses given to them produce more correct responses.
r». ^be non-scramhlpd vf>r<!inn matrix rlaiisps trivp risp to more correct
’■espon; non-scrambled version, matrix clauses give rise to more correct

^hey
subordinate clauses (p<0.01). (3) may suggest that when the left-

Snt Procpeci’nrv____ _ .vij__  ___________-r_______ .•__ ___' - processing cannot lead children to 
‘end to

a proper analysis of a given sentence,
change the strategy, turning to a top-to-down analysis in accord- 

' the phrase structure they have constructed.
lan ‘hean c - •

4) In
‘ban non-scrambled version, R and A elicit more correct responses
^‘hinatg^*^^ (p<0.01). Note that the former two constructions have a sub- 

-hon with the head whereas the latter two have a subordinate clause
® head. This may be accounted for by assuming that children form
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Figure 1. Sequential Positions of Words and the Number of Correct 
Responses: Non-Scrambled Versions

a proposition putting together a predicate and its argument(s). A head provides 
an argument, thus making the formation of a proposition easier.

5) In the serial position 4 of the non-scrambled version, a sharp drop of 
correct responses is observed. (p<0.01 or 0.05). (5) suggests that children, in 
processing sentences from left-to-right, use a strategy in which NP-ga NP-o 
is a canonical sentential form. This strategy was applied with the result that 
was observed.

6) In the serial positions of 7 and 8 of sC sentences, relatively small num 
ber of correct responses are shown (p<0.05). Notice that in C sentences the 
subordinate clause functions as an argument for the matrix predicate but does 
not have the head. This makes it difiicult to integrate the content of the su 
ordinate clause into the main proposition, thus requiring a large amount 
processing capacity, which may have led to the low level of performance
the matrix clause containing the positions of 7 and 8.

In conclusion, children of the ages tested here seem to have a well esi

in

itab'
1-ujiciusion, cniiQ.rcn ot tne ages lesieo. nere seeiii lo nave a 

lished processing mechanism in which the holistic structure of complex sentón
is computed on the hand and the intraclausal structure of each 
analyzed on the other. The former process seems to be represented by
results (1), (2), (3) and, in 
(4), (5) and (6). Moreover,

-- - ---- - -----------
part, by (6) while the latter seems to be manu

', our analysis suggests that they have a highly “A
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oped knowledge of the syntax of Japanese on the basis of which their processing 
mechanism can function.
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The Interaction of Bias and Context in 
Ambiguity Detection

Joseph F. Kess & Ronald A. Hoppe 
University of Victoria, Canada

The prime candidate for resolution of the multiple-reading/single-ieadin 
debate in the processing of sentential ambiguities would seem to be context
However, to date the role of context has not been sufficiently explored
to plumb the depths of its contribution, nor has much effort been made

so as
to

grade the degrees of bias that contextual constraints might offer. This study 
offers one aspect of the answer to ambiguity resolution by inquiring whether
the presence of preceding context so limits the reading options of 
sentence that one of the readings is automatically ruled out.

an ambiguous

To date the experimental results from psycholinguistic experiments in 
ambiguity have been equivocal, favoring now the single-reading and then the 
multiple-reading hypothesis. Some attempts have been made to provide an 
overview resolution of the seeming discrepancy in the results by positing an in­
sentence strategy that is dependent upon phrasal closure, but these have been 
directed at explaining ambiguity results in single, and thus isolated, sentences. 
The present study is directed at the role of context in resolving ambiguity with 
an eye to seeing whether multiple readings are still processed in the presence

an answer to the ambiguity controversyof context. One might speculate that
might be provided by the definitive role of contextual constraints in removing 
the possibility of a second or multiple readings for ambiguous structures. Thus, 
one might argue that many of the results supportive of the multiple reading 
interpretation are merely the result of dealing with isolated sentences in which 
the context w’as not sufficiently spelled out by more than a single preceding 
word. This methodological approach of employing single sentences is not the 
most effective in dealing with natural language inferences which demand a larger 
,i:-------- -r . . , , ... r. •. .L... »1,;« is andiscourse reflective of actual language settings. It is obvious that this is a- 

to bearea which must be more fully investigated for if ambiguity does prove 
highly sensitive to certain contexts, then previous experimental results 
be interpreted in light of the type and extent of context provided.

This experiment involved the detection of two meanings of an ambiguo*'*
sentences under three different conditions. In two of the conditions the sen-
tences were preceded by a context, and in the third condition the sen
were

itence®
piCCCUCU Uy CUIILCAL, anu in LHC UlllU g

presented alone without any prior context. Twenty-one sentences, rang
r _____ 1- ______ 1 r n- .* ___ K.'zTiinilSin length from 7 to 9 words were chosen from a collection of ambiguous

tences which had been used previously in studies of ambiguity and which 
supposedly not strongly biased so that one meaning was much more likely

wer®
L’ tn
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1



777

^than the other. For the context approximately 70-word paragraphsjecti

fiess HopP^

be
were
Ilie:

onstructed. One context was written to dispose the subject to see one 
of the sentence, arbitrarily labelled context A, and the other context

iaiiir'S
was
col

%r the other meaning of the sentence, context B. The essential datum 
*^ted from each subject was the time it took to detect two meanings of

.„ch sentence. 
1 • _ /-1Median detection times for each subject for each type of ambiguity were 

* the basic datum for the first analysis of the data. The first analysistakenunclear and led to an examination of the bias of each sentence. Although 
"fl^of the sentences were chosen so as to be unbiased, an examination of the 

orted first meanings of the sentences in the no context condition indicated 
that every sentence was biased. Subjects consistently reported one meaning
first for all the sentences.

The second analysis examined the influence of the context, depending upon 
whether the context favored the bias of the sentence or was against it. This 
ncessitated a 2x3x2x3 ANOVA with repeated measures on the last factor. 
The factors were: sentence bias, A or B; context biased in favour of, against, 
or no context; sex; and ambiguity type. The results indicated that sentences 
biased in the A direction produced significantly faster detection times than 
sentences biased in the B direction (F=12.58, df=l, 109, p<.001). When the 
context was against the bias of the sentences, the detection times were signifi­
cantly faster than when there was no context or the context favored the bias 
of the sentence (F=6.38, df=2, 108, p<.01). The differences in the type of ambi­
guity exhibited the fastest detection times when the ambiguity was in the 
underlying structure; the next fastest were for lexical ambiguity and the slowest 
for surface structure ambiguity (F=11.91,df =2, 216, p<.001). The interac-
tion between the type of ambiguity and bias of the sentence, A or B, was signi­
ficant (F=6.81, df=2, 216, p<.01). The above ease of detection order was true 
01 the .A sentences, not so for the B sentences; surface ambiguity was as easy 

fo detect as lexical ambiguity. The interaction between the type of ambiguity 
"’ficther the context was in favor of or against the bias, as opposed to 

present, was also significant (F=l 1.8, df=4, 216, p<.001).
Action times werp factpr wtipn tbp mntpvt TA7Q« □frainct tbp bias of the sen-

and

tence as
times were faster when the context was against the bias of the sen-

‘^'Ke foi- lexical
opposed to absence of context or context favoring the bias of the sen-

Th,
jects •e results 

saw one

and underlying ambiguity but not for surface ambiguity.

of

suggest that sentences have an inherent bias. A majority of sub­
meaning as opposed to the other meaning of the sentence in the

context. Furthermore, as a consequence of this, when the context 
to the more common meaning of the sentence, then it takes longer
thç second reading of the ambiguous sentence. On the contrary, when

with the less common reading of the sentence, recognition 
other reading exhibits shorter detection times. It is as if the less common 

■icli*'^ sentence was provided by the context while the more common 
is automatically provided by its a priori biased status. If the two

in line
elici
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readings of ambiguous sentences were roughly equal in terms of their

Section 7: Psychol i '’Suiui

--------- ----------------  Q------ ------- -- ----------- 111 uciiua uieir !• 
then one would not expect to see significant differentiation in the detect’ 
one reading as opposed the other reading in the presence of context

These results are consistent with a canonical access modification of 
multiple-reading approach to ambiguous sentence processing. Sentences 
decoded in an ordered access fashion with the inherent biased reading of 
sentence playing a role as well as the context. While one can say these 
can be taken as consistent with the multiple reading hypothesis, the processin, 
of ambiguous sentences is not as simple as just entertaining

the 
are 
the

results
-jg

„ two readings for 
an ambiguity. A realistic explanation of what goes on will call for
to the interaction between context and the inherent bias of the sentence.

attention

J



The Relative Aecessibility of Cognitive Strategies

Gary D. Prideaux 
"University of Alberta

This paper explores the application of cognitive strategies to language com- 
rehension. Three particular language-independent strategies (CLOSURE, 

normal form, and GIVEN-NEW) are formulated and applied to the rela­
tive clause structures of English and Japanese in an attempt to examine the 
predictions about relative processing difficulty that the strategies yield.

It is suggested that in utilizing CLOSURE, the hearer strives for recognition 
of familiar structures by using such cues as word order or order of semantic 
roles and attempts to obtain closure as early as possible (Bever, 1970). When 
using the NORMAL FORM strategy (Slobin, 1973), the hearer expects and 
anticipates that the unit he is processing will maintain a prototypic structural 
form with typical word order. The GIVEN-NEW strategy (Clark & Haviland, 
1974) suggests that in the typical case, Given information precedes New, 
although when New precedes Given, special grammatical devices are used to 
signal the non-typical New-Given order.

These strategies produce different predictions about processing difficulty in 
English and Japanese. For sentences containing a subject (S), verb (V), and 
object (O), with a relative clause attached to either S or O, the following types 
of English and Japanese stuctures obtain:

V'

Type 
SS
SO 
OS 
00

English 
S(RP V O) V O 
S(RP S V) V O 
S V O(RP V O) 
S V O(RP S V)

Japanese 
(O 50S O V 
(S V)S O V 
S (O V)O V 
S (S V)O V

coding, the first letter represents the NP to which the relative 
se IS attached while the second indicates the grammatical role of the rela- 

t’vized NP
that
thus
SS

(the RP in English) within the relative clause. CLOSURE predicts 
’’on-interrupted clauses will be easier to process than interrupted ones, 
suggesting that English types OS and OO should be easier to process than 

SO, while in Japanese SS and SO should be easier to process than OS’ vviiifc 
for thesej^j me same reason. The NORMAL FORM strategy predicts that

he ea's^^^ relative clauses conforming to main clause word order should

' ------------------- ------------------------------- -----------o------------------ -^^Pes „ onsequently, English types SS and OS should be easier to process than 
^O and Tr, Term?TVTAI rnDif ororom,

to
‘ypes ;

process that those with relative clauses violating main clause word

- and 00. In Japanese, however, the NORMAL FORM strategy does 
o'ct a difference since the relativized NP is deleted in relative clauses,

■¡-9
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and accordingly neither relative clause structure conforms to the main clan
form. For the GIVEN-NEW strategy, no predictions of relative difficulty j
made for English, since the relative pronoun is always at the head of the rel'^^
tive clause, in the Given position. In Japanese, however, the subject NP ij r
more frequently Given than an object NP, and the strategy predicts that

Section 7: Psycholin,'guistics

ise

and OS should be easier to process than SO and OO (Takahara, 1978). SS

These predictions are evaluated in light of the results of two psyUiolinguistj 
experiments. In each experiment, native speakers of the language (either En 
lish or Japanese) were instructed to make judgements about the relative natural 
ness of several sentences representing the four types SS, SO, OS, and OO 
the English experiments, 18 subjects each evaluated a set of 28 sentences, with 
seven replicates of each of the four types. In the Japanese experiment 24 
native speakers of Japanese evaluated a set of 12 sentences, with three replicates 
of each type. The results of the two experiments were analyzed by a two-way 
analysis of variance with the two factors of subjects and types (four levels). 
Subjects were not found to be significant in either study.

It was found that for the English experiment, types OO and OS were signi­
ficantly easier to comprehend than SO and SS, thus supporting the CLOSURE 
strategy. Moreover, there was no significant difference between types OS and 
OO nor between SO and SS, and consequently the predictions of the NORMAL 
FORM strategy are not supported.

The results of the Japanese experiment, however, indicated that SS and OS 
were judged significantly more natural and easier to comprehend than SO and 
OO, thereby supporting the GIVEN-NEW strategy. While there was no signi­

was significantlyficant difference between SO and OO, it was found that type SS
easier than OS, thus supporting CLOSURE, but only when the GIVEN-NEW 
strategy was satisfied.

The results of the two experiments suggests that only one stategy, 
CLOSURE, was operative for English, while both GIVEN-NEW and
CLOSURE seem to be at work in Japanese. The dilemma dissolves, however, 
if the GIVEN-NEW and CLOSURE strategies are placed into a hierarchy, with 
GIVEN-NEW higher than CLOSURE. In other words, GIVEN-NEW is 
tried, and if it is satisfied, then CLOSURE is checked. The structures also 
satisfying CLOSURE are judged the most natural of all. In our study, all fo**^ 
of the English types satisfy GIVEN-NEW, and all are therefore checked o 
CLOSURE, while for Japanese only two types satisfy GIVEN-NEW, and on^^ 
those two are checked for CLOSURE. The results of the two experimeochecked for CLOSURE. The results of the two expert

1

I 1
I

suggest that the same hierarchy is operative in both languages.
It is also observed that the NORMAL FORM strategy seems to be 

for English and Japanese. In fact, despite a language-specific constraint o 
position in the two languages, the relative order of S before O is common, 
the two languages and to some 98% of the languages of the world (To 
1979). It is ■ - - .

iected

to

guages ana lu aumc »oyj, oi tne languages oi me 
at least conceivable that the relative positions of S before O

many languages may result from general application of the GIVEN-a J
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On the Notion of the Meaning of the Sentence

Petr Sgall
Charles University, Prague

Many Linguists and Logicians agree that two sentences often differ in their 
Linguistic meaning, though they share their intensions (truth conditions), i g 
they correspond to a single proposition (more exactly, to a single set of pro^ 
positions with different reference assignments, see below). However, the research 
concerning the notion of Linguistic meaning is still scattered, and most authors 
attempt to contribute to this question without having an appropriate knowledge 
of what has been achieved by others, from European structural Linguistics to 
Californian and New-Zealandian intensional Logic. Our approach is based on 
the existence of an operational criterion for synonymy, which has been presented 
elsewhere^^ and may be summarized as follows:

Two expressions (Lexical or grammatical morphs, or syntactic construc­
tions) a and b are synonymous (i.e. share one of their meanings) if and only if 
in every sentence containing a the substitution of b for a (if grammatically pos­
sible) yields a sentence having the same intension as the original sentence.

7^
It can be checked that this criterion characterizes e.g. the morphophonemic 

differences between Lit and Lighted or formulae and formulas as synonymous. 
The same holds for such surface syntactic differences as those illustrated by 
(1) and (2):

(1) (a)
(b)

(2) (a)
(b)

He permitted to smoke there.
He permitted smoking there.
He expects that Mary takes that train.
He expects Mary to take that train.

On the other hand, our criterion gives a negative result for such examples 
as John sold a car to Tom vs. Tom bought a car from John. The expressions 
involved in these sentences are not synonymous, and thus the sentences 
wholes also differ in their meaning, though they share their truth conditions 
Ai Q mottfil- «-тгтхч <-» »-k t i 11жг v'Zil arm ri 1 iFlVOfAs a matter of fact, there are
here:

two semantically relevant differences Ш'

(i) the verbs sell and buy do not fully correspond to each other: 
He is selling refrigerators to the inhabitants of northern Greenland it docs

from

follow that the inhabitants of northern Greenland are 
from him;

buying refrige*ai

pot 
toJS

1) Sgall, Hajicovd and Procliazka (1977); see also Hajicova and Sgall (1978).
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also’ the topit-focus articulation is semantically relevant, and Few
sell paintings to many businessmen is a different assertion than that

r 

F r. Sg^’*

(»>)
businessmen buy paintings from few painters.

topic-focus articulation is one of the phenomena which have a prag-ai Many
TlîS ' . - -
■r basis, though they are semantically relevant. The common treatment of 
articulation is a typical example of how scattered the research in semantics 
is Even Kuno’s paper presented at this Congress contains such misunder- 
dings as those connected with his conviction that it is ‘‘a normal state of 

Affairs” that "the focus of the question is also the focus of the answer’’ (§7); 
others, who studied these questions earlier, noticed that this is not so, since 
ch a question as Do you know FRENCH? is normally answered by Yes, I DO,such a question

j,i-__without deletion—by I KNOW French, and hardly by It is FRENCH I 
know. Similarly, the answer to such a question as Where did you put this KEY?
would be I put it in my POCKET rather than I put this KEY in my pocket; 
the specification of the focus of wh-questions is discussed by Hajiiovi (1976). 
A yes ¡no question such as Did you stay in a hotel in LONDON? cannot be 
characterized as being “a question about where (the hearer) stayed in London”; 
this characterization is suitable at most for the question Did you stay in a 
HOTEL in London?, which differs from the first in the position of the focus.2

One of the main pragmatic ingredients of the meaning of the sentence, or, 
more exactly, of the sense of an utterance (of a sentence occurrence), is the 
assignment of reference to the individual referring expressions included in the 
sentence. Lewis (1972) duly states that the reference assignment is based on 
the degrees of prominence of the items referred to. The degrees of prominence 
(salience, activation, foregrounding) can be characterized in a systematic way 
as a partial ordering of the items contained in the stock of knowledge shared 
by the speaker and the hearer(s), which changes during the discourse; the 
elements referred to by the focus of the just preceding utterance get a maximal 
degree of salience, which then can be maintained by the given objects being 
•mentioned again (probably in the topic) in the next utterance, or else the 
salience fades away step by step.® Thus e.g. a specific table can be referred to 

y '■t if it was mentioned just before, by the table if it has a high, though not 
‘^taximal degree of salience (e.g. if not exactly the table, but say a dining room

2) A 
»«ertive

)'es/uo question may of course be answered by a minimal expression conveying tlie
ascon "'s’slality of the verb; in English one of such minimal expressions consists in an auxiliary 
Ian I’y its (pronominal) subject, but it should not be found surprising that in some
of ! ii'e main verb that serves as such an expression; thus in
. be::.

Ian
(¡eos)

Czech the equivalent
is used as a shortened answer to Were you born in TOJiiYO? Also the surface

answers to such questions clearly illustrates the fact that the verb is the focustheig answer, especially, if the verb has a narrower meaning: Vy ucilis’ v LENINGRADE? 
ja UCILAS’ (Did you study in LEXtNGRAD?-Yes, I STUDIED there) seems to be 
if not typical. The object referred to by the focus of the question is now' activated

Û,

sill

rue kZUJCVl ICICIICU tk/ Uy mv -------- ------------------- ... ---------- -- ---------------------

be referred to by the topic of the answer, cf. below.
see HajioovA and Vrbovd (1982), where the change of the hierarchy of salience 

discourse is examined.
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'Stic,

was mentioned), by the yellow table if there is another table with 
degree of salience, etc.

The four basic referential indices (I, you, here, now), 
tion of which may make use of Montague’s treatment.

higher

an explicit descrin 
are assigned thei 

reference immediately by the occurrence of the sentence: the hearer
identify the speaker, the time-point, etc.

'eir
can

Pragmatic elements have to be accounted for as included in linguisf 
meaning (e.g. the meaning of today includes now as well as day), and thus 
do not consider pragmatics and semantics to constitute two separate levels 
the language systems (Sgall, 1977). From this it does not follow (as Schank 
al. assume in their paper presented at this Congress) that there is no “diction 
ary’’, only an “encyclopedia”, or that there is no substantial difference between 
linguistic knowledge and common-sense knowledge. Linguistic systems, in
cluding linguistic meaning, should be distinguished from cognitive content.

in­
or

truth conditions (intension, see above). However, it also appears as crucial to 
distinguish meaning (of a sentence) and sense (of its occurrences):

A sentence may have more than one meaning; each meaning of a sentence
together with a specific reference assignment yields
It is only a specific sense that can

a sense (of an utterance).
be assigned specific truth-conditions, i.e. a

Carnapian proposition corresponds to a sense of an utterance, but the differen­
tiation determined by ‘sense’ is more subtle than that based on ‘proposition’, 
as our examples above illustrate; thus the relationships between sentences and 
propositions can be described by means of the framework sketched in the 
Appendix,

This more subtle differentiation can be useful in describing the semantics 
of the so-called hyper-intensional contexts (e.g, belief sentences). The identity 
of intensions is a necessary condition for two expressions to be interchangeable 
‘salva veritate’ in intensional (e.g. modal) contexts; thus e.g. four and the square 
of two are exchangeable in such sentences as the following:

(3) The square of three is necessarily greater than four.
(4) It is not necessary that the number of the planets is greater than fom-

On the other hand, in belief sentences the identity of intensions is not 
ficient; identity of sense is necessary here,-* cf. the following sentence, some
currences of which certainly are true;

(5) I believe that the number of chairs in this room is greater than 
but I doubt whether it is greater than the square root of the pr® 
of the squares of two and of five.

Stif' 

OC-

tell’ 
tdiic*

4) It should be recalled that in metalinguistic contexts (which are not easilv disting’*^'* 
from others) even the iflentitv of sense is nnt suffirient for free exchanecabilit :̂ in theeven the identity of sense is not sufficient for free exchangeability: in
case no two different expressions are exchangeable ‘salva veritate’ in such contexts
expression X is longer then the expression y, and also in such
teith that of y.

as The inleii.sioti of x i-‘'

•al■nt-ri
aS ■jhf7 I,J

1I



1

785

'Thus it can be stated that beliefs are neither about sentences, nor about
5iiio«s- Each of them is about a sense of an utterance. It is true that

o^ch makes it necessary to include ‘meaning’ and ‘reference assign-

I

Sg»"

f . qnproatll lliaivvo *«. J ««VX xK.i.vxv.iaw aooigiA-

th'* , some not yet specified way into the frameworks of intensional logic.
iiien‘
put

is no 
trllO

only in such a way it will be possible to give an explicit account of natural 
aec with its paradoxes (sentences the meaning of which is such that there 
reference assignment for which the utterance of such a sentence were

for any possible world), synonymies, ambiguities and metalinguistic
expressions. 

Appendix

It seems possible to specify what may be called the semantic system of
a 10-tuple of the form (Expr, Sent, Mean, Ref, Sense, Prop,natural language as

U W, T), where—if for every f(x) we denote by f(X) the union of all /(x) for

I
y

every X € X:

Expr is a set of elementary expressions;
Sent is a set the elements of which are composed in a complex way (described 

by the grammar) from the elements of Expr; Sent is interpreted as the set of 
the (outer forms of) sentences of the language described;

for every s e Sent, Mean(s) is a set of labelled trees, interpreted as the set of 
the meanings of s, so that Mean(Sent) is the set of all meanings of the sentences 
of the language;®

U is a system of sets containing as its elements all entities that can be 
referred to (also linguistic expressions, cf. above), i.e. U is much more than 
the ‘universe of discourse’ known from many approaches to semantics; how-
ever, there are sets U, c U, for 1 < i < n, n e N; the sets Ui are interpreted as 
the sets of objects to which a referring expression can refer (the set of all dogs, 
of all English irregular verbs, etc.);

for every m e Mean (Sent), Ref (zn) c Uj X Uj X ■ • . X where kiin) is 
e number of the referring elements in m, and an element of Ref is interpreted

X U where A(>n) is

as an

T,

assignment of reference;
Sense (m) = {,„} x Ref (m);

is the set of possible worlds;
T : 

for

IS the set {true, false} (truth values);

es'ery /i e Sense(Mean(Sent)), Prop(/z) is a partial function from W into

The
''’Oriel

‘flat
partial function Prop(A) allows an assertion not to assign a possible

3 truth value, if the presuppositions of the assertion are not satisfied in

\A
/he generative description with a "semantit base” specifies first the set Mean (Sent) and

inverse function of Mean as well as the composition of sentences and their meanings 
*^^entary units.
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iVeiirolinguislic Feature Detection in Wernicke’s Area

T. M, Walsh*, and K, C. Diller 
New Hampshire

This paper presents a neural model of a human cerebral cortical system 
be arranged for the specific detection of phonological informationlikely to

from the environment, with implications for the theory of phonological dis­
tinctive features. In particular, we argue for a distinction between acoustic 
and articulatory features, with a priority for acoustic features.

L

As a first step toward a neural model of linguistic feature detection, we argue 
that the auditory association cortex known as Wernicke’s area functions in a way 
analogous to the visual cortex. Since Hubei and Wiesl’s demonstration in the cat 
and the primate^^, we know that primary visual cortex contains neurons which 
are specialized in their detection of specific features in the visual world: speci­
fic neural arrangements responding to specific external stimuli, such as con­
tours and moving lines. Some visual cells excite only if a certain line appears 
in a precise part of the visual field, other cells being indifferent to location. 
These detectors are part of the innate neural arrangement and physiological 
function of the visual cortex, and presumably represent a specialization across 
mammalian phylogeny as well.

Excellent work has been carried out, also in other sensory modalities such 
as in the somatic organization of somatosensory cortex, and auditory cortex, 
delineating a clear basis to view the initial stages of environmental informa- 
hon to be encoded into the nervous system through stimulus feature extractors.

For many decades a considerable extent of clinical data has established 
that Wernicke’s area and Broca’s area play some kind of principal role in 
anguage acquisition and use. Wernicke’s area when destroyed has been shown 
° lead to a specific inability to comprehened phonological features. By any 
account of the basic neuroscientific data on the organization and function of 

neocortex, it would be reasonable to assume a priority of importance
' etnicke’s area, stressing that this system may be innately receptive in the 

^^‘raction
'’fed simply, in the normal hearing individual it would appear basic to

and analysis of elements of language occurring in the environment.
I Ifl LflC llUilllctl 111V.X1 V in Util IL »Vnnm tl|J|Jv€ll Mnoiv»

I 'I’at in response to environmental speech, feature detecting mechanisms
likelv to be involved in the encoding of human language, intrinsically

■■ 1)
T. 'b alsl,

“«ate'biibcl.
was deceased on December 5. 1982.

I) H. and Wiesl, T. N. (1959). Receptive fields of single neurons in the cats
, ^ttex, J. L,, I ii>sioiugy 1*10, a/*t—ayi. riiiuvj, r.*. ri,, aiiu

’*'^31 demonstration of columns in the monkey striate cortex”
J. of Physiology 148, 574-591. Hubei, D. H., and Wiesl, T. N. (1969), .411

Nature 221, 747-750,
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specialized in the earliest organization of language development.

What then of the biological evidence on the organization of cerebral
1

Corti.cal tissue, subserving feature extraction? The history of this question is fund* 
mentally the profession of the technical advances for exploring cortical oigaif 
zation and function. Before the end of the last century we knew that the • 
layers of cortex were more a dense zonal plexis of neuron cell bodies, dendriq** 
surfaces, and complex arborizations of axons projecting to local and distant 
regions of surface and subcortical structures. In this century it has been the 
long axon cells (usually described as the pyramid cell) which have been mainlv 
researched, providing important information toward an understanding of con-nectional neuroanatomical arrangements. However, in recent years the devel 
opment of new methods for 3-dimensional cell reconstruction and detailed 
electromicroscopic analysis together with refinements in intracellular research
has allowed us to ask, to what extent should a cortical area be considered con-
tinuous, or conversely, how far can it be subdivided into separable functional 
units?

Work by Mountcastle2’, Hubei and WiesB’, and numerous others over the 
past several years has substantiated the columnar arrangements of receptive 
field projections in sensory cortices. Szentâgothai,®’ for example, has come to 
label the various shapes of neuron networks as “integrative units” of the neural 
tissue.

What is important, is that increasingly we are coming to see that each unit 
is sensitive to particular features in the sensory fields, each unit arranged in 
the circuitry to extract specific ranges of information from the environment. 
Classical concepts of neuron function and development are being revised as a 
result of a widening range of studies including recent intracellular recordings 
of postsynaptic patterns within these “units” traced to short axon cells, or bet­
ter, local circuit neurons.*’ Local circuit neurons seem to have a continuous 
role in the establishment of new connections, and appear, as suggested by Jacob­
son®’ to bear the brunt of environmental integration pertinent to learning.

Our neural model suggests that phonological distinctive features are pr>'
marily auditory. This is in accord with Jakobson’s version of distinctive feature 
theory.®’ Others, such as Ladefoged go to the opposite pole, arguing that
phonological features are best defined in terms of articulation. The features as
presented in Ladefoged’s textbook'^' are all articulatory features except for one. 
the feature Sibilant. Jakobson’s and Ladefoged’s features are not isomorph»'!C.

2) Mountcastle, V. B. (1957). Modality and topographic properties of single neurons of the
cat s somatic sensory cortex. J. of Neurophysiology 20, 408—434.

3) Szentdgothai, J. and Arbib. M. A. (1974). Conceptual Models of Neural Organizatioi 
Cambridge, Mass.: MIT Press.

4) Rakic, P. (1975). Local Circuit Neurons. Neurosci. Res. Prog. Bull. 13:3.
5) Jacobson, M. (1975). Development and evolution of type II neurons: conjectures a

century after Golgi. In: Golgi Centennial Symposiilum. Santini, M., ed. New York: Raven.
6) Jakobson, R., and Halle, M. (1955). Fundamentals of Language. The Hague: MoiitoO
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bson's acoustic features being strictly binary, and Ladefoged’s articulatory 
.pl^^res allowing in certain cases 3, 4, or 5 values.

-j-jiere is actually neurobiological precedent for suggesting that both of these 
oaches may be on the right track and that the features utilized by the sys- 
may change according to the modality used. In their report on “Concep- 
Models of Neural Organization,”»» SzentAgothai and Arbib state that “A

fakoi
fea

aFP*'‘’'

teoa 
tual

“Concep-

point of importance here is that not only effector subsystems (that generate
ovements) but also preprocessing subsystems (arrays of feature detectors) are 

seen as being controllable by the perceptual system. Thus, we hypothesize that 
the “features” being utilized by the system change according to the perceptual 
task that is being carried out” (p. 335).

Four lines of evidence argue for the relative independence of auditory and

lO'

articulatory features, and for the primary importance of the auditory features.»» 
We present evidence from acquisition and infant perception, evidence from 
evolution and the abilities of other species, evidence from acoustic studies in 
laboratories, and evidence from Broca’s and Wernicke’s aphasia.

Acquisition and Infant Perception. It has become an axiom of child language 
acquisition that comprehension precedes production at all stages of acquisition. 
But if comprehension precedes production, how does this comprehension get 
started in the first place? How do infants learn to perceive and recognize 
utterances in human language? It has become clear in the last ten years that 
not only comprehension but perception of language sounds precedes produce 
tion. A great deal of work done since 1971, most notably by Peter Eimas and 
his colleagues,»» and ably reviewed by Juszyk,»»»has demonstrated that infants 
as young as the first month of life are able to perceive the basic contrasts of 
human language, and do so in most cases in categorical rather than continuous 
fashion. The prototype experiment by Eimas et al.^> used a variation on the 
high-amplitude sucking technique in which rate of sucking on an electronic 
nipple was used to show that infants discriminate voice onset time in a categori­
cal manner. Other experiments have demonstrated that infants perceive most 
nf the other salient phonological distinctions of English.»»»

Summarizing the work on infant perception, Juszyk states that “We now 
Icnow that infants are able to perceive a wide variety of phonetic contrasts 
ong before they actually produce these contrasts in their own babbling... 

Judging from existing data, it appears that infants are innately endowed with 
»»»cchanisms necessary for making phonetic distinctions in any natural language, 

least to a first approximation.’’»»»

'anovicli.
A Course in Phonetics. 2n(l ed. New York: Harcourt Brace

Pi
filler, K. C. (1982). Neurolinguistic considerations for phonological distinctive features.
for the conference Phonological Distinctive Features, Stony Brook.

L
• ^'-’r me conference on Phonological Distinctive reatures, oiony

Eimas, P., et al. (1971). Speech perception in infants. Science 171, 303-306.
ln\ " '' 'Juszyk. P. W. (1981). Infant speech perception: a critical appraisal. In: Perspectives

■^tudy of Speech, F.imas, P., and Miller. J. L., eds. Hillsdale: Eilbaum.
on
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Evidence from Evolution. Once we begin talking about innate mecharr'
for perc-eption, it is worth looking for biological evidence from the perforina^*''^
of Other species. It is clear that other species can understand certain 
of human speech. It is said that well-trained dogs can distinguish up ^5pects

to 400 
'«tan

verbal commands. Chimpanzees, unable to articulate the sounds of hu 
language, can understand spoken English words and simple utterances and 
respond appropriately in sign language. It is not clear how similar the chim 
panzee perception of speech sounds is to human perception: the chimpanzees 
may rely heavily on secondary cues to distinguish English words. Yet we do 
know that even the chinchilla has categorical perception for voicing in alveolar 
consonants.Chimpanzees do not have a functional Broca’s area, but they 
have apparently evolved a reasonably functional Wernicke’s area and hav 

i'emuch in common with humans in auditory perception. Human perceptual 
abilities are species-specific, i.e., genetically specified, but build on the evolu­
tionary base of the mammalian line.

Laboratory evidence. In contrast to the not very encouraging early attempts 
to identify distinctive features in sound spectrographs, Blumstein and Stevensi2 
have shown in recent work that if one looks at integrated acoustic properties 
instead of individual components of the acoustic signal, by sampling the 
spectrum shape at particular times, one can indeed find invariant properties 
corresponding to distinctive features. “Thus for example,” they say, "although 
individual components of the acoustic signal, such as the burst, onset frequen­
cies of particular formants, or directions of formant transitions, do not provide 
invariant cues to place of articulation in stop consonants..., the shape of the 
spectrum sampled over a particular time interval at the release of the consonant 
does seem to provide an invariant pattern.

Stevens and Blumstein do not deny the importance of contextual secondary 
cues for accurate speech perception, and they acknowledge the built-in redun- 
dundancy of the system which involves what they call “acoustic fine structure 
(p. 34). But they do provide evidence for invariant acoustic correlates for at 
least some of the distinctive features which could be perceived directly as 
primary properties. On the basis of this evidence they postulate innate pro­
perty-detecting mechanisms as part of the infant’s sound-reception systori, 
mechanisms of the kind “that are needed to get the system started” (p- 33)-

Evidence from Aphasia. Since the time of Broca and Wernicke, more 
a century ago, the evidence from aphasia has been clear about the separabi . 
of perception and articulation in language. Let us review briefly the syndro 
of Broca’s and Wernicke’s aphasia.

voic«*®'
11) Kuhl, P. K. and Miller, J. D. (1975). Speech perception by the chinchilla- 

'oiceless distinction in alveolar-plosive consonants. Science 190, 69-72.
12) Blumstein. S. E. and Stevens, K. N. (1981). Phonetic features and acoustic iiitari 

speech. Cognition 1, 25-32.

in

13) Stevens. K. N., and Blumstein, S. E. (1981). 
of phonetic features.1. In Eimas anti Miller (see note 10).

The search for invariant acoustic coit’
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groca’s aphasia results from a large lesion in motor association cortex in 
frontal lobe, including Broca’s area and certain neighboring areas. Speech 

tl’^ jf^rtful and slow, and characterized by 
...nrrh are more in control than th

an “agrammatism’’ in which the
words are more in control than the function words. Comprehensionronten" ...

od except where grammar is crucial.
’’ ^°\rernicke’s aphasia, on the other hand, results from a posterior lesion, and 

characterized by fluent seemingly grammatical speech that is repetitious and 
tv There are many errors of word choice and transpositions of sounds.

Qjntprehension is poor. The chief point to notice about Wernicke’s aphasia 
• that well-articulated speech runs on at a fluent rate without feedback or 
control from the auditory comprehension area. In spite of the fact that the 
motor control areas are fully intact, there are fairly frequent “literal parapha­
sias’’ or phoneme substitutions, 40% of which involve only one distinctive 
feature.i^’

Broca’s aphasics have five times as many phoneme substitutions as Wernicke’s
aphasics, as we would expect from a lesion in the motor speech area. But com­
prehension for Broca’s aphasics does not seem to be impaired by this gross 
phonological deficit (comprehension in Broca’s aphasics seems to be impaired phonological deficit (comprehension
only by grammatical complexity).

Thus lesions in auditory processing areas will affect production of phonetic 
segments, but lesions in the motor speech areas apparently do not affects per­
ception of phonemes, giving us more evidence of the semi-independence of 
articulatory and acoustic features and evidence for the priority of the acoustic 
features.

Conclusion. Our four lines of evidence, then, evidence from infant percep­
tion and acquisition of language, evidence from evolution and other species, 
evidence from acoustic studies in laboratories, and evidence from aphasia, all 
support a neural model of feature detection in Wernicke’s area which allows 
language to get going and allows language to be perceived it is learned. This

certain priority for the acoustic
®odel and these lines of evidence point to independence of acoustic and artic­
ulatory phonological features, and suggest a 
features.

•M,̂ 1 Blumstein, S. (1973). .A Phonological Investigation of Aphasic Speech. The Hague:
'Oilton.
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Russenorsk: The Russo-Norwegian pidgin. New findings.

Ingvild Broch and Ernst H^kon Jahr
University of Troms0, Norway

1. Introduction

1.0 Russenorsk (RN) is the pidgin or trade jargon which was used ' 
Northern Norway (Finnmark and Tromsp) by Russian merchants and Norwegian 
fishermen during the period of the Pomor trade, from the second half of the 
18th century till the Russian Revolution in 1917. This paper reports on and 
summarizes what we consider the most important results of our study of this 
pidgin since 1979. (For a detailed account of the project, see Broch/Jahr 1980 
1981, 1982 a,b.)

1.1 In several ways RN is different from other pidgins which are based 
on European languages. Most important is the fact that there was no signi­
ficant social difference between the users of the pidgin, and hence no social 
distinction between the two major languages on which RN was based, Norwe­
gian and Russian. This feature of RN is in sharp contrast to, for example, 
English- or French-based pidgins, where the social difference between the users 
is reflected by the fact that the European base language dominates the pidgin 
language in a way which is not comparable with the relationship between Nor­
wegian and Russian in RN.

1.2 The characteristic features of RN can be briefly summarized as fol-
lows: The phonology is based on the Norwegian and Russian sound systems, 
but simplified so that f. ex. Norw. [h] > RN [g] because Russ, lacks [h], and
Russ, [tj] > RN [9] because Norw. lacks [tjj. Russian consonant clusters are 
also simplified: RN drasvi < Russ, zdravstvujte. The most frequent pronouns 
are moja and tvoja (1st and 2nd personal and possessive pron.). The verbs lac 
markers of tense, aspect and person. The suffix -om is a general verbal marker, 
though it is not always used. Nouns have no declination and the suffix -a 
to have a noun marking function, like -om for verbs. There is no copula, 

down) or stannom (= to stand) are used with existenti 
meaning. The vocabulary is mostly of Norwegian or Russian origin, but sU 
words derive from other languages (Low-German, Dutch, English, Frenc 1)

ial

2. Short survey o£ RN syntax
2.1 Earlier descriptions of RN seem to regard the language as being 

without syntactic rules (e.g. Broch 1927:231). This is obviously 
although the syntactic possibilities are quite restricted. The largest '3 j
most

seems to have developed in interrogative sentences, which is not unexp',ecte'

792
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I r (01“'I
„„sidering I 

^erehandtse-
2.1

that RN was used to ask questions about prices and barter for

Sentences are generally combined paratactically by means of juxta-

Kjsitio”p‘
or by conjunctions:

1
moja pá anner skip nákka vin 
drikkom,

I drank some wine on another ship.

(I on other ship some wine drink,)
sá moja nákka lite pjan, sá . . . etc. then I got a little drunk then ...
(so I some little drunk, so ...)

2 Principal grot pjan / p& kana 
kludi,
(skipper very drunk and on wife 
beat,)
ja kanske pa vater kasstom.
(and maybe on water throw)

The captain was very drunk and beat 
his wife.

and maybe he’ll throw her in the 
water.

Dan I. Slobin (1977:201) claims incorrectly that RN had no conjunctions and 
no embedding. Coordinating conjunctions are shown in sentence 2, and 
sentence 3 shows both a subordinating conjunction and embedding:

3. moja smotrom kak ju pisat I saw that you were writing
(I see that you write)

The subordinating conjunction kak and the coordinating conjunctions ja and 
jes are found in sentence 4:

4. kak ju vil skaffom ja drikke te, 
davaj
(if you will eat and drink tea, 
please)
pá sjib tvoja ligge ne jes pá slipom 
(on ship you(r) lie down and on 
sleep)

If you want to eat and drink tea, then

come on board and lie down to sleep.

Th tts. Slobin’s claim that RN had 
is used 

inat the

no conjunctions and no embedding is wrong.
on the sentence level to express subordination in the same way

’^^•ationships;
preposition pa is used on the syntagma level to express all dependence

5. a) possessive: klokka pá ju 
b) local: mala penga pá lomma

(‘watch on you’, your watch) 
(little money in (‘on’) the pocket)

9 temporal: pi morradag (tomorrow)
d) directional: p& Arkangel reisom (‘on A. go‘, go to Archangel)

word order is normally SVO as in Norwegian, but if the sentence 
''^ains an adverbial, the verb usually occurs in final position:
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6.

7.

moja kopom fiska
(I buy fish)
moja tri vekkel stannom

I will buy some fish

I stayed three weeks
(I three weeks stay)

2.3 We find declarative, interrogative and imperative/hortative 
clauses in RN. It is reasonable to assume that sentence intonation was 
used to signal the syntactic status of the sentence.

2.3.1 Of the three types of main clauses, the interrogative sentences 
most interesting ones, as five different types can be distinguished: 
a) With the question word kak‘.

'Ч,

niain 
often

зге the

8. как pris p& tvoja? 
(what price on you?)

b) With rising intonation:

9. tvoja fisk kopom? 
(you fish buy?)

What is your price?

Will you buy fish?

c) With a modal verb:

10. vil ju pa moja stova pJ morradag Will you eat at my place tomorrow? 
skaffom?
(will you on my house on tomor­
row eat?)

d) With the suffix -li, which can be suffixed to different word classes:
11. mangoli &r tvoja? 

(many years you?)
12. как vara ju prodatli? 

(what goods you sell?)

How old are you?

What kinds of goods are you selling?

e) With the word kanske (maybe) in sentence initial position:
13. kanske lite tjai drikkom? 

(maybe little tea drink?)

3. The life span of RN

Do you want to have some tea?
I 
1

3.1 RN is first referred to between 1812-1814. The governor of Finnmark 
in this period wrote several memoranda about this northernmost county-
** - _Norwegian, Lappish and Finnish-He notes, after first having commented on Norwegian, Lappish an i -^jj, 
“A fourth language is also spoken in Finnmark, put together from or 
Russian, Dutch, German, Lappish and maybe Finnish. One could ca i 
Trade Language (Handebsproget), because it is used by traders in or e 
them to understand each other. However, it is only used when dea mg 
Russians” (Jarlsberg 1887:152). mo-rx had h’®

This reference to RN is the earliest we have found. Broch (1927)
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first
example of RN from 1842. Lunden (1978) was able to move this even 

back to 1827. In our material, however, RN words occur as early asfurther
.ygS and 1807.

3 2. A lawsuit in 1785 provides us with the RN word for a “Russian”:
spelt “Rusmand”. In the Legal Records, Russians are usually called 

^‘Rus(s)” or "Rys(s)”, this is the only time the RN word for a Russian is used
mroch/Jahr 1981:64 f.).
' a O T »-» T PkfTol "D3.3 . In the Legal Records for Finnmark for 1807, we have found another 
early occurrence of a RN word. A Russian fisherman is quoted directly as 
shouting “Krallum”. Krallum (< Russ, krast’, prêt, krai-, = (to) steal) later 
occurs several times in the RN corpus, and we see the first occurrence of the 
verbal marker in RN, here spelt -um (Broch/Jahr 1980).

3.4 In view of these findings and of the governor’s reference in 1812-1814, 
we must assume that RN developed during the second half of the 18th century, 
which is about half a century earlier than formerly thought.

3.5 In our examination of RN, we have found an affirmed life span of 141 
years. A pidgin rarely lasts that long without being creolized. The reason why 
RN did not develop any further as a pidgin language and did not expand 
functionally but more or less exhibited a grammatical and lexical minimum is 
that it was used almost exclusively in connection with the seasonal trade during 
the summer months. This circumstance is another special feature of RN as 
compared to other pidgins. After the turn of the century the socio-economic 
conditions for RN gradually disappeared. Presumably, ability to speak RN 
became less extensive during the final decades of the Russian trade. The Rus­
sian Revolution in 1917 put a definitive end to this trade and hence also to RN.

4. Social evaluation of RN
4.1 Pidgin and creole languages usually have a low social status in the 

speech communities in which they are used. It is widely believed that these 
languages are ‘corrupted’, ‘unstructured’, ‘babytalk’ and so on. RN, however, 
seems to have enjoyed a high status in society up to the middle of the 19th 
century.

4.2 Around 1850, there seems to have been a change in the social evalua­
tion of RN (Broch/Jahr 1982 a). Before 1850, RN was commonly used by 
Norwegians in dealing with the Russians. But after 1850, RN was used mostly 

fishermen, while the merchants learned Russian by spending one or two 
years with business colleagues, especially in Archangel. It is striking that the 
^^’ailable reports and evaluations of RN on the whole are more positive before 
^850 than after. The reason for this is that as long as the merchants had to 
'tse RN the pidgin was socially accepted by the local upper class as an 
etjuivalent to other languages. But when the merchants started learning Rus- 

and, as a result, RN was limited to the common fishermen, the use of 
was likewise devalued socially. This in turn also influenced its status as a

^Snguage as such.L
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Variatiiin/Variability within a Linguistic Contact Domain

Adolfo Elizaincin
Universidad de la República, Montevideo, Uruguay

Current, ¡(ifarch and consideration of bilingual setting, can be attached to . 
two main si<ces: a) theories with a psychological background, and b) lyy' 
theories witlij linguistic and sociological (i.e., sociolinguistic) background. As 
jt is already by scholars of the field a non fluent bilingual is “the second

main si<ces:

language usft.ybo possesses sufficient skill with a language for successful basic 
commumcatij but who nevertheless is perceived by others and by himself as 
not possessiiij^gfjyg.jjj^g control of the language”. (Segalowitz and Gatbontom 
1977:77) bilingual dialect is “the intermediate system that arose
through bilit^gj contacts (this writer’s bilingual dialects)” (Haugen 1973).

The contiftjye linguistic situation to which this paper is devoted can be 
partially haljjj both concepts at a time. One can discuss whether our 
informants non-fluent bilinguals or not, depending on one’s view of the
Situation, i.(. vhich can be considered the first language and which the second.

Our inftirjgjjjj monolingual in DPU (Uruguayan Portuguese Dialects) 
and have ^islative command of either Spanish or Portuguese.

DPU is ¡bilingual dialect which has emerged through close contact of 
uguese Spanish; an intermediate system thus arose and as Haugen 

clearly state(,973.534^ can be “Characterized by a combination of additions 
and d properties not available neither in Portuguese nor in 

[most of them also present on both source languages].
in the 'situation, can be nowadays summed up as follows: people living 
influenc bilingual Portuguese-based dialects which evidences strong

panish grammar and lexicon. We have recorded 140 informants

Spanish]

with little
As a result

'''null education (illiterate) who use the DPU as home language.
60% of or, the techniques of elicitation used true vernacular arose. About

^'idences a very important fact indeed, whichif or man ts were children, 
ti- •itality of DPU in the area; obviously children can not learn it■ 6ut from U 

We hav 
^‘«guistic 

fining the ....
StiTlv ■ i:idy standard term variation to the field of true sociolinguistic ‘uysis of , , , 

Now .¡, ’»tiard languages.
«ui, ‘

C>PUOf

ioposed elsewhere (Elizaincin 1981 a y b) to call variability the
'tomena which emerges as a consequence of contact, thus con-

main methodological and theoretical tools have been used for
3ur corpus. These are: structural instability, variability and
vitality. By structural instability we mean the internal variation

^''iiars which can be easily observed by just looking at some items

797
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in the corpus; thus the alternance between pronouns Yo-Eu “I” goes back 
this distinction. This instability can be related, most times, to variation w.l ” "'iihijj 

one andsubstandard Portuguese, or Spanish, or both. Being the case that
to

thçsame variable feature is observed both in Spanish and Portuguese, it is alm 
sure that it will also appear in the DPU grammar. For example, lack of cq 
cordance in plural noun phrases is one of the most prominent features of Dpu

lost

grammars.
Variability itself can be viewed as a consequence of structural instabili

tty;therefore something like the classical dichotomy competence/performance ¡j 
at use. For this case it can be conceived as instability/variability.

Variability is observed within the speech of a single informant but also 
matching the ages of informant of the 6 different geographic places where the 
recordings took place. For example, there is an evident variability in the 
general linguistic behaviour of Artigas and Rio Branco speakers as to the 
rendering of the thematic vowel of 1st Plural Present Person of verbs ending 
in -ar: the form trabalhemo “we work” (alternating with trabalhamo) reaches
the following percentages: Artigas 60%~Rlo Branco 0% 

Therefore, interpretation of these figures allow us to establish a great
variability between the two places: on the contrary, observing only Rio 
Branco, there exists no variability at all; in other words, Rio Branco speakers 
of the DPU use only the form trabalhamo and never trabalhemo.

Lastly, communicative vitality. By this term we mean native-like fluency in 
DPU. When faced to institutional domains such as school (where only Spanish 
is allowed and DPU severely forbidden) children remain silent and inactive; 
in case the teacher compels them to use Spanish their performance is poor 
and hesitating.

Let us now provide some examples of DPU.
Rendering of Spanish or Portuguese phonemes vary accordingly to coin­

cidence or not of phonemes in the phonemic systems of both languages. Spanish 
lacks a voiced labiovelar v, which Portuguese possesses. Spanish sets up a 
triangular system with two correlations engaged: continuant/non continuant—' 
voiced/unvoiced on the labi(odent) al order:

I
I

I

Portuguese sets up this system:

p b

f

P b

f
As a consequence, DPU also shows 

with voiced bilabial b.

V

a voiced labiovelar which freely alternates
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AS a means of measuring variability we compute forms of a certain

P'
j^gj^omenon and (if possible) present them as binary opposition. Thus, per- 

P dial differences between percentages reached by each of the opposing forms 
S g the variable forms) state the length and nature of variability. As an 
exaiiip^^’ situation (1) is a case of maximum percentual difference and minimal 
.gj-iability; supposing that B could be safer related to Portuguese, then in this 
articular case conclusions will be obvious; only Portuguese is the basis for this

jegnicnt of DPU grammar. Case 2 is the opposite possibility.

(1) Unstable feature

A

(2) Unstable feature

Variant 
forms of 
A which 
reach

B 
lOOX

B'
OX

Variant 
forms of 
A which 
reach

B 
50X

B' 
50%

A

A
Null percentual difference between variant forms automatically entails the 

maximum variability. In case B is attached to Spanish and B' to Portuguese 
variability is considered as a free verbal behavior without (at least, not up to 
the moment) any special constraint of linguistic context.

Let us now exemplify our methodological proposition: rendering of the 
preposition Spanish Portuguese para “to”. Although “para” performs some 
different functions in Spanish and Portuguese (some of them, anyway, coincide), 
we can compare them in the following way. (Let us say, first, that substandard 
Spanish form of para is pa and Portuguese is pra).

In all the sample pra reaches 47,01, pa 35,86 and para 13,54. Three forms 
are observable in all places. Examples:

“Sempre me deSan algo pronto para mi”
“Se trae pra fora”
“Us puntero tan pa faser gol”

The following Table 1 shows percentual distribution of both pa and pra 
(that is the most frequent within the total sample).

.Applying the percentual difference technique, the places can be ordered
(decreasini
Table 2).

>g order of percentual difference; therefore increasing of variability:

Rivera shows the greatest variability whereas Artigas the least.
This way of presenting data must be accomplished for every item considered. 

It helps us to view the irregular performance of DPU speakers in an objective 
Way and, last but not least, to establish 1) which aspect of the DPU grammar 
is open to influences 2) which city (village, etc.) presents the most variable
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behavior with regard to data collected.-

Table 1 Table 2

Places
Artigas 
Rivera 
Tranqueras

Pa
22

56,82
41

Pra 
78 

43,18 
59

Artigas
Aceguá/I. Noblía
Vichadero/M. de

Corrales

56
44,45

Vichadero/M. de 
Corrales

Rio Branco
Aceguá/I. Noblía

64,10
42,85
27,77

35,89
57,14
72,22

Tranqueras 
Rio Branco 
Rivera

28,21

18
14,29
13,64

N = 208 (a = 0, 01)
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Cross-Cultural Sociolinguistic Profiles 
Misreadings and Misunderstandings

Bates L. Hoffer 
Trinity University

' JJ4TRODUCT1ON The cultural/social knowledge in communication can­
not be overvalued. If a language learner acquires excellent phonology, grammar 
and vocabulary yet makes mistakes in appropriate behavior, the “mistakes” may 

' be taken as boorish, insensitive or so on.'> Learners who acquire the appropriate

I

behaviors yet make mistakes in pronunciation or grammar usually get along 
well without such negative readings. The behaviors which need to be learned 
for total communicative competence are many; only samples are treated here, 
including such nonverbal aspects such as effect of dialect, style, and so on. The 
approach to these features is through television, in particular the American TV 
shows dubbed into Japanese.The motivation for this approach is that the 
behaviors appropriate to actors for the camera (such as in close-ups vs. long 
shots, for example) do not always match the natural setting and the Japanese^* 
or other learner of English may learn an erroneous set of behaviors. In addi­
tion the dubbed versions sometimes do not reflect the sociolinguistic dimen- 
sion'*) of the original, as will be explained below. This paper, then, explores 
the potential misreadings and misunderstandings in cross-cultural sociolinguistic 
aspects of television.

SOCIOLINGUISTIC PROFILE For the purposes of this paper, a socio- 
flnguistic profile®) is the set of social/cultural features associated with a certain 
set of linguistic/sociolinguistic behaviors. A composite sociolinguistic profile 
can be made using testees from all walks of life, ages, and so on. It is especially 
•nteresting to note that the above reading also takes place across cultures even

This research was funded by grants from Trinity University. Thanks to Dean G, Boyd.
’) Dr. Gordon Fairbanks of the University of Hawaii is credited with Fairbanks’ law: a

with limited linguistic competence can err nonverbally and be ignored or forgiven, 
a polished speaker who errs nonverbally is assumed to know better and is held responsible. 

1973 of this research was funded by the Social Science Research Council in
Tokvn in O.»zl IT C Cz-w-i/ilitvo-ii i«r ir« pAmm i 11/»/» TliP

but with limited linguistic competence

first stage of this research
- Tokyo in preparation tor the 2ik1 U..S.-Japan .Sociolinguistics Committee meeting. The 

. arch is reported in Hoffer (1974).
Few

4\ lOOO’s of hours of American TV viewing during their learning.
) Thi

Japanese have enough experience in American social settings but do hate the op-

So On
le translaters often work only with the written text. Vocal qualifiers, gestures, and

(1974X
«) 1

which affect the communication are tinis not factored into the translation. .See Hoffer

are Profiles take different forms for different types of research. Here only the general features
'^‘scussed.
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when the testees do not understand a word of the original language and
only the audio tape is used.«’ One especially interesting area of research

Section 8 : Sociolii'"guisti,

seek.to isolate the diagnostic feature(s) which triggers the profile. In the lor, 
form of this paper, the average sociolinguistic profile for certain TV sho 
and actors is used to show how cultural misreadings and misunderstandin'*^ 
occur even though the word for word translations from English to 
are among the best in the world. The focus herein is on the vocal/verbal

‘ger

J 'gs
Japanes,

sndthe nonverbal/kinesic features. These social features of communication need 
much more study; translation should strive for total communicative competem 
and not stop at linguistic competence. ice

SOCIOLINGUISTIC STUDY OF TELEVISION Dubbed TV shows often 
miss the sociolinguistic meaning, including such items as the social level, the 
humor types, the power/solidarity information and
features and the nonverbal behavior. The problems are

so on carried by the vocal
multiplied by the 

skewed nonverbal features used in such a drama setting. The research here
investigated 27 American TV shows on Japanese television (60 shows appeared 
during the research period of January-February, 1982; these 27 were video­
taped) for the verbal/NV sociolinguistic profiles which would be appropriate 
for the actors in those series. Note that “Police Story”, “Dukes of Hazzard”, 
“Trapper John” and others include DIALECTS, which have social features 
attached and that STYLES are used with good effect in “Quincy” and other 
shows. The NV behavior of the actors on all these shows is usually much dif­
ferent from the real world situation and provides skewed sociolinguistic pro­
files. Space limitations limit the items here to a brief list.

PROXEMICS The use of space on TV is dictated not by “real” proxemics 
but by the demands of the drama/camera eye. “Mission Impossible”, “Little 
House on the Prairie”, and others use at times close personal space for formal, 
public communication or up to 12' for intimate/casual speech. Often 8 
between noses with 180 degrees head orientation accompanies public conversa­
tion. BODY ORIENTATION is skewed by the need for the camera to view 
all actors and often all interacters are shoulder to shoulder, as in some “Quincy 
episodes. A few shows, such as “Trapper John” work at more “real” body

I

orientation. EYE BEHAVIOR is perhaps the most skewed NV behavior on 
TV; it is almost always skewed to an open-eyed stare by both speaker an 
listener. Learners copying such behavior make native speakers uncomfortable- 
Only a few top actors can approach relatively natural eye behavior; at times 
Larry Hagman of “Dallas”, Pernell Roberts of “Trapper John” and occasional y 
Jack Klugman of “Quincy” handle it well. TOUCH BEHAVIOR on TV 

nonexistent in most shaws and is a poor model foreither more frequent or TVJapanese observer. A Japanese who used the touching behavior seen on 
might be highly offensive to Americans. LISTENING SOUNDS AND MOV

G) Tetsuya Kunihiro of Tokyo University and this author have carried on such 
since tlie former spent a semester at Trinity University in 1975.

rescarcI’
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which are appropriate to interactants rarely exist on TV; a learner
imitates such behavior might be read as inattentive, or perhaps poor in 

’ ^lish, or even rather dumb. Many other NV behaviors are omitted for space 
rations. The point here is that NV behavior is a basic part of communica- 
competence, yet absent or skewed on TV.

‘‘'^SOCIOLINGUISTIC PROFILES ACROSS CULTURES The relative lack 
contact with Americans by Japanese prevents the development of a bikinesic 

stem in most cases. The system which might be learned from the abundant 
•pV' shows
eriod) would produce an English speaker whose own sociolinguistic profile 

would be skewed and often misread and misunderstood by the American 
interactants in any real situation. The learned system and the observed pro-

who

of

files

The point here is that NV behavior

or the similar plethora of American movies (102 during the test

thus are both rather skewed and contribute little to cross-cultural com-
jnunication and, in fact, perhaps impede such communication. It is precisely 
the potential of TV for modeling appropriate behavior and for helping define 
accurate sociolinguistic profiles which should be used in the future; current TV 
shows are a hindrance.

SUGGESTIONS FOR THE FUTURE Education of accurate cross-cul­
tural sociolinguistic profiles through TV would counter the often negatively 
stereotyped profile already present. Japanese who now appear on American 
TV in ads usually stay in groups, have cameras and say “Ahhhhhl” a lot. No 
accurate profile can be learned from such exposure. A series of well-done shows 
of Japanese interacting with Americans would do more for cultural profiles 
that any number of books about Japanese and their culture. The second sug­
gestion follows from the first. Businessmen, diplomats and so on would profit 
from workshops on appropriate behavior in the cross-cultural setting and TV
could be a great help in such cases. Study of Japanese behavior with Japanese 

interesting and important but the cross-cultural setting is different. Finally, 
the pervasive influence of TV these days requires much study. The study of
is

a controlling effectcross-cultural TV sociolinguistics may provide a distancing, 
intracultural studies and thereby provide an added objectivity. Studying

’Misreadings and misunderstandings across cultures may make it easier to specify 
’fieni within a culture in a manner which allows us to compare the total system
of person to person communication.
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r Functional Aspects of Politeness in Women’s Language

Sachiko Ide 
Japan Women’s University

The universal hypothesis that women are more polite than men in their 
yje of language has been explored by studies on English (Lakoff 1975, Zimin 
1981), Japanese (Peng et al. 1981, Ogino 1982), Tzeltal (Brown 1980) and some 
other languages. There are various devices to make speech polite, e.g. the use 
of hedges, but the most notable device used by women is the use of high level / 
formal linguistic forms. In English we have seen evidence of women’s use of 
high level phonological forms such as the use of a post-vocalic /r/ studied by 
Labov (1972), Trudgill (1972) and many others.

This paper focuses on high level linguistic forms found in women’s speech 
and proposes that they should be looked at from two functional aspects. 1 wish 
to claim that women’s use of high level forms not only functions to express 
the speaker’s polite attitude toward the addressee but also emotively functions 
to express grace, a quality of femininity.

Among several pieces of evidence in Japanese I cite Ogino’s work in which 
degree of politeness is computed from the levels of linguistic forms used by 
about 500 people in Tokyo. Diagram 1.) We find in the diagram that women’s

7 r

blocks (lb) are higher, which means that women are more polite. The most
notable difference is in the height of the spouse blocks. To investigate the

000
Diagran 1 b wciren

of Politeness Used by Men and WomenDiagram 1. Degree

Diacraw

«05
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reason for this phenomenon we conducted the following four-step interv' ' 
with informants. We first hypothesized that part of the reason for the differ 
is due to the emotive function of language to express grace. ence

Assuming that we have a hierarchy of variations of linguistic forms
can be arranged along the politeness axis, we asked informants 
variation forms according to five levels of politeness scales. Second,

^hich 
the

We positgzi 1 
a parameter of psychological distance which is graded from levels 5 to 1, Th'^ - 
parameter is the scale of politeness with level 5 the most polite and level I ’

theleast polite. We asked informants to locate people they deal with in their da l 
lives on the scale of politeness. Then, we connected the results of the first
second questionnaires with the politeness parameter. (Diagram 2.) and

■'»1

@ level of Ling. Foms
¿iu o-Zde.- rZ noA^ iwaau-feix

Le'«l of Tceating iddiBssess
5 daichtsr's professors 13

— 4 —
I

’ 9

> (
¿fu ¿fcZ ixiia-, 3 —neiohcors

Ziu. iiturno — 1 lusband

1
Parairear of P'vc-jological Ciata.".cs

Diagram 2. Parameter of Politeness

Next, we asked informants which linguistic forms they used for each 
addressee. For an addressee located by the informant on level 1 of the psycho­
logical distance scale, use of a linguistic form graded as the level 1 would be 
expected. But some women reported that they used a linguistic form of the 
level 3 for their husbands whom they located at the level 1. This is a commonly 
observed pattern in the speech of middle-aged women of middle class. Why 
don’t they use the linguistic forms of level 1?

To answer this question we asked the informant, as the fourth step, about 
five psychological aspects of their attitude they have toward each addresseC'J
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r
S- jde

tatus/age difference, (2) acquaintance, (3) intimacy, (4) wanting to show 
(1) ’ (5) consciousness of opposite sex. The former three determine the

of psychological distance and the latter two affect the speaker’s choice

of
linguistic forms. (There are a number of other factors which are at 
determining psychological distance and the level of politeness ofwork in

Jingoistic forms, but only those relevant to this discussion are presented.) 
Informants were asked to judge intuitively the degree of each of these aspects 
of their attitude toward each person they deal with. The degrees were rated 
from 5 to 1 so that the higher number corresponded with the larger psycho­logical distance and with the higher level of linguistic form. The reiult of 

■ a typical housewife is shown in chart 1.questioning

Chart 1 Degree of Psychological Factors

PSYCHOLOGICAL
\ FACTORS

FACTORS FOR 
PSYCHO. DISTANCE

FACTORS FOR 
HIGH FORMS

o! 
»! 
U 0.

ADDRESSEES 
(level)

OU<z
hS

w 
u 
z 
<

taZ05 o<

daughter’s 
proressors (5)

xu 
UO' <u UH

O bd

□2 go 
z^
> X

zx
co bd

UCd 
z® 
O bb 
UO

M 
(25)

beautician (2)

husband (1) (S)

daughters (1)

I w Q

4

1

S

1

4 4 5 1

4 4 3 3

1

1

1

1 2 1

As we see in the encircled numbers, the informant shows a level 3 degree of 
Wanting to show grace” toward her husband, which must have affected her 

’Choice of
allows a

a higher linguistic form than level 1. Next we see that the woman 
, level 5 degree of “consciousness of the opposite sex” toward her 

s and. This factor makes a woman behave as women are expected to behave
according to the stereotypical image of an ideal woman; that is, to express 
icmininity, which consists of grace and sweetness, among other things. The use 
nf high level linguistic forms, which results from circumspection, adds grace 
and dignity to the tone of speech. Thus, the high degree of a womans con­
sciousness of fimininity can be interpreted as another reason for her use of 
higher linguistic forms.

As further evidence we find similar discrepancies between the levels of
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politeness of linguistic forms and the treatment of people when
speaks to a beautician at a beauty parlor or to a woman at PT A
where the expression of feminimity is encouraged. meeting,_

Additional evidence is the special use of honorifics called “beautification 
honorifics”, which are mainly used by middle class women. Honorifics, 3 
morphologically well-defined system, are used to express the speaker’s politeness 
toward the addressee.

a

(1) sensei no
teacher poss

o-tomodati
friend

(Iionorifics)

‘teacher’s friend
(2) watasi no o-tomodati (beautification honorifics)

I
‘my friends’

In (1) the honorific prefix o- is attached to indicate that the speaker expresses 
politeness toward the teacher. But, in (2) the honorific prefix is associated 
with the speaker. In (2) the honorific prefix no longer functions to show 
politeness, but only functions as a beautification of the language through the 
use of an honorific, a high level form.

In this paper I have tried to show the necessity of looking at politeness in 
women’s speech from two functional aspects. This is important in investigating 
the social significance of women’s use of high level forms. Such use of high level 
forms has been explained as a reflection of women’s subservient position in 
society, but it should be also taken as a reflection of a quality of femininity.
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Indian English—A Critique of Ethnographic Analysis

G. Leitner 
Berlin

I

о This paper discusses a BBC TV programme entitled Crosstalk that dealt
with the communicational dimension of interethnic contact between white
Britons and minority group members such as Asian immigrants. It was produced 
in cooperation with the Government-sponsored National Centre for Industrial 
Language Training and John Gumperz and addressed itself in particular to 
the so-called social gatekeepers, i.e. personnel officers, job supervisors and career
officers. Several of its claims reflect the pervasive influence of the ethnography 
of speaking. Firstly, despite the similarities between Indian English and Western 
English on the formal-structural levels, Indian English must be considered a 
distinct ethnic variety in Great Britain which differs from Western English 
mainly with regard to pragmatic, text-building and discourse features. The second 
is that interethnic miscommunication is often the result of non-shared social 
knowledge about the norms of interaction. Thirdly, these differences lead to 
miscommunication and an increase in prejudice in longer-term, goal-oriented
encounters, e.g. negotiations or job interviews. From a methodological point of
view Crosstalk is similar to most of Gumperz’ studies in that it combines micro­
analysis with participant questioning.

The intended wide public impact of this programme and the fact that it is 
typical of the British functional approach to cross-cultural communication pro­
blems call for a critical re-assessment. I will argue that the application of the 
ethnography of speaking to socio-economic problems is in fact biassed against
minority group members and may fail to diminish prejudice. I will also argue 
that there is an
encounters.

over-emphasis on the impact of concrete communicative
as against non-communicative factors such as the political and 

economic climate for the creation and maintenance of ethnic prejudice. For
brevity I will

1. concentrate on one section of Crosstalk.
In their micro-analysis of a job interview between an Indian immigrant

“t white selection committee at a college, where the Indian had applied for 
I P^^^t as librarian, the authors distinguish various layers of communication 
^akdowns which result in a

and
a 
b,
^^’■sational friction: 
U) A

complete lack of mutual understanding and con-

Gelati
knowledge of the purpose, the overall structure and the implied role

к tl

^^’nnsliip between the interactants in a job interview is taken for granted 
Igj *^ommittee but is in fact not shared by the applicant. This expectation 
caj, interviewers to the use of indirect (key) questions and they expected the

*nate’s answers tn he annronriatelv structured, i.e. to have immediates answers to be appropriately structured, i.e. to have immediate
to the position he has applied for.
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(2) Both parties draw wrong conclusions from each others’ verbal behavio 
Because the applicant had not understood the indirect questions, the J 
viewers did not see the relevance of his replies. Furthermore, they were’«te,.

constructed in a typical Indian English manner in that they were “not synchronic J 
to the questions in terms of rhythm, key words and other features” and beo-'*

- -with the least relevant information.
(3) The interviewers changed their questioning strategy from indirect to niofg 
direct questions when the candidate seemingly failed to show any interest i
the job. They did so, however, by means of prosodic features which are 
quite differently in Indian English.

И
used

A closer examination of this encounter shows that the interviewers started 
out with a well-defined, conventional interviewing strategy but departed from 
it later on. The whole conversation then rotated around the sincerity of the 
Indian’s application and his personality as such was cast into doubt.

2. In my re-analysis I followed closely the methods of the original one but 
discovered various deficiencies related to methodological and terminological 
unclarities, e.g. the use of terms like information structure, synchronization, 
and an unjustified restriction to those aspects of pragmatic behaviour that 
allegedly distinguish Indian from Western English. I will limit the discussion to 
those, see also Leitner (forthc.).

Due to this restriction the authors overlook the consequential, parallel 
development in the speech of both parties which clearly indicates the conver­
sational strain on the participants, the deteriorating role relationship, but also 
the very explicit, negative evaluation of the applicant by the selection team. 
This linguistic process, however, affects different levels of speech behaviour in 
the two sides. The Indian’s command of English is, in general, rather good. 
There are rather few typical Indian English features, but as the interview 
progresses the number of formal-structural errors increases. To give just a few 
examples: 'appli/Cations, 'int7r'view, 'aca,demic, 'appreciate, ex'amination; if 
teacher want..., this job at present I am doing was the only into I got, I 
already sent 50 applications but this is my second interview.

The interviews, on the other hand, went from more indirect to more direct 
questions, cp a. with b. and c. below:
a. HoD3:

b. VP3:

c. CAO8:

... Erm I just wondered, you know, you’ve really changed jobs 
lot of times, and er, if you don’t mind my saying, I mean, I
wondered whether this was sometimes ...
You say that er you’ve put in for about 50 jobs recently and that 
you have no particular idea why want to come to M. Do you really 

expect us to consider you ...
Why not, Mr. S?

The pragmatic function of this switch is ill-explained in Crosstalk which, ’’’ 
line with speakers’ self-reports, assumes that it was to facilitate comprehension' 
A more satisfactory interpretation must refer to Coffman’s work on social fao®
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lersonal preserves and to Brown/Levinson’s study on politeness and face-
acts. It can easily be seen then that the direct questions violated

0-

the
applicant s face needs entirely, in particular in such a crucial situation.
A second point concerns the claim that the applicant was unable to interpret 

indirect “key” questions. It is said, for instance, that he failed to recognize the 
intention underlying a question that was to elicit his social skills in job-related 
situations and that, by talking about past university activities in India, he gave 
an irrelevant reply. A closer look at the subsequent exchange, however, reveals 
that the interviewer operated on two different levels of communication, probing 
the applicant s social skills in job situations and his personality as such. 
Following Argyle (1972) one may safely assume that it was the latter level that 
really interested the team and that his job-related social skills were of secondary 
importance. If this is so, the candidate’s answer may be seen to relate to the 
former level and need not demonstrate non-comprehension at all, cf also Leitner 
(forthc.).

In other words, the role of ethnicity has not been demonstrated convicingly 
in Crosstalk and the role relationship as it is established by the interviewers 
is a more decisive factor. It emphasizes social asymmetry and distance, and 
these factors are aggravated in the course of the encounter. While they are 
unavoidable in job selection settings, they need to be deemphasized so as to 
allow the interviewers to get as fair a picture as possible of any candidate. 
Additional skills are required to the team, cf Argyle (1972:201) since a candi- 
date’s performance in such an encounter cannot be taken as reflecting his normal 
behaviour. In the interview under consideration the selection committee fails 
in serious ways.

3. Some more general conclusions must now be drawn.

Firstly, while Gumperz has convincingly demonstrated the role of the dyna-
lilies of conversational encounters and of participants communicative back 
grounds as against macro-factors such as the ones studied by Labov or a 
understanding of language variation and communicative success, the assump­
tion that the “cumulative effect” of miscommunication in any one encounter 
^iiplains negative outcomes and may lead to prejudice is questionable, 
ethnography of speaking assumes, for one, that on-the-spot interpretations in 
Concrete encounters directly reflect one’s communicative background an 
experience and, secondly, that they are guided by a fairly uniform cognitive 
framework in interethnic communication, i.e. an unreflected notion o et me 
titfference. Crosstalk suggests that an awareness of this fact and of the limitations 

this framework may lead to improved conversational practice. While t
seenr

re-i

s acceptable as a neo-Platonic version of learning through insight into one’s 
So must point out that the relationships are more complex and that

people perform better than others. In particular racial prejudice is not 
in any one encounter but is a more general background factor that 

^'determines to varying extents the outcome of conversational encounters.
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Evaluative judgements in applied spheres are thus unavoidable.
The second conclusion concerns the conceptual framework itself, i.e

thepostulation of Indian English as an ethnic variety and the role of ethnicity 3 
such. Conceptualizing interethnic communication in institutional settings sol T 
in terms of ethnicity can lead to serious mis-judgements of conversational 
encounters as I have shown and to a re-inforcement of prejudice instead of itj 
diminishment.

For instance, Loveday (1982) argues that Japanese speakers of English 
unlearn their own culturally-determined indirectness. They must learn to be 
more direct, explicit and able to (constantly) pass evaluative judgements, featu

must

ires
that are considered as typical of English speakers. House’s comparative study 
of German and English speakers (1979) found that Germans tended to use much 
stronger and explicit speech acts in criticizing others than the English. They 
would have to unlearn directness. Crosstalk suggests to English speakers that 
a greater explicitness and directness would make inter-ethnic communication 
more effective. In view of these conflictory findings and the present lack of 
accepted parameters along which ethnic differences can be measured it seems 
safest to play down the role of ethnicity in explaining communication break­
downs in industrial areas and to look for an explanation in the role relation­
ships in hierarchically organized institutions and large-scale factors such as 
personnel policies, personnel training and the wider socio-economic climate.

This leads to the last point. Given critical statements such as “When expec­
tations created by dialect stereotypes are further reinforced by misapplied social 
science findings, education suffers” (Gumperz), one is surprised that the poor 
performance of the interviewers is only alluded to in the conclusion. Could it 
have been that the prevalent understanding of media balance and neutrality 
led to an avoidance of judgements on present industrial practices and reinforced 
the conceptualization in terms of ethnicity?

To sum up. The ethnography of speaking takes too broad and imprecise 
a notion of communication. By limiting itself to micro-analyses it overlooks the 
relevance of large-scale socio-political and of macro-sociolinguistic factors and is 
led to rather naive suggestions on the possibility of overcoming prejudice.
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Linguistic Variations of Different Age Groups 

in the Atayalic Dialects

Paul Jen-Kuei Li 
Academia Sínica

1 Age plays an important role in language structure and change. Different age 
groups may have different sound systems in the same language. For instance, 

interesting examples of sound change in progress can be observed in the 

h
many
variations of speech forms exhibited in the different age groups in many different
dialects of Atayal, an Austronesian language in Taiwan. These include the 
variants (1) -p—k and -m—rj, (2) -g—w and-g—y, (3) -1—n, (4) t~cand 
d~j, (5) ?'~x, (6) -b~-p, (7) c~s, and (8) aw~3 and ay~£.

2. Implications of Linguistic Variations for Historical Linguistics

2.1 Linguistic Variations Indicate State of Change
In general, older speakers retain archaic forms, whereas younger speakers 

possess innovative forms. A linguistic change usually goes through these three 
stages; Stage 1, before a change takes place, as exhibited in the speech of the 
oldest speakers; Stage 2, the intermediate stage of variations, including free 
variants; and Stage 3, completion of the change, as manifested in the speech 
of the youngest speakers. The intermediate stage best shows the state of change.

liol

It may take up to 30 or 40 years to complete a change, as in the cases of Skikun 
and Inago. We have not found any case in which a change is completed in less
than 20 or 30 years in precisely the same dialect or speech community.
2-2 The Atayalic Group Has the Same Direction of Change

The Atayalic group has the same tendency and direction of change. Each 
'ange in each dialect may be independent, but parallel.

That genetically-related languages or dialects have the same direction of 
-Jange Was best explained as “drift” by Edward Sapir in 1921;

(p 1 moves down time in a current of its own making. It has a drift.”

Cha

"The 
that

Simili 
^eeii

momentum of the more fundamental, the pre-dialectic, drift is often 
languages long disconnected will pass through the same or strikingly

'ar phases. In many such cases it is perfectly clear that there could have
no dialectic inter-influencing.” (p. 172)

^‘ale.
7*ius it is wrong to assume that if the same change has occurred in all

Ig In the group, then the change must have taken place in the proto- 
Suage, i g prior to when dialects split apart from the proto-language. Dialects 
y have 1lave parallel changes long after splitting apart. We have ample evidence
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for various sound changes occurring long after the split of the Atayalic gro
general tendency and direction of change in^^’

Atayalic group, it is predictable that eventually /p, b, m, t, g, 1/ will not
Judging from the same

the
in word-final position, there will be no more /c/’s in initial and medial 
and there will only be weakened or reduced vowels in unstressed 
throughout the entire group.

Occur
position 
syllables

2.3 The Overall Direction of Sound Change Is towards Simplification
The overall direction of sound change in the Atayalic group is toward 

simplification. All changes are from “marked” to “unmarked,” i.e. from sounds 
with more complex features to sounds with less complex features, including (n 
devoicing of the final voiced stops: -b > -p, -d > -t, and devoicing of the voiced 
fricative: y > x (2) shift from final labials to velars: -p > -k, -m> (3) vocaliza­
tion of the final voiced velar stop: -g > -w or -y, (4) palatalization of the dental
stops: t c, d > j, (5) nasalization of the final lateral: -1 > -n, (6) shift from
dental affricate to sibilant: c > s, (7) labio-dentalization of the bilabial fricative: 
j9 > V, and (8) monophthongization of the diphthongs: aw >d, ay > e.

2.4 Sound Change is Phonetically Abrupt, but Lexically Gradual

As first suggested by William Wang in 1969, sound change is phonetically 
abrupt, but lexically gradual. As in Skikun, a speaker produces either a labial 
consonant or a velar, but never a speech sound somewhere between the two 
points of articulation. Similarly, a speaker may pronounce either /-g/ or /-w/, or 
sometimes /-g/ and sometimes /-w/ (i.e. free variants), although there seems to be 
a transitional sound [m] between the two. Even in vowels that are inherently 
susceptible to gradual change, the changes also appear to be abrupt, i.e. from
/aw/ to /a/ and from /ay/ to /e/ in two different age groups, as in Talawan.

That lexical application of a sound change is gradual is also supported by 
the evidence of variations among different age groups in the Atayalic dialects, 
particularly in the cases of Skikun and Inago. The Skikun speakers between 
ages 80 and 32 apply the rule -p > -k and -m > -ly to different lexical items an 
they differ in the number of items to which the rule applies, largely depending 

few free variant forms, 
certain

the age and sex of each individual speaker. Except for a

on

each speaker is fairly consistent in producing a certain ending for a 
lexical item. I checked with four Skikun speakers in both December 1979 
August 1981, and three of them showed slight changes in the endings they ' 
Consequently, lexical diffusion is to be understood such that it is gf^ .y 
manifested in the speech of different age groups (i.e. “successive generatm 

same adult speaker as he gets older althoi'i

and
iisiled.

rather than in the speech of the
also occurs within the speech of individuals to a much smaller degree.

In short, the evidence of the linguistic variations between differ^ 
groups as reported in this paper seems to support Wang’s theory rather

i2h i'
‘o

tha”

structuralist or neo-grammarian theories.
There is substantial evidence from the Atayalic group of dialects tll3‘tn-- JJ
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ge changes much faster and is more readily observable than what the
’TJîfcluralists, such as Bloomfield and Hockett, have assumed. All the changes
,trüctu;^“"yogress can be observed through the variations of different age groups within 

-dialect.
the

2.5

same
Language Changes Due to “Discontinuities in the Grammars of Successive 
Generations”

In contemporary linguistics, language change is explained as a process of

language acquisition. In Noam Chomsky’s view, child language acquisition is
process of constructing the “optimal” (i.e. simplest) grammar to account for 

the "primary linguistic data” presented to him. Morris Halle accepted this view 
and attributed most linguistic changes to language acquisition by a child.

Speakers of different age groups from the same speech community do show 
that they have somewhat different grammars. The younger generation, on the
one hand, may simplify the grammatical structures. On the other hand, they
may also introduce some new rules to the grammar of the adult. For instance, 
younger speakers of Skikun and Mnawyan dialects of Atayal add a new phono­
logical rule by changing all labials to velars word-finally, and younger speakers 
of Matabalay, Mayrinax and Inago dialects of the Atayalic group add a new 
phonological rule by changing all or some word-final /-g/ to /-w/ or /-y/, 
depending on the preceding vowel. Such evidence indicates that children are 
capable of adding rules to the grammar and thus making some aspect of the 
grammar more complex than the one of the adults.

In short, the evidence we have obtained from the Atayalic dialects confirms 
Halle’s theory that language changes due to “discontinuities in the grammars 
of successive generations” and, at the same time, it suggests a partial revision 
of some of his (Halle 1964:344) statements:

“The language of the adult—and hence also the grammar that he has 
internalized—need not, however, remain static: it can and does, in fact.
change. I conjecture that changes in later life are restricted to the addition 
of a few rules in the grammar and that the elimination of rules and hence
3 wholesale restructuring of his grammar is beyond the capabilities of the 
5''crage adult.”

the*^ tliat addition of a few rules in the grammar is not restricted to
actualized in the speech of the child.

bet ** what constitutes a new generation and the demarcation
11«« 1 generations is by no means clear. Thus the term “discontinuity” as 
; by Halle 
" ‘be whole 
^'lants,

Inago.

m may be somewhat misleading. To further complicate the picture.
process of a sound change, language goes through stages of free 

and both age and sex factors come into play. as exemplified in Skikun

Full. text to appear in Tsing Hua Journal of Chinese Studies (1982), New 
Ei^*k^ Studies in Linguistics Presented to Dr. Fang-kuei Li on His
^■‘Shtieth

Birthday.



Personal Names in Hindi

R.R. Mehrotra
Bañaras Hindu University

The purpose of this paper is to examine the personal names in Hindi in 
relation to the socio-cultural factors and thereby refute Lenneberg’s assertion------------- ------------------------ „ivxvu,; I^XXXLX. xxx-o.iuucig 3 xtssertlon, 
“Only proper names are relatively immune from these extra-linguistic factors” 
ZT isnn<»K#»»’iT 1 Qf\1 •(Lenneberg 1967:344).

Religion is the main stay of Hindu society. The vast majority of Hindi 
names are derived from Hindu gods and goddesses, saints and philosophers 
sacred rituals and centres of pilgrimage. There is hardly a deity, male or female, 
of the Hindu pantheon that has not figured in personal names. According to 
a survey made by Vibhu the Hindu deities adopted in personal names have 
been placed in the following order of popularity—Shiva (10.5% of total names), 
Krishna (10.1%), Ram (6.4%), Vishnu (5.3%), Parvati (3.2%), Ishwar (2.63%). 
Surya (1.2%), Ganesh (.4%) and Bramha (.62%) (Vibhu 1958:68).

This practice of naming one’s children after deities implies an attitude 
towards the divine which is in no sense universal. In some areas of the world 
it would be unthinkable to name a child after a god. Christians, for instance,
do not name their children after Jesus or God, although among the Muslims
there goes a saying “If you have a hundred sons, call them all Mohammad.”
There is a strong belief among the pious Hindus that the mere utterance of
the name of a god or goddess works as a spell upon the utterer which not only 
protects him from the evil spirit but also brings good luck, happiness and
prosperity. It has been said that “Rama’s name has more power than Rama 
himself (Masani: 51). Thus whenever the elders would be calling or referring 
to their children, they would be uttering the names of gods/goddesses and 

righteousthereby making them entitled to the punya (the divine reward of a
deed) that accompanies the mere utterance of a divine name.

Caste has also been a strong determining factor in the choice of a name- 
are inseparably linked with certain specificCertain personal names

Vidya Nivas (the abode of learning) and Buddhi Sagar (the ocean of wis 
can only be the names of Brahmins; Samar Bahadur (one who is brave 
warfare) and Jalim Singh (the tyrant) belong to Kshatriyas; Karori Mui
multi-millioner) and Daulat Ram (‘Daulat’-Wealth) can only be Vaishy^s-

for
Chamaru (sweeper) and Panaru (Gutter) are the names reserved, as it 
Harijans and other low castes. Sometimes specific linguistic features charac 
names of the people belonging to a particular caste and thereby mark them 
as distinct from members of other castes. We note for instance that the 

of a HariJ»'

C/iaznarw (sweeper) and Panaru (Gutter) are the names reserved, as
oiit

nao’^

of a deity Ram occurs both at the beginning and end of the name
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which will not normally be discernible in the non-Harijanpattern wmcn win noi uormauy OC uistcruiuic in me non-nariian names. 
Soin^ examples from a University record of Harijans are: Ram Jit Ram, Ram 
gall Ram, Ram Bachan Ram and so on. This is a new trend in adopting 
names, particularly among the educated Harijans born in the post-independence 
period. “C*" one hand these names are deliberatelv riven a look different 
from the traditional names adopted by the erstwhile Harijans and suggestive 
of a backward and inferior status; on the other they are motivated by a desire 
to retain their separate identity to highlight their minority character and thereby 
ipply pressure tactics when necessary” (Mehrotra 1979:208).

Family ties in India are closer and stronger than in most places in the West

a P'

ai

‘On the one hand these names are deliberately given a look different

The fact of belonging to the same parents is suggested by names that appear 
to be patterned on a kind of analogy and have a striking phonological resem­
blance. The following groupings of names of real brothers illustrate this point: 
Jay-Ajay-Vijay: Sanjay-Sanjiv; Mahesh-Ramesh-Dinesh; Trijugi Narain-Satjugi 
Narain. All the ten sons of Satya-Bhama in Indian mythology had their names 
formed with “Bhanu”: Bhanu, Subhanu, Swarbhanu, Sribhanu, Prabhanu, 
Chandrabhanu, Vrihatbhanu, Atibhanu, Pratibhanu and Bhanuman. This 
similarity of designation clearly and adequately symbolizes relationship among 
children of the same parents.

Female names in Hindi provide yet another instance in which linguistic 
markers single out the names of a particular class. It is customary for Hindi 
female names to end either with à or î sound as has also been prescribed by 
the ancient law givers. Rita, Vimala, Laxmi and Savitri are illustrative examples 
of the common feminine names in Hindi. It is interesting to note that there 
are many masculine names in Hindi which are derived from some common 
feminine names. The examples are Rama Kant, Durga Das, Bhagwati Prasad, 
Munni Lal where Kant, Das, Prasad and Lal are some of the common masculine
markers which distinguish between masculine and males and females.
There are however some names of unisex type used for both males
It is not possible to identify the 
otherwise indicated by suffixes 
in both males and females

sex of the persons bearing such names unless
or gender markers. Some of the names common

___________  are Santosh, Gopi, Madhu, Arun and Prem. Such 
ambivalent names which are reminiscent of the naming practice of severa 

J primitive tribes are common today in other cultures as well.
During the several hundred years of foreign domination India las _een 

, Particulary influenced by two foreign cultures—Muslim and British. - 
tnfiuence is noticeable not only in our life style, food habits and dress but a s 
tn the •

This

Of

sphere of personal Some of the Hindu names revealing un­UI pciboiiiti iiaiiics. ouiiic oi iiic niiiuu iwuio v.*.
the impact of the Muslim culture are: Ekram Singh, Iqbal Narain,

names.

;-'^rsheed Bahadur and Suleman Singh. But for the surnames i.e. Singh, 
.“’■“tn and Bahadur any of these names may pass as belonging to the members 

Muslim
c’^’^tire ¡,

community. Similarly, the influence of English language and
____ _ _____ , as Ispector Singh, Judge 

^Ipti (deputy) Singh and Jolly, Pinky, Bobby, Ruby etc.
*s noticeable in Hindi names/nicknames such
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Names very often serve to distinguish people with a rural background 
those who come from an urban setting. Names such as Khet Singh, Kharpatf. 
and Dal Singar are normally given to children born and grought up in a vilij. 
and cannot be given to the children born and brought up in educated urban 
families. Similarly, names such as Parimal, Amitabh, Anuradha and Band, 
belong exclusively to the families in educated urban setting. The names of

It
‘8e

I

‘ana 
- the two categories described above are not interchangeable.

The Hindu way of life is influenced considerably by superstitions relating to 
child birth, longevity and good luck. Many of the common names of the Hindus 
owe their origin to them. When a person finds his children dying in their 
infancy one after the other, the child born to him next is presumably sold out 
to someone. It is believed that by transferring the ownership of the child, i-It
would be saved from death. Hence the children are given names such as Bechu 
Bikanu which mean “sold out” or else Mulai, Bisai which mean “bought.” in 
most Hindu families the birth of a female child is greeted with gloom and 
anxiety mainly because of poverty and dowery system. When after many female 
children another child born also happens to be female, she is given the name 
Kshama meaning ‘pardon’ or Tripti meaning contentment implying a plea to 
a god or goddess to excuse them and not to bless them with any more children.

Thus personal names in Hindi are more than mere labeling devices.- They 
are the indispensable repository of our customs and traditions, our outlook and 
thoughtways, our sociocultural identity. The expression ‘What’s in a name?’ 
has to be dismissed and replaced by “What’s not in a name?”
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Componential Analyses of the Lexical Structure of 

Pidgin Languages and Socio-Linguistic Factors 
Affecting Their Acquisition

Susumu Nagara 
University of Michigan

Recently, more attention has been focused upon the studies of pidgin and
creole languages since their importance as the means to delve into the mecha- 

and principles governing the second-language acquisition is becoming \nisms

I •
more and more succinctly recognized. Promotion of these studies has also been 
enhanced by the recent development in syntactic, semantic, phonological, and 
socio linguistic theories and practices. However, the lexicons of these so-called 
“make-shift” languages still basically consists of mere listing of vocabulary items 
with the designations of their parts-of-speech, the linguistic origins showing 
which languages they are derived from, and their meanings. The following 
study is an attempt to demonstrate that mere listing of the syntactic functions, 
the etymological origin, and the meaning of each vocabulary item is not sufficient 
to show the relative importance of the lexical items in the pidgin communi­
cation. (In this study, the term “pidgin” is to be defined as being; (1) the native 
language to none of its users, (2) the product of a language contact situation, 
and (3) extremely simplified in its syntactic and lexical structures.)

For this purpose, two different analyses of the lexicon of the pidgin English
used by the Japanese immigrants in communicating with the speakers of the 
other languages on the sugar plantations of Hawaii will be attempted. (This 
type of language is designated as PEJH in this study.) The corpus for this study 
ts the same as for my previous publication.It was recorded during the period of 
1961-62. All the informants were born in Japan and have worked as plantation 
^3 orers after they migrated to Hawaii. They did not receive any formal instruc-

m English and were forced to rely on the pidgin English as the means of 
^ommunication with the members of the other ethnic groups. They were inter- 

Wed by either English or Illocano speakers for the recording. The inter- 
Qjj^^rs were instructed to restrict the topics to the informants’ earlier experience 
Jspa^^ plantations. Due to the long residence in Hawaii, their

’»y those speech was considerably influenced by the features of English, mainly 
of their pidgin English speech. Therefore, it became necessary to

^'-1' a . ____________ .............., ___________
'itterances. It was done according to the principle that all utterances

criterion for distinguishing the Japaneseness and the PEJH-ness of

Nagara, Japanese Pidgin English in Hawaii, A Bilingual Description, (Honolulu,
*'*'ersity Press of Hawaii, 1972).
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whose predicate words are derived from Japanese are classified as the Jan
utterances. Otherwise, the utterances are classified as those of PEJH irrespcQ^^^
of borrowings from the other languages. This principle was adopted bee- ' '
when the predicate words are derived from Japanese, the morphophone'^^^'
rules of Japanese were applied. Also, when a Japanese predicate word was

•IVç
:ause,

nc
used.the terminal juncture conformed to the norm of the Japanese language. Pj. ’ 

the recordings of 10 male and 4 female informants, a corpus of 5 hours and^-u 
minutes was selected for analysis.

A total of 1,203 vocabulary items were found out of this corpus of a littl 
less than six hours. For a pidgin language which is ordinarily characterized for 
the paucity of the lexical items, this size of 1,203 lexical items is considerabl 
numerous. According to a survey by the National Language Research Institute 
of Japan, a house-wife in Tokyo was found to have used 1,123 words between 
6:00 a.m. and 11:00 p.m. of the same day.2) Even considering the fact that my 
recordings are speech activities of several speakers while the National Language 
Research Institute data is based upon those of a single individual, the size of 
1,203 words is not small. These 1,203 items are divided into the following nine 
groups in terms of their linguistic characteristics:

1.
2.
3.
4.
5.
6.
7.
8.
9.

Forms derived from English .................................
Forms derived from Japanese ...............................
Forms derived from Hawaiian .............................
Interjectional expressions ...................................
Proper names (personal names, place names) ................
Forms probably derived from the Filipino languages.........
Loanblends ................................................
Form derived from Portuguese ...............................
Forms whose origins are unknown (limited to one interviewer)

879 (73%)
156 (13%)
73 (6.0%)
38 (3.2%)
29 (2.4%)
12 (1.0%)
8 (0.6%)
1 (0.08%)
8 (0.6%)

At the first glance, the above table seems to show that the forms derived from 
Japanese play much more important roles than those derived from Hawaiian. 
However, the comparison of these forms with the 200 basic word list of Lexico- 
statistics and the componential analyses of the first three groups in the above 
list reveal that those derived from English and Hawaiian play much more 
important roles than those derived from Japanese.

For example, 120 out of the 200 basic concepts of the Swadesh’s 
are found among the 1,203 words. These 120 concepts can be subdivided m 
the following groups in terms of their linguistic origins:

1. Concepts expressed exclusively by the English words ............... ' 4
2. Concepts expressed exclusively by the Hawaiian words .............. 1
3. Concepts expressed by both the Portuguese and English words ....... ^2
4. Concepts expressed by both the Hawaiian and English words....

2) Taro Takahashi, ed. Nihonjin no 
bunsha, 1975) p. 2.

Cliv®
Gengo Seikatsu, Shin Nihongo Kooza, 5, (Tokyo*

I 
I
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5-
Concepts expressed by both the Japanese and English words 4

total of 116 English words, 26 Hawaiian words, 4 Japanese words, and a 
tugtiese word are used to express these 120 concepts. This result shows that 
Hawaiian lexical items perform much more significant function in expressing 

concepts. The four concepts which are exclusively expressed by the 
Hawaiian words are kolohee (bad), makau (fearful), pui (fat), and lepo (earth).

Componential analyses of the lexical structure of this type of pidgin English 
also reveals that even though many more English-derived lexical items are used 
than the Japanese-derived ones, the former can be more systematically analyzed
in terms of fewer categorical and componential features than the latter. The 
Hawaiian-derived lexical items can also be more systematically analyzed in 
terms of fewer features than the Japanese-derived ones. For example, all 73 
items from Hawaiian can be analyzed in terms of five features: (1) cultural
borrowings, (2) human relationships, (3) topographic and geological features, 
(4) terms related to the plantation work, and (5) terms expressing conditions or 
qualities. Componential Analysis of the 77 Japanese nouns found in the corpus 
reveals that 58 of them can be classified in terms of six categories; (1) cultural 
borrowings, (2) terms expressing human qualifications, (3) human body parts, 
(4) abstract concepts, (5) institutional names and their activities, and (6) food­
stuff and garden produce. However, this analysis leaves 19 Japanese nouns for 
which common denominators couldn’t be found.

Superficial observation of the componential analysis of more than 550 English 
nouns seems to indicate that it requires much more categories and denominators, 
namely eight major categories and thirty-five subcategories. The eight major
categories are; (1) quantitative expressions, (2) temporal expressions, (3) work- 
related terms, (4) terms with the human feature, (5) housing and institutions, 
(6) features of the new land (Hawaii), (7) terms used to describe the new life­
style, and (8) abstract concepts. However, closer observation of the componential 
3nalysis reveals that these eight classifications account for much more than 354 

tiglish nouns listed in the handouts (Nagara’s handouts pp. 8-11). In addition, 
analysis of the English nouns leaves only 24 lexical items for which commonthe

t^enominators
than

couldn’t be found. This results in the unaccountable ratio of

•Japanese 
^«xical

4% (24 out of more than 550) while the unaccountable ratio for the 
nouns is 24.6% (19 out of 77). Therefore, we can conclude that the

^yste of the Hawaiian forms and the English nouns are much more
jc than that of the Japanese nouns in this type of pidgin speech. This*«11 iiidi OI iiie Japanese nouns in mis lype oi piugiii specLii. iiua 
¡uj ° because in Hawaii both English and Hawaiian performed more 
Couse ’■oles as the means of communication among various ethnic groups. 
JHoj. ‘l^ently, the acquisition of the English and Hawaiian forms was governed 
The by the situation which produced the plantation pidgin English.
■sto.ir, J^P^nese items are more diversified because they were mainly used as the 

measure.
Outcome of this study shows that the mere listing of lexical items cannot

le
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show the importance of the roles performed by the various forms. <^onsi(ie,
tions ,of the socio-linguistic factors affecting their use provide the clues 
the systematic analysis of the lexical structure of pidgin languages. *

I

I

I
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Three Issues on Languages in Contact

Peter H. Neide
Research Center on Multilingualism, Brussels

I. Introduction
In the past five years a marked change of emphasis has been noticeable in

linguistics. The illusion of a completely homogeneous, Chomskyan language 
conununity has given way to one which takes into account social, psychological 
and individual components. Purely formalistic, descriptive features were forced 
temporarily into the background in favour of a diachronic, socio-cultural, 
political science of language; in short, one which includes non-linguistic factors 
as well. Consequently, multi-dimensional strategies were to replace the (fre­
quent) uni-dimensional systemic linguistics. Instead of the technical difficulties 
in describing the field of semantics, for example, new problems arose: namely 
those of variation and model-diversification. The inclusion of numerous related 
disciplines such as sociology and psychology, as well as the discussion of speech 
act theories, areal linguistics and the problems of language barriers pertaining 
to social-political issues, all led to a spectrum of methods whose variational 
possibilities were both their strengths and weaknesses.

Soon one of the central themes of variational linguistics included that of
contact research or contact-linguistics whose historical tradition goes back to 
the fifties. This area depending on one’s point of view, uses methods of 
sociolinguistics or the sociology of language. It originated in the U.S.A., just 
3s did the beginnings of systemic linguistics, where Weinreich’s, Fishman’s and 

cr Labov’s work revived what had been frowned upon for a long time: field 
research of an empirical nature which, in particular, was to be found amongst

e areal linguists of Europe.
t the same time, language-contact research is indebted to the socio-politically 

^^nguage-barrier research in the sense of Bernstein’s and Oevermann’s 
OUS endeavours. Completely new areas of socially-dependent, semi-, bi-.

Oriented

and
were discovered in addition to previous analyses of bilingual

conflict zones (for example, French and English in Quebec).
. / ' the aid of the diglossia concept, developed and expanded by Fishman 

’'^placed to a certain extent the idea of bilingualism as having paedagogi-
'^hich

‘^torical*^'°tivate ®*Suificance, attention was now paid to the socio-politically 
aud moij ^*®*-ulties of dialect speakers, socially under-privileged city-dwellers 
'u their I uiuki-linguals in language-conflict zones who were handicapped 

In ,1 . ’^uces of professional advancement.In
Way, creole and pidgin languages in the Third World became the

823
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centre of interest among linguists and full-fledged means of communication
the United States, sub-stratum- and semi-languages of members of diff
classes were sociolinguistically described, (usually as a Black/White

In
■^ent

contrast),and numerous forms of double diglossia were discovered in Europe: thus 
only are all European countries with the exception of Iceland multilin 
but also predominantly dialectal. " *>

2. Three Issues in Language-Contact Research

not

Completely different values, on the national as well as regional level 
attributed to each individual language—which makes any uni-dimensioiiaT 
linear investigation more difficult—due to cultural, historical, social and politico^ 
economic developments. In this way, the communicative variants in use com 
prise native and foreign monolingualism, diglossia and multilingualism, along 
with additional linguistic transitional zones and mixed forms with which contact 
linguists are trying to come to terms by mono- or inter-disciplinary means.
2.1 Problems of Language Census in Multilingual Areas

It is astonishing how the results of state-run censuses are taken for granted, 
even in the literature of meritorious language-contact researchers, and are used 
as a decisive argument for language-planning strategies. In language-contact 
zones which have no sense of conflict, the quotation of official results may appear 
meaningful—in those areas in which political or socio-economic factors are 
clearly to the disadvantage of the minority, such counts can only serve to show 
a tendency and not the exact affiliation of the linguistic group. On the one 
hand, a type of bi- and multilingualism, which has recently become (situationally 
and contextually), relevant for European minority areas, cannot be associated 
with any specific mother-tongue, since the diglossic linguistic behaviour usually 
show's, a functional distribution; this means that particular, every-day speech
situations and conditions constantly require the same linguistic variants, so 
that, frequently, the use of foreign and native languages already appears institu­
tionalised. Due to economic reasons, only a few linguistic areas permit the 

” and 
for

few linguistic areas permit 
constant, free exchange within different variants. The results of a poll
the difference between foreign and native speakers lose their relevance
this reason.

On the other hand, any answer to a question concerning
language use is subject, today more than ever, to a

the every-day 
ork olsociological frainew that

requirements which, above all in conflict zones, appears so complicate 
even an inquiry by trained interviewers can lead to distorted results- 
reply, the informant will by no means be considering the problems of j^e 
variety within his lanpiiape use in the same wav as the interviewer, ratvariety within his language use in the same way as the interviewer,

and g*'tewill—consciously or unconsciously—identify himself with a group 
more importance to the group loyality which he aspires to.

Neither linguistics nor sociology have models and methods at their f
which come to terms with these extra-linguistic features. Such results concet 

11« • i__t__ .1 A.1___ r 1 « r ___ _individual linguistic behaviour therefore reveal more information about
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piousness than the real language use of the informant. Thus, the social

‘"^^jsure, which brands a particular linguistic variant as a prestige variant, must
tantly be taken into consideration in conflict zones. A broad area of work

^^This direction is opened up to researchers of prejudices and stereotypes.

Neide 825

pr.

polarisation
2.2

upi

More than enough has been written for the individual and social groups in 
he relevant literature about the drastic consequences of political and social 

heavals—in Europe: since the Industrial Revolution, in Africa: since the 
end of the colonial rule. Naturally, language contacts in multilingual areas 
cannot be considered separately from social change.

Multilingual communities which had grown up more or less harmoniously 
together for centuries, or had come up in the course of hostile disputes, had 
found ways and means of multilingual communication whereby clear parameters 
of valuation arose in the form of privileged languages or prestige variants.

Example I: Speakers of a village community in India, where twelve languages 
are spoken, communicate by switching from their mother-tongue 
into at least one, sometimes into two or three prestige variants of 
the dominant village languages in a state of constant yet, never­
theless, institutionalised change.

Example II: In one of the smallest but now, however, most violent areas of 
language conflict in Europe, the Voer (Fouron) area (lying be­
tween Belgium and the Netherlands close to the German border).
a stable diglossia, Dutch dialect and French standard, had

I

developed in most of the language domains in spite of foreign 
infiltration, so that, among those immanent domains such as 
school, the city council and in public, language use, with an 
extraordinarily high degree of consistency, accordingly followed 
an almost ritualistic pattern.

The trend of the modern industrial society towards a unity of language 
^se, together with a dominance of standard variants, created unwelcometogether with
Ptoblems for those minority areas with a marked use of dialects. Territorial 
*^®nolingualism replaced the individualised diglossic situation and forced the 
peaker to decide for or against a particular standard language.

This polarisation therefore had, to a certain extent, completely unexpected
' Is at least in the eyes of the “logically” operating language planners: 

HUI- or dialect-speaking population group rejected this pressure of
çi ‘nation by abandoning the respective standard variant and turning to a for- 
Pre variety, (in India: English, in the Belgian Voer in Europe:
-r-i, ■ L As

the
Polari

high” variety, (in India:
such a shift in domains cannot always be successful, it leads to

k 2.3 J

^^Idc

ic/i' :>ucn a snnt in aomains cannot always
2.3 conditions (Haugen) or to language shift.

So,
Language Shift

ology has already developed applicable models which allow a sociologi- 
^‘^tiption. .\mongst these are, for example, descriptions with the aid of

'Cl,
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groiips of reference and identity which, furnished with the same norms
role requirements, represent a guide-line and an instrument of control ana
respect the observance of these norms and sanctions of behaviour.

The current, world-wide minority problems usually arose from 
factors: migration, socialisation and assimilation, whereby the latter is 
cularly important for the analysis of language shift and stabilisation in a

^■hich

‘hree 
parti.

multi.lingual area: under what kind of conditions and how quickly is the immi^r 
assimilated, with which group does he identify himself and in which cultural 
community does he prefer to live? However, sociology has not succeeded until 
now in designing a valid, theoretical picture of multilingual countries and 
their respective group-behaviour. The reason for this obviously lies in the 
variational range of language contact.

It appears to us to be important that language shift results not collectively 
but individually, whereby these situations are to be categorised sociolinguisti- 
cally.

Where does the extraordinary willingness come from, in times of world­
wide recognition of the principle of existential equality of languages and 
cultures, to still accept (in many cases) another foreign language and culture? 
Together with the alienation mechanisms arising from the infrastructural 
description of the most important sectors in the labour market, another factor 
plays a part which makes language shift automatic. Without strong cultural 
connections, migrants from the countryside come not as a group, but as in­
dividuals with a strong desire to integrate as quickly as possible in order to 
be able to advance socially; after all, the gross national product in the city 
often lies a third or more above the average in the country. This over-riding 
willingness to assimilate leads to rapid integration. Since the urban linguistic 
group appears so much stronger, both professional and private contact is 
sought with this status group. The effort to integrate results in social advance­
ment.

Mixed marriages are disproportionately high amongst this group. The mar­
riage partner who speaks a foreign tongue will like-wise adapt from both a Im 
guisic and cultural point of view for status reasons, regardless of sex which, m 
turn, will strongly influence the future language in the family so that a snow- a 

used jaeffect arises in the second generation. For this reason, the language 
marriages requires just as much attention in any sociolinguistic analysis as the

mother-tongue which, until now, was always the main factor. .
The inquiry confirmed this observation. 74% of all children from nii- 

a languagemarriages are sent to French-speaking schools and thereby undergo------ OVIIL W riCllLll-bpCaMJlg bVllUUl» ailU. UlU(.uy ** eenera- shift at the beginning which will have been completed in the follotimg g (vive 
tion. This is supported by the fact, since women, as earlier inquiries
shown, tend to change language and culture for reasons of prestige 
than men do, the answer lies perhaps in the various fields of work: womei’ 
generally employed in the private sector which uses, to a large extent-
prestige variant.

the
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p^esults of Contact-Linguistic Investigations

a<

What consequences arise from such an investigation of language 
pd conflicts which exist in an urban population?
A few points, although differing in importance, may be summarised here-

contacts

1 The desire to progress to a status group which is regarded as being both 
financially and socially superior, and which therefore demands a condi-
tion of exclusiveness, must lead to language and culture shift 
language and culture conflict.

or to

The linguistic and cultural alienation of the lower and middle classes, 
particularly of the worker, seems to be inevitable as long as a linguistic 
group of equal status is missing.
Sociolinguistic research into language and cultural conflicts should not
confine itself to the individual, but rather should include groups, 
(families), and their linguistic behaviour, since only in this way can the 
trigger-effects of language shift processes be clarified.
Scientific research into the conditions
shift can only be undertaken in an

groups,

concerning language and cultural
interdisciplinary manner.



On Intrasentential Code-Switching in Japanese/English

Miwa Nishimura 
University of Pennsylvania

There has been a growing interest in syntactic aspects of intrasentential code 
switching, the use of two or more languages within a sentence, a phenomenon 
often documented in bilingual or multilingual communities (Timm 1975. 
Wentz 1977; Pfaff 1979; Poplack 1979; Sankoff and Poplack 1980). These works 
have shown that intrasentential code-switching is not a random phenomenon 
but is subject to syntactic constraints. However, Sankoff and Poplack attempted 
to formalize the constraints on switching for the first time. Based on the 
Spanish/English data, they posited two general constraints which they claimed 
to be universal or near-universal. One is the ‘free morpheme constraint’: ‘a 
switch may not occur between a bound morpheme and a lexical form unless 
the latter has been phonologically integrated into the language of the bound 
morpheme’. The other is the ‘equivalence constraint’: a switch occurs only 
between two sentence elements or constituents whose relative order is shared 
by the two languages involved. This paper examines whether these two con­
straints hold in the Japanese/English code-switching. Since the concept of word 
order is the main factor in formulating the equivalence constraint, an investiga­
tion of switching involving two languages with radically different word order 
seems very promising. Spanish and English share basically the same word 
order; SVO, while Japanese is an SOV language.

Data
Sentences used for analysis were taken from sociolinguistic interviews an 

natural speech tape-recorded in a Japanese community in Toronto, Canada, a 
total of 3.5 hours of speech. The speakers are all Niseis (second generatio ; 
over 55 years of age who are competent in both languages. They learned Jap 
nese from their parents who had come to Canada early in the century 
received education in English except for one who spent several years in 
in her teens. From my observation, they code-switch in interacting 
bilinguals.

Analysis
Sentences containing both English and Japanese sentence elements 

extracted from the transcribed data and syntactic categories of these 
and switch sites were identified. Personal names, place names, inter] 

excluded from this analysis. Everything else which is P 
; w’as considered to be

and fillers were
logically not integrated into the other language

.(jtS

ion*
J

JCl
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• ng. No violation of the free morpheme constraint was found. For the
of this paper, those types of switching where the equivalence constraints*->'

,orposcP'
does not hold will be presented.

has a great many postpositional particles. Topicalization and. (apanese
ideal cases are all marked by these particles. Our informants use these 

grant*’ particles with single English nouns as in 1) and with English

phra«“ as in 2).

B.

1)

2)

vocation GA 
particle

NAKATTARA, . . . 
adjective

(GN1A330)

subject marker conditional
'Unless (they) have a vocation, . . .’
Young people WA 

particle 
topicalization

GAKUMON SITAI KARA, . . .
(MN1A36)

'Since young people want to study, . . .’
Japanese has a verb ‘SURU’ meaning ‘to do’. It combines with a noun.

usually, of Chinese origin, and forms a new verb meaning ‘to do whatever 
the noun refers to’. Thus, ‘BENKYO-SURU’ is a combination of a noun 
‘BENKYO’ and a verb ‘SURU’. Our informants combine English verbs with
‘SURU’ as in 3).

3) kids WA easy NI pick up SURU KARA. 
‘Since kids pick up (languages) easily, . . .’

(GN1B88)

C. Japanese has the copula ‘DA’ which occurs after nomináis, nominal plus 
particle, and nominal adjective. Our bilingual informants use English nomi-
nals, adjectives and prepositional phrases with the Japanese copula as 
5) and 6).

in 4),

4)

5)

6)

ANO TOKI NO medicine DA KARA, . . . (SS7B475)

that time’s
copula particle 

since
‘Since (it) was medicine of that time, . . .’
K.ORE fresh DATTARA, . . .
pronoun 
this

copula 
conditional

(MN 1 A3 56)

Ii this was fresh, . . .’
All over place DATTA NO YO. 

copula
(MN1B225)

past
(They) were all over the place.’

6) *-hat they 'he \
the

/ are all complete Japanese copulative sentences. In 4) and
deleted; the subject deletion is common in Japanese when

l®ct is recoverable from the context.
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D. Japanese nomináis and adjectives are inserted into the English copulat’
sentences as in 7) and 8).

7) The ones we’ve seen are BIMBOO NA KODOMO. 
nominal phrase 
poor child

‘The ones we’ve seen are poor children.’

(MN1AS29)

8) That’s YASUI, 
adjective 
cheap 

‘That’s cheap.’

(MN1A109)

E. It is known that English and Japanese have mirror image ordering of 
constituents in surface structure (Smith 1978). For instance, English has pre­
positions, while Japanese has postpositionals. English conjunctions initiate
clauses, while Japanese equivalents terminate them. Such structural correspon­
dences seem to be the cause of the following type of switches:

9) We bought about two pounds GURAI KATTEKITA NO. 
particle verb (SS7A318)
about bought

10)
‘We bought about two pounds.’ 
That’s all for her KENKYU NO TAME. (MN2A80)

11)

noun 
study 

‘That’s all for her study.’ 
Because DASU KARA, 

verb particle 
vomit because

particle noun
of sake

(VS8A90)

‘Because (the dog) vomitted.’
In above three cases, what is once expressed in English is repeated in Jap“^'

nese. The mechanism is that since the final elements of a sentence, a preposi­
tional phrase and a subordinate clause initiated in English, could be the initia 
elements of their Japanese equivalents (due to the mirror image correspon 

are repeated lOdence), the English elements preceding the final elements 
Japanese.

Conclusion

II

All the sentences presented above demonstrate that the equivalence 
straint does not hold in the Japanese/English data. English single nouns 
noun phrases are followed by the Japanese postpositional particles, even t^ 
postpositional particles do not exist in English. A Japanese verb ‘SURU 
bines with an English verb, although there is no English equivalent of 8 ,
The Japanese copula follows English adjectives, nomináis and preposd*_^gj 
phrases, and the English copula precedes Japanese nomináis and adjeehives-



F
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This happens despite the fact that position of the copula relative to location of 
J101ni^la^^ and adjectitives differs in both languages. According to Sankoff and 
poplack, switch is done between syntactic equivalents if they are also positional 
^uivalents. In our data, switching occurs between syntactic equivalents, even
^l^^ugh positionally they are opposite. As a result, repetition occurs.
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Linguistic and Social Aspects of Pachuco Caló: A Bilingual Varip.
of the United States-Mexico Border

Jacob L. Ornstein-Galicia 
University of Texas

Sociolinguistic Background
The Spanish caló of the U.S. Southwest is most commonly referred to as

o'«
Pachuco caló, although other terms are also used, such as, tirili, tirilongo 
tarzdn, bato, bato loco, and many others. It appears undeniable (Webb, 1976 
et al.) that the variety must have developed from the caló of Spanish Gypsies 
(Romanies), arriving from Andalusia, Spain, as early as the 16th century. A 
basic lexical stock has been demonstrated by various investigators, while Webb 
presents strong evidence that Pachuco caló (PC) shares much of its lexicon with 
calós of Brazil and Portugal (calao), Spanish America, as well as Rumania, 
Hungary, the Balkans and remotely the Apache of Paris.

Superimposed on the above base lexicon are a body of lexical creations, 
highly metaphoric and topical, completely intelligible only to those who enter 
into the street culture of the barrio slums. Sociolinguistically the speakers of 
PC are asocial or at best marginal, from the lower socio-economic status, illiter-
ate or barely literate, ranging from merely defiant of middle-class norms to

males, 
ranging from 14 to 30 years of age. As they near 30 they either integrate them­
selves into conventional society or succumb to narcotics or alcohol, often 
becoming hard-core criminals. Women share in the culture somewhat, and are 
treated “democratically” as long as they are able to rival men in the surviva 
techniques and strategies of gang warfare.

PC is an urban variety with basically Spanish features. It exists in dw 
entire Southwest, particularly in the cities and towns along the 2,000 mile U- ■ 
Mexico border. Calo provides an added register, especially for males be 

touch O'

delinquent and criminal. They are composed of about 90 percent

added register, especially
50, used for a humorous and racy effect as well as to provide a 

third possibility to the normal Spanish-English
switching. Words from PC are even used by politicians or distingui 
Lntirios as a mark, of m/xiiomprif iioc

machismo. PC adds still a
even used by politicians

cod^' 
lished

solidarity. The Chicano movement has re-interprete 
finding them more victim than aggressor, thus brinrole of the Pachucos, finding them more victim than aggressor, 

more prestige to PC. The use of PC in Chicano literature is abundancCi
proaching a “cult” or perhaps “chic”.

In short, it can be said that PC is fully a bilingual dialect, since it borrj-OW'S

heavily from both regional Spanish and English varieties in its lexicon, 
are followed for the

e' eii

though the grammatical norms of Popular Spanish JIfl'

832
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The diagram below illustrates the soeiolinguistic situation of Pachuco
lart-

]■

P‘£al<^ in a somewhat simplified way.

code-switching

Mexican- 
American 
English Í

Mexican- 
American 
Spanish

Pachuco 
caló .

Basic Lexical Stock
Although new lexemes are continually created in Pachuco caló, there is a 

basic lexical stock which is also drawn on as the examples below illustrate:

PC 
jando 
rache, rachi 
bato

English gloss 
“money” 
“night” 
“guy; fellow”

Source
‘jandorro’ (“money”)
‘rachi’* (Romany)
‘bácsi’ (“uncle”) from Hungariam [Gypsy]

Linguistic and Rhetorical Devices for Lexical Innovation
PC uses a variety of different devices to continually innovate lexically.

1. Truncation (deletion of post-base form)
a. Apocope (syllable based) (deletion of final or penultimate final syllable)

PC
compa

[+syll]- 
English gloss 
“pal; chum”

> 0/(------ ) ------- »
Source

‘compadre’ (“godfather”)
b. Afaeresis (deletion of intial syllable) [+ syll] -^0 ¡ #____

fileriar “to stab or knife” 'alfileriar’ (“to knife”)
c. Simplification (reduction by deletion of one or several constituents of 

a lexical compound)
Los “Los Angeles” ‘Los Angeles’

2.

I
^^ffixation
2- Augmentative (semantic preference for connoting: hugeness, power, 

machismo, ugliness, contempt, craftiness, undesirability)
Suffix
-on; -ona

PC 
jambón 
huevón 
chavalón

English gloss 
“stupid person” 
“loafer; lazy bum” 
“lady killer, 
handsome devil”

Source
‘jamon’ (“ham”)
‘huevo’ (“egg”)
‘chaval’ (“boy; kid”)

‘^Panish
Calo
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Suffix PC
-ucho; -ucha carrucha
-aso
-ofa

vinazo 
gasofa

“high on drugs; 
crazy”
“physically attractive 
woman
English gloss 
“heap; short” 
“shot of wine” 
“gasoline sniffer”

‘loco’ (“crazy”)

‘bueno’ (“good; 
good-looking”)
Source 
‘carro’ 
‘vino’ (“wine”) 
‘gas’ (“gas”)

b. Diminutive (usually derogatory meaning implied)
-ito, ita huerito 

huer ita
“little Anglo guy” 
“little Anglo girl”

‘huero’ (“blond; 
Anglo”)

c. Aspectual (adding the meaning of quick/abrupt action or intensifica­
tion of an action or quality)

(i) Post-verbal
-ada pistiada ‘‘a. big drunken 

brawl or spree”
‘pistiar’
(“to drink”)

(ii) Prepositional phrase
a la chingada “screwed up; bad;”

a todo dar

al alba

“all the way; 
complete; super” 
“wise-up; groovy”

‘chingar’
(“to screw”) 
‘all giving’

'at the dawn’
(iii) Gender shift (change in category of gender to form a new meaning)

grt/o “male pot-head” 
“old lady; Mom

‘grifa’ (“pot”) 
‘jefe’ (“the old 
man; Pop”)

puto “male whore; pimp” ‘puta’ (“whore”)

2. Metaphorical Process (primary strategy of PC speakers; in most cases cor-
relative analogy is used) 

mango 
vaisa 
antorcha

“sexy woman”
“hand” 
“match”

‘mango’ (“fruit ) 
‘vise’ (from English) 

‘torch’
(for English)

arroyo “Rio Grande” ‘ arroyo’
(“creek; wash )

talonear “to hustle” ‘talon’ (“heel )
(from Spanish)

3. Phonotactic Recombination (often aimed at either semantic concealment 
humor)

a. Metathesis:

of

pader “wall” ‘pared’ (“wall )
from Spanish

\

\
I

I
I

1
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b. Blends;
manil “money”

binóles “beans”

aceite 
PC

“thus; so”
English gloss

‘money’-f-il 
(“nonsense”) 
‘beans’-{-‘frijoles’ 
(“beans”) 
‘así’ (“thus”4- 
Source
‘aceite’ (“vinegar”)

c. Semantic-phonetic analogy (A play on words between English and 
Popular Mexican Spanish)

cortos “shorts”

peseta “hard; difficult”

‘corto’ (“short”) 
associated with Eng­
lish “shorts” 
‘pesado’ (“heavy”) 
Associated with Sp. 
“peseta”

4. t'erbal play
d. Verbal play:

(i) Rhyming (a large series of forms for a given lexeme produced in 
competition with a fellow PC speaker)

nanay, naranjas, nariz, 
narices, negros, nela, neis, 
nelson, nelsen, nenel, nicle, 
nicolás, niguas, nil.

“no”

(ii) Dummy insertions
tioso, tiososo “uncle”

Spanish
«>■ Loans (borrowings from various languages and dialects) 

a. Direct loans:

‘tío’ (“uncle”) from

13- Caiques:
glasos “glasses” ‘glasses’ from English

quebrada

{aante una

“to give someone a 
break”

quebrada)

‘quebrar’
(“to break”)
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A Socio-Cultural View of Language Contact: 
Building a Theory

. Joyce Penfield
Rutgers University, New Brunswick, New Jersey

Prefatory Remarks
Despite the existence of numerous case studies dealing with language con­

tact, we are far from a theory of language contact, yet monolingual models
are insufficient to apply to multilingual and/or multidialectal situations. The
purpose of this paper is to suggest some operational concepts for the building 
of a theory of language contact as well as some generalizations about language 
contact which might be tested throughout the world. It is argued in this paper 
that a socio-cultural view of contact which incorporates a broad view of language 
as well as language usage is necessary for the enquiry of such contact phenomena 
as: (1) language shift—an eventual change in the pattern of speaking of an 
entire group of speakers; (2) code choice—code-switching, diglossia, and style 
shifting by means of bilingual dialects in given interactional situations and 
domains; (3) linguistic borrowing—an obvious type of linguistic convergence 
which primarily affects the lexicon; (4) language standardization—planned 
convergence; (5) pidginization/creolization—the creation of new languages; 
(6) bilingualism—the result of degrees of social and linguistic convergence; and 
(7) language attitudes.

In order to build a theory of language contact, it would first be useful to
discuss assumptions about the socio-cultural nature of language which are 
operationally crucial for the enquiry of language contact. The following as­
sumptions are briefly discussed along with some of the implications for method­
ology and field work in the study of language contact phenomena.

Fundamental Assumptions about Language
1- Codes (languages/dialects) are acquired social symbols which are cul-

turally defined and which speakers are aware of to some degree, 
l iterature detailing research on ________ ___ ................. -------------------

east three symbolic values which are useful to explain code choice and other 
Contact phenomena. These include (a) prestige value; (b) stygmatized value; 
^J^d (c) neutral value. What can be noted briefly is that within contact situa- 
t’ons a code may have very different symbolic values from one sub-group to an- 
®dier. For example, in Nigeria, British English has prestige value in academic

language contact has made reference to at

policemen or members of the army.
®nd highly educated communities whereas it has a stygmatized value when used 
'**th uneducated members, such as.

A second part of this assumption maintain.s that there are indeed different

837
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categorical distinctions which communities of speakers make of verbal
within a contact community and these distinctions are in turn associated

codej

'vith symbolic values. We would suggest here that the degree of awareness of 
differences in verbal codes along with categorical distinctions have a great deal 
of bearing on when codes are used and why.

2. Language is both linguistic and socio-culturally contextual.
This assumption implies that at least two dimensions are necessary when 

examining language contact: (1) the linguistic context, i.e. the linguistic form 
or code embedded within other linguistic forms; and (2) the speech event op 
interactional context. Methodology for studying language contact must take 
into consideration both of these concepts in order to capture accurate contact into consideration both of these concepts
generalizations.

3. Language has a variety of social functions which operate in addition 
the referential function.

Function is here being used in the sense of inferred roles of language 

to

at
the highest level of abstraction rather than domains of usage (Mathiot and 
Garvin 1975). It is suggested that different social functions can be inferred for 
each contact community at both the micro-level (face-to-face interaction) and 
the macro-level (society-at-large). The following functions are suggested:

a. Solidarity or in-group function: A group-defining function in which
verbal codes denote in-group/out-group relationships (Barker 1972).

b. Status marking function: The use of a code to reflect both the social 
structure and the individual speaker’s participation in that structure. In con­
tact situations, verbal codes often carry different social meanings and a dif­
ferent status association which is culturally defined by the sub-group using it. 
The understanding of this function in contact communities can explain code 
choice and other contact phenomena.

c. Neutralizing function: In opposition to status marking is the need to 
avoid relating the individual to the social structure, especially if power relation­
ships are involved and there is need to defuse the lack of social equivalence. 
The neutralizing function may be used to avoid marking status, ethnicity­
social class and other social categories defined by the social structure.

d. Theatricalization function: The use of verbal codes or the alternationTheatricalization function:
other thanbetween them is often found to reflect awareness of a groupan

interlocutors, i.e. an
the society.
seem

audience along with the display of something 
An understanding of this function may be useful to explain w 
'(llintpr.riiloc IJnrrnJrH'z' /«Ant’orfronrp K/AT PV^TTinlp in the L-to be counter-rules of linguistic convergence. For example, in the

States Southwest, middle-class and readilymainstream Mexican-Americans
borrow lexical items into Spanish from caló. a S'tygmatized code spoken
delinquents and norm-breaking Mexican-American teenagers.

4. .Speakers participate both in the society-at-large and face-to-face inl^’
tions. roles-This assumption implies that individuals have both interpersonal 

defined through small group interactions, and societal roles, defined by
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or may not be equivalent in the pressure whichal structure. These roles may
convert on language use in contact situations. In short, this assumption 

t- blights the notion that social group variables may not correlate with 
“„yistic variables in a direct fashion so that it is simplistic to suggest that
icial networks can be directly traced to language use. The implication of this

^gsumption is that our research must look beyond traditional social science 
jgssifications like age, sex, socio-economic status, caste, and discover the 

culturally defined variables that are significant in face-to-face interaction.
5 Standard languages operate differently than non-standardized languages

SO that the degree to which a variety is standardized affects its usage and 
receptivity to change.

Since a standardized language is codified, by definition, and has an institu­
tionalized means of enforcing the code, there is logically more emphasis placed
on the linguistic form or “the correct way to say something”. Researchers have

-

noted that standardized languages also are characterized by a greater degree 
of language loyalty, pride, and desire to participate in wider speech communi­
ties (Garvin, 1976). Regarding non-standardized languages, although they too 
have norms, there is more concern with when to use a particular code in terms 
of interactional contexts than how to use it correctly. For example, in contact 
situations we would suggest it is a much bigger mistake to choose the wrong or 
inappropriate code than to chooose the correct or appropriate code and yet 
not speak it perfectly. This assumption implies that in contact situations social 
circumstances and variables may be more crucial than the linguistic form. If
the above does hold true, as well we might expect a great degree of flexibility
in the code and more openness to linguistic change, perhaps convergence.

Having suggested some crucial concepts of language for language contact, 
along with an extremely brief discussion, it would be useful to also propose 
some generalizations about language contact which could be tested in a variety 
of situations in the world. These generalizations are listed below with a brief 
discussion where space permits. (For much more detail and several examples, 
contact the author for the paper)

Some Generalizations to be Tested
1. The degree to which a language is standardized influences its linguistic

thei,

convergence potential in multilingual communities.
This generalization relates to Assumption #5. It seems reasonable that if

for e ts great flexibility regarding the linguistic form of a code as perhaps exists
’ton-standardized languages in contact communities, then non-native speak- 

1 of various degrees of competency will participate in using such codes perhaps 
'^‘oging about abri

9
t-anguage loyalty in

greater degree of linguistic convergence.
practice can predict resistance to linguistic con-

L;
'’ergence.

■^nguage planning literature suggests that cultural groups who have re-
^^d loyal in practice towards their language and who have had the leader-
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ship to enforce or procure this loyalty have often been successful in resistan
to borrowing or language shift. The case of Native American Indian ' '.^?Suage,
in the United States may negate this generalization or better yet shed light 
it (see Bates Hoffer).

ice

on

31. Attitudes are only indirectly related to linguistic convergence. Rather ’ 
is the functions of language which are often predictive of linguistic con^ 
vergence in contact situations.

Researchers in language contact have cited numerous cases where negative 
attitudes exist toward other languages or native speakers of these languages yet 
linguistic borrowing occurs profusely or even language shift. On the other
hand, there are other cases cited in the literature where positive attitudes exist
tow’ard another language or native speakers of this and yet linguistic con-
vergence does not take place. Therefore, this generalization suggests that social 
function is more crucial to explain contact phenomena than language/dialect 
attitudes.

4. Language shift is always preceded by widespread bilingualism and a shift 
in functions for the languages involved by some groups in certain domains 
of usage.

5. Linguistic divisions and language usage patterns may not be congruent 
with non-linguistic or socio-cultural divisions.

This generalization suggests that social variables may only indirectly be 
related to linguistic differences. Therefore, a universal set of social variables 
for the study of language contact may be misleading. Rather researchers must 
first determine the symbolic associations which members of a community may 
have toward the codes involved, since it is these symbolic associations and values 
which are crucial in defining linguistic divisions.

6. Social functions of language determine the degree and direction of linguis-
tic convergence or borrowing.

Haugen (1969) refers to “prestige differential” in which social pressure 
placed on one language because another has more prestige and/or power 

is 
so

that the less prestigeous language continues to borrow from the more prestige- 
to explainous. However, the “prestige differential” is not always sufficient

linguistic convergence. In at least some instances, stygmatized codes bor-are
of therowed from heavily and Generalization #6 suggests this is so because 

social function of a particular code in the contact community, such as illustra 
previously by Pachuco caló in the U.S. Southwest.

I

7. Code-switching is a type of social marking which performs different

language functions defined by each individual speech community.
8. The degree of bilingualism and the pattern of language acquisition 

structurally similar languages can predict the amount and typotwo
borrowing.

, different levels o 
linguistic

Tliis generalization flints at tlie possibility of relating two 
linguistic convergence to cultural convergence and 1 
Since different generations of bilinguals often reflect different systems

of 
of

of
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•as primarily determined by acquisition patterns and degrees ofr I petI peni[field

primarily ucLcriiiinea oy acquisition patterns ana degrees ot com­
petency—there IS as a result difference in frequency and type of borrowine 
determining what each of these consist of would, of course, not be an easywhat each of these consist of would, of course, not be an

tash-
9. The level of competency in a bilingual community where two structurally 

similar language systems are in contact may predict the type of lexical
borrowing (convergence).

Using Haugen’s classification of types of lexical borrowing combined with 
that of Weinreich, the following correlations are suggested. Loan translations 
or calfjues require the greatest degree of knowledge of the internal structure 
of the source language and thus might be considered to reflect the greatest 
amount of convergence between the source and recipient language. Loan blends
or hybrid terms reflect the next greatest amount of convergence with a partial
transfer of the internal linguistic structure from the source language into the 
recipient language. Loanwords reflect some degree of phonemic convergence— 
depending upon the degree of integration—but very little lexical convergence 
as well as little required knowledge of the internal lexical structure of the 
source language. Loan renditions and loan creations reflect only cultural con­
vergence with hardly any linguistic convergence since they draw entirely on the 
linguistic resources of the recipient language.

If the above correlations do hold true, it might be possible to assess contact 
communities quantitatively according to linguistic convergence at the lexical 
level.

Conclusion
In this paper we have argued in favor of several basic assumptions about 

language useful to arriving at language contact generalizations or perhaps uni­
versals. Some tentative generalizations produced from various case studies of 
contact situations are suggested for future testing. It is hoped that through 
discussion of the above and agreement as well as disagreement a working theory 
of language contact might be arrived at as well as universals.

L



Accommodation in Interpersonal Encounters

Christel Stieblich
McGill University, Montréal, Canada

In an attempt to deal with the question why speech modifications occur 
Giles, Taylor & Bourhis (1973) suggested a theory of interpersonal accomrnod 'la-
tion. It is stated that if a speaker, member of one ethnolinguistic group 
chooses, as a means of facilitating social attraction, to speak to another in thé
language of his/her ethnolinguistic group, two results will follow: the second
speaker will display positive attitudes towards the first and will also seek to
accommodate the first speaker. On the other hand, if a speaker is looking for 
greater social distance, he/she will display a divergent speech style (Giles, 1973), 

The present study was designed to determine: (a) to what extent student 
responses to the use of English (E) or French (F) in interpersonal encounters 
meet the ends sought by recent language legislation and, consequently, the 
changing linguistic behavior and expectations in the province of Québec; and 
(b) whether an accommodative speech act by an English Canadian speaker is 
differently perceived from an accommodative speech act by an English Ameri­
can speaker.

The recent language legislation referred to is Bill 101 (1978), which has 
given F the status of the official working language of the province. Québec is 
predominantly French speaking. However, E is the dominant language on the 
North American continent and the English speaking minority in Québec has 
long enjoyed numerous privileges because of its dominant economic position 
(Taylor, Meynard & Rheault, 1977). French speaking Quebeckers were forced 
to learn E for reasons of vocation and professional survival. The new language 
legislation and the re-election of the Parti Québeçois is causing an increase m
the strength of and confidence in the Erench language and culture.

The question, then, is whether a change in the values of French Canadians
has occurred. A scenario between an English-speaking customer and a French

con-Canadian salesman in a Montreal bookstore with deliberately ambiguous 
ditions as to who should linguistically accommodate whom was presente 
’ ” were then asked to g*

■ I
160 French speaking secondary school students, who
their reactions. In the first four conditions, a male speaking E identified 1him-

self as an English Montrealer and in the second four conditions, the same 
with no alterations in accent, pitch or intonation, identified himself 

has been suggested (Heider, 1958; Giles et al, 1973), accom 
dation is perceived in terms of ability, effort and external pressure, then 

K» rrl i rk   I ■ _ 1 »k n A -lit • t , i _    -«iTil V.

American. If, as
as an

English Canadian and the American should be perceived the same way,
their performances were identical. In addition, new language legislado’’
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that

would mandate the use of French as the language of communication 
Qti speakers. This implies that the French Canadian salesman may speak 

even if the English speaker indicates that he prefers E, and furthermore, 
if customer should accommodate the salesman and use F. Conversely, 

^'al norms such as “the customer is always right”, as well as previous language 
in Montréal, would suggest that the French speaking salesman should ac- 

^^^'^'rnodate the English speaking customer in the language the customer chooses 
eak. Or, in order to ease the speech act, the salesman should use his 

soi'

to
mother tongue.

Genesee & Bourhis’ study (reference note 1) found that the use of E by the 
and by the customer was accepted and viewed favorably, whereas thesalesman

use of F by the salesman was perceived less favorably by both English and 
French speaking subjects. The question then is to what extent these findings 
are still true in a fast-changing society such as Québec, and moreover, to what 
degree the new language legislation is already reflected in the reactions of 
French speaking population to language use.

The subjects listened to tape recordings of simulated dialogues bettveen

a

a
customer and a salesman in a Montréal bookstore. The dialogue was com­
prised of three speech acts which were presented in the following order: 
customer—salesman—customer. An English speaking Canadian played the 
roles of the customers, a Canadian and an American, and a French speaking 
Canadian played the role of the salesman. Both the English speaking customer 
and the French speaking salesman had a competence in the reciprocal language. 
Eight different dialogues were recorded. The English speaking Canadian 
introduced himself as a Montrealer in the first four dialogues, and as an 
American visiting from the U.S. in the last four dialogues. Except for this 
information relating to the customer’s background, both groups of dialogues 
were identical. The dialogues varied in terms of the language of response (E 
ot F) of the salesman to the customer and the language of response (E or F) 
of the customer to the salesman. The customer always started off in E. The 
two groups of four dialogues each consisted of the following pattern: 

Condition :
English Canadian

H 

n 

If 

American 
ft

It 

H

1.
2.
3.
4.
5.
6.
7.
8.

Language of : 
Customer 
{Acl 7)

E 
E 
E 
E 
E 
E 
E 
E

Salesman 
{Act 2'} 

F 
F 
E 
E 
F 
F 
E 
E

Customer 
{Act 5)

F
E
F
E
F
E
F
E

n 
n 
n

L
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The customer could always easily be identified as an individual wh
mother tongue was E, because his initial speech act was always in E and
because of his noticeable native E accent and grammatical difficulties 
speaking F. The salesman as well could always be identified as a when 

Québeçoij
because of his noticeable native F Canadian accent and syntactical errors 
speaking E.

31so

when

A questionnaire was handed out to the subjects on which they indicate 
their impressions of each speaker and speech act. The questionnaire was 
up and administered in F, since it was addressed to a French speaking set

tion. Subjects were encouraged to give their reactions to the customer and the 
salesman after they had listened to the speech acts. Rating scales were straight 
horizontal lines with the extreme left always labelled ‘not at all’ and the 
extreme right always labelled ‘very much’. The following scales were used­
for the customer—‘friendly’, ‘intelligent’, ‘comfortable’, ‘customer respects sales­
man’, ‘customer masters F’ and ‘customer makes an effort to speak F’; for the
salesman— ‘friendly’, ‘intelligent’, ‘salesman masters E’ and ‘salesman makes 
effort to speak E’.

an

The ratings on each scale were analyzed individually using ANOVA 
analysis of variance. The main variables were language used by the salesman 
(E, F), language used by the customer (E, F) and nationality of the customer.

The results of this study show that newly developed linguistic standards, 
which establish F as the official language in Québec, played an important role 
in the subjects’ reactions to the use of E and/or F. This in spite of the fact 
that when asked which of the ethnolinguistic labels would best apply to 
describe their own identity, only about half of the students (55%) opted for 
‘Québeçois’, with almost equal numbers describing themselves as ‘Canadian 
(24%) and ‘French Canadian’ (21%). None of the participants of the scenario 
w’as viewed more favorably for accommodating the other speaker. It would 
therefore seem that these findings ought to be interpreted in light of the new 
linguistic realities in Québec and not in terms of interpersonal accommodation- 
However, interpersonal accommodation seemed to have influenced the students 
impressions with respect to the English speaking customer’s sense of well 
and with respect to their own sense of well-being, had they been in a si 
situation. The results indicated that whenever the salesman accommo
the customer and spoke E, the customer was thought to feel more 
This could mean two things: either the French Canadian students
accepting, in social contexts, the pre-existing language norms which had g*;- 

. f,.mii 11^
the advantage to E or they felt that a customer, and in particular foreig'a
ought to be served in his/her native tongue.

At this point, it is interesting to note that the American custom 
regarded as feeling significantly less comfortable than the Canadian <- 
in a situation where the salesman did not accommodate. This fin * 

c0>’
“* '"i J
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Canadian customer. A possible explanation would be that the English sp
stituted the only difference in the subjects’ reactions to the American a»'
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^•jnadians from Montréal were viewed as having become accustomed to 
language uncertainty in interpersonal encounters. Concern about feeling ‘com­
fortable’ might have been diminished by the basic necessity of being served, 
-j-jiis finding might also indicate that French Canadian subjects were more 
concerned with and more sensitive to a foreigner’s well-being than with and 
to that ol an English speaking Canadian. The external pressures on a foreigner 
to speak the language of another country might be considered less onerous 
than those on a native whose mother tongue is not that of the majority. There­
fore, a less ‘comfortable’ state of well-being might have reasonably been attrib­
uted to the American speaker. The subjects also perceived reciprocal language 
accommodation as increasing the participants’ sense of mutual respect. In such
a context, this finding may indicate the qualifying of ‘respect’ as humanitarian
rather than a linguistic value.

That the students’ values were in a state of transition was also revealed by 
their rating on the ease with which the salesman would be able to convince 
them to buy something. Here, they clearly adopted the position of a French 
Canadian customer, who would rather be served in F than in E. However, when 
they were asked how they would feel, had they been in the situation in which 
the English speaking customer found himself, they adopted the view of an Eng­
lish customer.

There was no evidence of in-group preferences. The French salesman’s ef­
fort and ability to speak E was not rated higher than the English speaking 
customer’s effort and ability to speak F. The same was true for the personality 
traits of friendliness and intelligence. In group preferences had still been at 
issue in studies recently undertaken in Montréal (Genesee & Bourhis, reference 
note 1; Genesee, Tucker & Lambert, 1978) .

In conclusion, the findings of this study indicate that the speakers in this in­
terpersonal encounter were judged primarily in terms of recently established 
linguistic standards and the growing strong identity with and confidence in 
tbe French language and culture in Québec. To a lesser extent, the speakers 

judged in terms of accommodative behavior. These findings differ from 
thosic of Genesee & Bourhis (reference note 1), where the control group of French 

nadian students not only accepted E but also attributed positive value to its 
The state of transition of linguistic standards in Québec society is reflectedI’se.

’‘y the
'[(■ results of the present study. The evaluation of personality traits (e.g. 

’ ''itclligent’) depended almost exclusively on the new positive percep- 
F in Québec, whereas the evaluation of behavioral traits (e.g. ‘com- 

respect’) conformed with the psychological expectations of interper- 
h .’’^‘^“‘’'’“orlation.

I ill ,** ^‘’ggested that a similar study be done within a reasonable time interval
L ft - . to follow closely the changing linguistic and social standards in Québec,

^’tiçiit interest also to include English Canadian subjects to see to what
their values and perceptions of language use in Montréal have changed, 

'parison of the results of both groups might reveal interesting insights.

'fri,

•r values and perceptions of language use in Montréal have changed.
'parison of the results of both groups might reveal interesting insights.
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1) Genesee, F. & Bourhis, R. Changing Language Norms and Language Use in Monti
Unpublished report, McGill University. 1979
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“paradigm” or “Current” in the History of Linguistics

Werner Bahner
Akademie der Wissenschaften der DDR. Berlin

During the past twenty years, interest in the history of linguistics has in­
creased considerably. It is noteworthy that the efforts made in this field of 
research have been going on since the Twelfth International Congress of 
Linguists held in Vienna in 1977. The number of publications relating to the 
history of linguistics has continually mounted over the last few years. However, 
in spite of this fact, we cannot help stating that as far as the methodological 
and epistemological bases of linguistic historiography are concerned, the situa­
tion is not satisfactory.

At the Twelfth Congress of Linguists, Koerner rightfully pointed out in his 
plenary report that there are few signs of a unanimous consent among historians 
of linguistics with regard to the approach to be taken and the methods to be 
employed in linguistic historiography. Indeed, there is no general agreement 
about the aims and motives of linguistic historiography.

Many scholars working in the history of linguistics stress the necessity of a 
general theoretical framework, knowing the limitations of approaches concen­
trated only on particular details and desiring to avoid an impressionistic or 
subjective attitude towards theories, views, ideas, notions and explanations of 
previous schools or thinkers. In order to arrive at a theoretical framework, 
methodological reflections on writing the history of linguistics are surely indis­
pensable. And in this connection it is recommendable to take into account 
experiences and criteria at the methodological level which have stood the test
in general historiography and in the history of science.

Thomas Kuhn’s conception of the history of science, developed in his famous
book ‘T he Structure of Scientific Revolutions”, first published in 1962, has had 
a considerable impact on the historiography of social sciences and humanities. 
This book has surely become so influential for the reason that Kuhn in 
ideology to science and introduces social aspects into the history of science.

the field of linguistic historiography, too, Kuhn’s ideas have aioused a re 
"larkable resonance. On the one hand, Kuhn’s model was acclaimed and more 

less imitated in some respects by scholars of linguistic historiography. n 
die other hand, there were linguists who criticized judiciously the application 

Kuhn';

considerable impact

other hand, there
s principles to the history of linguistics. Finally, we encounter some

mpts to introduce principals and notions from Kuhn’s model into linguistic
*^toriogiapiiy, whereby they become reformulated in accordance with the re-

Quin
som,

cnients of our discipline. One aim of this reformulation is to conceive
‘c key-notions without the implications which they have within Kuhn’s

847
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conception.
The fundamental key-notion in Kuhn’s conception is doubtless that

“paradigm” which combines cognitive and social aspects and includes a scientifi 
community sharing a “disciplinary matrix”. The disciplinary matrix, anotfie'^ 
term used by Kuhn in his version of 1970 instead of paradigm, consists of 
components: symbolic generalization, models, values and exemplars. These 
components show that Kuhn conceived his historiographical model only for 
natural sciences. But it should be possible to easily modify these components 
adapting them to the investigation of linguistic historiography. As Kuhn forniu
lates, the paradigm “stands for the entire constellation of beliefs, values, tech
niques, and so on shared by the members of a given community”. Character­
izing a current or a school, many observations made in this respect by Kuhn 
prove to be fruitful.

Nevertheless, there is another problem: Paradigm, according to Kuhn, in­
volves the idea of “normal science” exclusively dominating over a long period; 
or formulated otherwise: normal science is a period in which a paradigm is 
an established source upon which practising scientists can draw’. In this case, 
paradigm is conceived in a too absolute manner for as normal science it excludes
the existence of other paradigms, be it simply an alternative paradigm. There
can be only one valid paradigm with its generally accepted theory, techniques 
and convictions. But in the history of social science and consequently in that 
of linguistics, we do not encounter examples illustrating this conception of 
Kuhn. In every period of the development of linguistic thought, besides a 
prevailing current there have always been other more or less distinct currents 
and movements. In Kuhn’s opinion, the existence of several schools is typical
of the pre-paradigmatic periods in the development of a scientific discipline.
For him, only before the first paradigm has been established, do a number of
schools compete for the domination of a given field. Kuhn identifies paradigm 
with mature science and distinguishes between disciplines which have attained 
scientific maturity and those which have not. And there is no doubt for Kuhn, 
although he does not express this specifically, that the social sciences do not 
have this maturity and remain in the pre-paradigm stage. From this stand 
point, linguistics, too, belongs to this field in which scientific maturity is absent, 
or else, as Keith Percival formulates, “linguistics is a field which (thoug'
scientific) intrinsically eludes analysis in terms of paradigms”.

Indeed, the notion of paradigm. conceived by Kuhn, with all itsas
cations is not good for the history of linguistics. It seems preferable 

impli'

to № to
schools-use the traditional notion of current and to distinguish within it certain

However, it is necessary to elaborate more exactly than has been mostly
the theoretical base and the methods of current and its bifurcation m 

to thes^
a

iTiea”
ferent schools. Furthermore, it is recommendable to attach importance 
social-psychological aspects which Kuhn emphasized. But that does not me**“ 
to conceive a scientific community as a closed circle reminding of the “cnonat^^^ 
in Leibniz’ philosophy. .Studying the development of linguistics in the P‘

I
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^gutury, for example, it seems very difficult to employ the notion of paradigm
according to Kuhn’s conception. And it is characteristic that all the efforts
made in this direction have finally failed. However, operating with the notions
pf current and school we have a possibility of envisaging the complex evolution
of linguistic thought and of linguistics as an academic discipline.

Many historians stress that Kuhn includes the social aspect in the develop-
ment of science. However, Kuhn understands by this social aspect only social- 
psychological factors. Such factors are for him the interests, authority and status 
of scientists. The social aspect consists mainly, in his view, in the behaviour 
of the scholars, in the interactions within a scientific community. For this reason
a French scholar has proposed that Kuhn’s paradigm may be conceived as a
mixture of theory and “coterie”.

Needs resulting from the socio-economic development are not included in 
the social aspects investigated by Kuhn. Incidentally, as his adversary K. Popper 
maintained for a long time, he also considers science as an autonomous self­
regulating system. But the development of science or of linguistics should not 

' be grasped and explained independently of the socio-economic evolution, for 
i only in this way is it possible to recognize the complexity of scientific life with 

its results and interdependance vis-a-vis social phenomena. Science is not re- 
' stricted to a stock of factual knowledge together with theories, rules and tech­

niques. It constitutes a socio-economically determined system of specific social 
activities which produces, reproduces, applies and spreads knowledge.

I A history of linguistics, too, should not be only a presentation of theories 
r succeeding one another with its epistemological components and its methods.

In a history of linguistics there must be taken into account at the same time 
I the premises and conditions connected with linguistic research, and this requires

references to the socio-economic evolution. Therefore the aims of linguistic 
historiography with special regard to the different periods should consist in 
elaborating 1) the needs of social practice relevant to the development of 
hnguistics; 2) the main concepts of linguistics in their connection with the 
thoughts of the general intellectual movements; 3) the internal processes in 
linguistic investigation, its epistemological problems and employed techniques. 
There can be no doubt that an important task is to disclose the cognitive, 
namely internal scientific processes effective in the approach to the object of 
ffiguistics which has changed in the development of our discipline. The most 

‘niportant and at the same time the most difficult task consists, in my opinion, 
grasping the mediations between these three levels. Only to the extent to 

"'hich we succeed in overcoming the juxtaposition of these three levels do we 
approach the aspired aims.

Starting from this framework I have tried to describe in my paper, it should 
o be easier to characterize different currents with their ramifications into 
Oois and to explain changes of attitude or method within the development
linguistics.



Historische Perspektiven und künftige Anforderungen 
an die Fachsprachenforschung

Theo Bungarten
Universität Hamburg

Würde sich ein linguistischer Laie in einige dieser zahllosen Vorträge 
verirren, müßte er bald feststellen, daß hier und dort nicht nur über ihm 
unbekannte Dinge gesprochen würde. Auch die Sprache selbst wäre ihm 
eigenartig und fremd, eine Sprache, die offensichtlich mit den Dingen zu tun 
hat, mit denen die Linguisten umgehen.

Auch die Linguisten haben seit einigen Jahrzehnten bemerkt—nachdem 
sie die Fachsprachen mittelalterlicher Handwerke und Zünfte, vorindustrieller 
Techniken und Verkehrsformen, neuzeitlicher Produktions- und Wissenschafts­
bereiche untersucht haben—, daß auch sie eine Fachsprache benutzen. Die 
heutige Fachsprachenforschung spiegelt in ihrem Umfang und in ihrer 
zunehmenden Bedeutung in der Konkurrenz linguistischer Interessengebiete 
die Rolle wider, die die Fachsprachen auf nationalsprachlicher Ebene und in 
der internationalen Kommunikation einnehmen. Als Folge der modernen 
arbeitsteiligen Aufgabendifferenzierung, als Folge der Entwicklung und 
Aufsplitterung menschlicher Tätigkeitsfelder und Interessensbereiche in 
fachlichen Zusammenhängen haben sich zahlreiche Fachsprachen als spezifische 
Kommunikationsmittel historisch allmählich entwickelt, und entwickeln sich 
zunehmend neue Spezialsprachen. Sprachgeschichtlich nachweisbar ist das 
entstehende Bewußtsein von fachlichen und fachsprachlichen Bereichen in’ 
Deutschen am Auftauchen der Wörter Fach, Fachmann und Fachsprache iffl 
19. Jhd. Doch nicht erst dieses Datum markiert den Beginn der Fachsprachen-
forschung.

Die antike Rhetorik als Theorie und Kunst der wirkungsvollen prosaischen 
Redegestaltung unterscheidet die Redeweisen der perspicuitas (Klarheit 
Durchsichtigkeit, Verständlichkeit) und der obscuritas (im Sinne von 'Du” 
heit, ‘Schwerverständlichkeit’). Der Begriff obscuritas ist bei Quintilian 
seiner „institutio oratoria” (Buch VIII, Kap. ‘De perspicuitate’) explizit 
Beschreibungskategorie auch für fachliche Redeweise und termini technici.
der Forderung nach Allgemeinverständlichkeit und Klarheit der
sprechen. Überzeugende Argumente stellen einen

in

.. Rede wijef' 
ideengeschichthche

Zusammenhang her zwischen dieser rhetorischen Dichotomie der Antike 
’ „Gemeinsprache” (Standardsprache)

un«!

der theoretischen Zweiteilung von „Gemeinsprache” (Standardsprache) 
’’Fachsprache” in der heutigen Fachsprachenforschung.

Ein weiteres Kriterienpaar der Antike, prodesse und delectare (Horaz) 
die beiden untrennbaren Funktionen der I.iteratur, ist erst in der moder

Ein weiteres Kriterienpaar der Antike, prodesse und delectare (Horaz)
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•aturwissenschaft wieder aufgegriffen und auch für die Beschreibung
** nutzbar gemacht worden. Wurden in der Antike und bis

von
.fpvten nutzoar gemaun woiucii. »vuiucu m uci /AIILIKC UIIU Uls zum 

des bürgerlichen Humanismus (wie auch in der späteren klassischen
Litera

^^^lologie) unter dem Begriff „Literatur” noch alle geschriebenen Texte in 
^^chtung, Philosophie und Geschichtsschreibung, ja in jeglicher Wissenschaft 

' so wurde dieser Literaturbegriff, beeinflußt durch idealistischeverstanden,
^Auffassungen in der Ästhetik, schon bald auf fiktional-poetische Texte und auf 
jie Funktion des delectare eingeengt. Die in dieser Konzeption ausgeschlossene

ind Gebrauchsliteratur (auch ‘Fachschrifttum’, ‘Zweckliteratur’ genannt), 
¿¡e u.a. alle Fachtexte umfaßt, ist erst heute anerkannter Untersuchungsgegen­
stand der Literaturwissenschaft.

Von historischen Gebrauchstexten ist bis heute das deutsche Fachschrifttum

Sari'- n

des Mittelalters am intensivsten bearbeitet. Nachdem zu Beginn des 20. Jhds. 
Mediziner (Vgl. Karl Sudhoff und sein „Archiv für Geschichte der Medizin”), 
Rechtswissenschaftler, Mathematiker, Astronomen und Philosophen aus wissen­
schaftshistorischem Interesse Neudrucke historischer Fachtexte besorgt hatten, 
begann in den 40er und 50er Jahren die Phase der intensiven Erforschung ma.
Fachprosa in der deutschen Literaturwissenschaft. Der herausragende
Forschungsgegenstand war die ma. Artesliteratur, die das antike Wissen über 
die 7 freien Künste (artes liberales), die 7 unfreien oder Eigenkünste {artes 
mechanicae) und die 3 verbotenen Künste (Magie, Mantik, Gaunertum) 
vermittelte und erweiterte.

Eine besondere Rolle für die heutige Fachsprachenforschung haben die 
iprachanalytischen Untersuchungen in der Wissenschaftstheorie des logischensi
Positivismus und der Philosophie der formalen Logik (Ende 19./Anfang 20. 
Jhd.) gespielt. Ausgehend von Überlegungen von G. W. Leibniz, münden die 
begriffstheoretischen Arbeiten von G. Frege schließlich in

Überlegungen

Kritik der natürlichen Sprache im
einer radikalen

Wiener Kreis und in der Forderung nach
einer eindeutigen, logischen, formalisierten Einheitssprache für Philosophie und 
Einzelwissenschaften durch Carnap, Wittgenstein und Russell. Die sprach- 
^nalytischen Erkenntnisse der formalen Logik haben direkt eingewirkt auf die 

raxis der gegenwärtigen Terminologielehre und Terminologiearbeit. Neben 
m erkenntnistheoretischen Interesse in der Philosophie entstand zu Beginn 

*eses Jhds. in der sich rasch entwickelnden Technik das praktische Bedürfnis 
®y®‘®™^tischer Klassifizierung, nach eindeutiger und differenzierter 

, ^^’*^i'nung und Dokumentation technischer Gegenstände, Materialnormen, 
eriahren und Erzeugnisse. Die Pionierarbeiten von E. Wüster 

dem Verein Deutscher Ingenieure (VDI) sind die Grundlagen der heutigen 
und Normungsempfehlungen der „International Organization 

andardization” (ISO) und ihrer nationalen Normenausschüsse.
den

Pi

‘philologischen
20er und 30er Jahren dieses Jhds. entstand in einem weiteren

IQ , - ---- Bereich, und zwar an den europäischen Welihandels-
. Schulen, die sog. Wirtschaftslinguistik (E. J. J. Messing, H. Siebenschein), 

^'itstand aus der Situation eines verschärften Konkurrenzkampfes auf den
Sjg
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Weltmärkten nach dem 2. Weltkrieg, in der der steigende Fremdsprachen bedarf 1 
der Wirtschaft und die Vielfalt wirtschaftlicher Teilbereiche das Bewußtsejj, 
für die besonderen funktionalen Sprachmittel der Wirtschaft schärften und nach 
methodischer Ausbildung und Forschung verlangten. Sie forderte Unter 
suchungen, die über die bis dahin üblichen Wortschatzuntersuchungen 
hinausgingen, indem sie die Wirtschaftssprache als spezifisches, strukturiertes 
Kommunikationsmittel für wirtschaftliche Zwecke betrachtete, das in seinen 
verschiedenen Funktionszusammenhängen als Ganzes zu untersuchen sei.

sein ■

Der funktional-strukturelle Ansatz der Wirtschaftslinguistik zeigt Ujg 
Verwandschaft mit der sich etwa gleichzeitig entwickelnden literaturwiss 
linguistischen Theorie der ‘Schriftsprache’ in der Prager Schule, bekannt auch 
als Funktionalstiltheorie (Havränek u.a.). Hier bemüht sich ein Teil der 
Linguistik erstmals systematisch um methodologische und theoretische Unter­
suchungen über fachliche kommunikative Formen und Funktionen 
Nationalsprachen. Eine der Prager Funktionalstiltheorie vergleichbare.

von 
wenn

auch theoretisch weniger konsistente Auffassung entwickelten die Vertreter der 
London School (Neo-Firthians) mit ihrem regisler-Konzept (bes. M. A, K. 
Halliday).

Trotz der bisher genannten vielfältigen hist. Ansätze nahm die Fach­
sprachenforschung erst in den letzten 20 Jahren ihren immensen Aufschwung. 
Das Interesse hat sich von historischen Sprachzuständen auf die modernen 
Nationalsprachen in der Gegenwart verlagert. Ausgehend von einer lexika- 
listischen Position, wurden zunächst überwiegend die verschiedenen Fach­
wortschätze analysiert. Nach der Erweiterung des Fachsprachenkonzepts durch 
die modernen Vertreter der tschechoslowakischen Fachsprachenforschung (Fach­
sprache als Subsystem der Standardsprache) und nach der Gegenstands­
bestimmung von „Sprache im Fach” durch die Leipziger Schule (L. Hoffmann 
u.a.) sind die fest erbauten Bastionen ins Wanken geraten: trotz des rapiden 
Zuwachses neuer Fachsprachen und der drängenden Forderung nach lin­
guistischer Analyse und Hilfestellung für die Praxis entsteht das Bewußtsein
fehlender methodologischer und theoretischer Grundlegung der Fachsprachen­

ausreichendforschung. Rein innersprachliche Kriterien haben sich als nicht 
erwiesen. Damit bleibt eine Grundfrage der Fachsprachenforschung ungelöst- 
Um dieses Dilemma zu überwinden, sind an die künftige Fachsprachenforschung 
bestimmte Forderungen zu stellen: 1. Eine Lösung der methodologischen n" 

im
zu stellen: 1. Eine Lösung der methodologischen

wissenschaftstheoretischen Probleme der Fachsprachenforschung kann nur 
außersprachlichen Bereich, im Konzept des Faches gefunden werden. 
den Nachweis, daß bestimmte Kommunikationsformen fachsprachlich sind, 
der pragmatische Handlungsbereich des Faches mit seinen konstituti'^” 
Elementen zu beschreiben, und es sind spezifische Relationen zwischen 
Handlungsbereich und den in ihm verwendeten Kommunikations- und Spr^*^ 

inu*’

zwischen die^^J”

formen nachzuweisen. 2. Die Methodologie der Fachsprachenforschung 
sich neben linguistischer Methoden weiterer, insbesondere empirischer : 
wissenschaftlicher Methoden bedienen. Dies kann die I.inguistik nicht a

sozia*'

lie'”
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leisten vielmehr müssen hier weitere Disziplinen wie Soziologie, Psychologie,
,nimunikationswissenschaft, Verhaltensforschung, Arbeitswissenschaft, Wirt- 

und Geschichte zu einer Fachsprachenforschung und 
.theorie beitragen. 3. Das linguistische Interesse muß sich stärker auf mündliche 
Kommunikationsformen im Fach richten, die den Handlungszusammenhang des 
Faches eher darstellen und stärkere methodologische Hinweise liefern auf die 
fachkonstitutiven Experten', ihre Ziele und Interessen, Gegenstände und 
Produkte, Instrumente und Verfahren, sozialen Normen und Verhaltensweisen 
pjur wenn sie diesen Anforderungen gerecht wird, kann die künftige Fach­
sprachenforschung einen Beitrag leisten zum Verständnis der in der heutigen 
Zeit zunehmenden spezialisierten Kommunikationsprozesse und ihrer gesell-

K.OI einer

schaftlichen Ursachen.
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Case Grammar Theory, 1982

Walter A. Cook, S. J. 
Georgetown University

Case grammar is not a grammar and does not deal directly with surface 
case. It is a semantic valence system used to describe the internal semantics 
of a clause in terms of a central verb and the deep case roles required by the 
meaning of that verb. Within internal semantics case grammar includes
positional elements but excludes modal and performative elements. pro-

Case grammar theory has been developed by Charles Fillmore (1968, 1971 
1975, 1977), Wallace Chafe (1970), John Anderson (1971, 1977), Jeffrey Gruber 
(1965) and Ray Jackendoff (1972, 1976), and by some tagmemicists, including 
John Platt (1971), Robert Longacre (1976) and Kenneth Pike (1977). Although 
case systems have been developed independently within original or existing 
syntactic frameworks, it is possible to abstract the case systems and compare 
them apart from the particular syntactic models in which they are presented.

Comparison of the various case grammar models proposed reveals essential 
differences which present contrasting alternatives for anyone interested in case 
grammar theory. Some of the ways in which these models differ are (1) logical 
structure, (2) the list of cases used, (3) possible case frames, (4) the ways of
relating forms by means of semantic derivation, (5) the use of covert case roles.

1. Logical Structure

central

What is the scope of a case analysis? What elements are to be included? 
What elements are to be excluded? Fillmore’s position is that case analysis 
deals with the proposition, a tenseless set of relationships between a central 
verb and the nouns required by the meaning of the verb. In effect, the logical 
structure underlying a sentence is given in terms of a case-labelled predicate 
logic. It differs from predicate logic in that the arguments are labelled to 
indicate the role each argument plays in the situation described by the predicate- 
These case roles are imposed from the verb’s semantic valence, and are com 
pletely independent of surface syntactic positions and surface case marking-

2. Case Systems

What is the correct list of cases? How are they to be defined?
(197/: 
be

we know when the list of cases is complete? Fillmore’s revised position 
65) is that cases are relational not categorial notions. Cases are not to 
fined in terms of features, but can only be defined in relation to the verb 
4vhich they occur. Nouns are not cases. Case roles are read onto the noun 

witl’ 
froH*

the verb when the noun occurs with the verb in context. Most case systems

854



Cook 855

Agent and some kind of neutral
jji«'

tually translatable. All systems have an
■ ,-jne. Localistic systems add Location, Source, and Goal cases (Anderson, 

ber, Jackendoff); nonlocalistic systems prefer Experiencer, Benefactive, and 
.,tive cases (Fillmore, Chafe, Longacre). Most systems, except Fillmore, do 
contain an Instrument case.

3.
Case Frames
Given a list of cases, how do these cases combine in the description of

P’
iredicates? How many cases may appear in a frame? Can any case appear more 
than once? Is there an obligatory neutral Theme? Which cases are mutually 
exclusive? One key to case assignment is the notion of verb type. State verbs 

static situation and are [-progressive, -imperative]; Process verbsexpress a 
express a 
Action verbs express a dynamic agentive situation and are [¿-progressive.

dynamic nonagentive situation and are [¿-progressive, -imperative];

¿-imperative]. If one first asks: How many nouns are required? then, what 
type of verb is it?, and only then what case roles are to be assigned? the problem 
of case assignment is considerably reduced.

4. Semantic Derivation
When the verbs of a language are classified according to their case frames, 

it is evident that there are often State, Process, and Action forms derived from 
the same root. What case theory requires is a derivational system which will 
indicate how these forms are related. Chafe (1970) proposed a bidirectional 
system which links State, Process and Action forms by means of four derivational 
units: inchoative, causative, decausative, and resultative. Others assume the 
State form to be the basic form and use an unidirectional system with abstract 
predicates, such as BECOME for inchoative and CAUSE for causative. The 
bidirectional system is language specific; the unidirectional system is more 
universal, more analytic, and eliminates the need for choosing a base form.

0. Covert Case Roles
There are case roles in the logical structure that do not always appear in 

the surface structure. These include deletable, coreferential, and lexicalized 
t'oles. Deletable roles sometimes occur and sometimes do not occur, as in:

is cooking, with deleted object. The proper case frame can only be 
assigned when deleted roles are restored. Coreferential roles are two roles 
^Pplied to the same noun phrase, as in: Max went to Chicago, where Max is 
oth .Agent and moving object. All case grammars, except early Fillmore and 

•*fe, use coreferential roles. Lexicalized roles are essential noun phrases which 
^te incorporated into the verb form, as in: Roger watered the lawn, where the 
^tb contains an incorporated object noun and means: put water on.

6.

L Case Grammar Theory
Case grammar is not a grammar and does not deal directly with surface
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It is a semantic valence system which is used to describe thecase. It IS a semaimc vaiciicc sysiciu which is usea to aescnoe the essent’ 
meaning of a clause in terms of a central predicate and a series of case-labeli'^' 
arguments required by the meaning of that predicate. Case grammar is a 
labelled predicate logic.

Comparison of the various case grammar models, divorced from the syntact’ 
context in which they are found, suggests that case theory requires ic

well.defined logical structure, a definite list of case roles, tactics for combining case$ 
in case frames, a method of semantic derivation, and a coherent theory 
covert case roles.

letj

a

Case grammar theory is more than “a convenient, if somewhat arbitrary way 
of classifying the roles that noun phrases play in sentences.” (Newmeyer 1980. 
132) If these roles originate in the semantic valence of the verb, then they 
impose a classification upon the verbs of a language. This classification not 
only distinguishes different meanings of the same verb, but allows the grouping 
of verbs of similar meanings into well-defined verb classes. Verbal dictionaries 
and a thesaurus of verb types are possible within a case grammar analysis.

The separation of syntax and semantics in case analysis is only temporary.
The most fruitful insights of a case analysis are in the syntactic correlates that
follow from its verbal classification. It is this correlation of case analysis with 
syntactic form, in any model of syntax and in any language, that offers the 
brightest prospects for the theory that has come to be known as case grammar.

Case grammar research has already resulted in viable localistic and non- 
localistic systems having a small number of cases, universal in scope, necessary 
and sufficient for the classification of all the verbs in any language. Prospects 
for the future are not so much in the creation of new systems but in the 
application of existing systems to the fields of translation, speech pathology, 
child language acquisition, and language teaching, especially in the field of 
teaching English as a second language. All of these applied fields can profit
from the systematic approach to meaning offered by a case grammar analysis.



Gabelentz und Sekiguchi

Kennosuke Ezawa 
Universität Tübingen

1. Georg von der Gabelentz (1840-1893) ist in der neueren Geschichte der
Linguistik als derjenige Sprachwissenschaftler bekannt, der mit seinen Sprach- 
begriffen „Einzelsprache”, „Rede”, „Sprachvermögen” die Saussureschen Begriffe 
langue”, „parole”, „(faculté) du langage” vorweggenommen hat. Andrerseits 

ist es von ihm allgemein bekannt, daß er in seiner Sprachauflassung zur 
Humboldtschen Tradition der Sprachwissenschaft gehört. Des weiteren gilt er 
als derjenige Forscher, dessen originellster Beitrag zur Sprachforschung in der

I ■

Idee der „synthetischen Grammatik” besteht, die er in seiner „Chinesischen 
Grammatik” (1881) als erster in der Geschichte der Sprachwissenschaft realisiert 
hat. Die Begriffe des „psychologischen Subjekts” und „psychologischen 
Prädikats”, die er im Rahmen dieser Grammatikkonzeption entwickelt hat, sind 
heute im Zusammenhang mit der sog. „funktionellen Satzperspektive” aktuell 
geworden. Dies bedeutet, daß er in einer Zeit, in der man sich im Namen der 
Sprachgeschichte vornehmlich mit der Geschichte der indogermanischen Laut­
systeme beschäftigte, eine Sprachforschung betrieb, deren theoretische Konzep­
tion und praktischer Inhalt heute noch als bedeutsam und aktuell angesehen 
werden können. Bedenkt man außerdem, daß Gabelentz an der Formalisierung 
grammatischer Sachverhalte besonders interessiert war und in seinem sprach­
wissenschaftlichen Hauptwerk „Die Sprachwissenschaft” (1891, ^1901) Be­
schreibungsversuche gemacht hat, die an Chomskys Transformationsregeln 
erinnern, so erhalten wdr zunächst ein fast bizarres Bild von diesem Sprach- 
iorscher.

2. Tsugio Sekiguchi (1894-1958) gilt in Japan als ein hervorragender 
Vertreter auf dem Gebiet der deutschen Grammatik, dessen Werke mit ihrer

T. recht originellen grammatischen Terminologie heute im dortigen Sprach­
studium und -unterricht breite Verwendung finden. Seine Grammatikkonzep- 
hoii gründet sich dabei auf ein eigenes Verständnis des Gegenstandes der
Stannnatischen Beschreibung, den er in der von ihm sogenannten „Imikeitai” 

edeutungsform) sah. Unter der „Bedeutungsform” verstand er in erster Linie 
sich in

Kl

k,

Verbindung mit bestimmten formalen Mitteln jeweils im realen 
ouiext des Sprechens realisierenden Typ des einzelsprachlichen Inhalts, der 

et mit dem einzelsprachlichen Inhalt (,,Bedeutung” i. e. S.) noch mit dem 
^•^kieten sprachlichen Inhalt im Kontext (,,Sinn”) zusammenfällt. So sind 

’l^'ntlirekte Rede", ,,Irrealis”, „Heischsatz” solche ,,Bedeutungsformen”, die mit
^stimmten Mitteln (Konjunktiv I/II, Satzadverbien, Modalverben, usw.)

^^^lisiei tj , - werden können. Einzelsprachliche ,,Bedeutungen” dieser Formen
st sind nämlich in einer viel abstrakteren Form gegeben, als man gemeinhin
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annimmt; sie werden nicht als solche, sondern in bestimmten ,,Bedeutu„
formen” realisiert. Sekiguchi unterschied im übrigen als Voraussetzungen dig^
„Bedeutungsform”, die der Hauptgegenstand der Grammatik sein soll
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weitere Arten der „Bedeutungsform”: die „Bedeutungsform I” als gramniatiscij' 
Determinierungsrelation im Satz und die „Bedeutungsform III” als lexikalis 
„innere Sprachform” („Wortbild”, „Bedeutungsbild”), während die primgj.^ 
,,Bedeutungsform” ggf. „Bedeutungsform II” genannt wurde. ®

3. Sowohl Gabelentz als auch Sekiguchi waren Einzelgänger in ihrer Zeit 
Gabelentz war in Leipzig, wo er von 1878 bis 1889 an der Universität als p^q 
fessor wirkte, in seinem junggrammatisch orientierten Kollegenkreis recht 
isoliert; Sekiguchi blieb zeit seines Lebens ein Privatgelehrter und hatte keinen 
akademischen Wirkungskreis um sich. Wenn nun in den Ansichten der beiden 
Forscher etwas Gemeinsames festzustellen ist, so scheint es z. T. auf diesen 
Umstand zurückzuführen zu sein, der ihnen ein freies Sprachstudium ohne 
zeitbedingte Festlegung des wissenschaftlichen Interesses weitgehend zuließ. 
Und nach den Epochen der sprachwissenschaftlichen Entwicklung seit Anfang 
des 19. Jahrhunderts, die eine konsequente Abfolge einiger grundlegender 
methodischer Neuansätze darstellt, scheint es heute geboten zu sein, sich anhand
der persönlichen Leistungen solcher unabhängiger Forscher auf das
zurückzubesinnen. an dem die bisherige Sprachwissenschaft—nicht zuletzt
infolge ihrer stofflichen und aspektuellen Festlegung durch die idg. Sprachen— 
vielleicht vorbei gearbeitet hat und noch vorbei arbeitet.

4. Der entscheidende Gesichtspunkt, den wir bei Gabelentz und Seki-

(
1
1
1

guchi als ihre leitende Forschungsidee feststellen können, ist der, daß durch die 
Sprachforschung vor allem der Zusammenhang zwischen der Einzelsprache und 
der Rede geklärt werden muß. Gebelentz sagt: „Der Gegenstand der einzel­
sprachlichen Forschung, die Erscheinung, die sie erklären will, ist—dies sei 
nochmals hervorgehoben—die Sprache als Äusserung, das heisst die Rede. 
Wie kommt in der zu bearbeitenden Einzelsprache die Rede zustande, und 
warum gestaltet sie sich gerade so?” (Die Sprachwissenschaft, 2. Auf!., S.59)-
Es geht ihm also in der synchronischen Sprachforschung nicht um die Erkenntnis 
der Einzelsprache selbst als autonomen Systems oder der Rede als Wieder- 

die KlärungSpiegelung und Materialisierung der Einzelsprache, sondern um
wie die Rededes Zusammenhangs zwischen ihnen, genauer: des Prozesses, 

aufgrund der Einzelsprache zustande kommt. Diese ist dabei nach Gabelentz 
„nicht sowohl die Gesammtheit aller Reden des Volkes, der Classen oder des 

undEinzelnen, —als vielmehr die Gesammtheit derjenigen Fähigkeiten
Neigungen, welche die Form, derjenigen sachlichen Vorstellungen, welche
Stoff der Rede bestimmen” (ebd., S.3). Die Einzelsprache als Komplex 
sprachlichen Kompetenzen und Intentionen realisiert sich in der Rede jeW<

von

auf eine bestimmte Weise.
'eil® 
inDies muß wissenschaftlich erklärt werden- 

icht dasanderen Worten; Der Vorgang des einzelsprachlichen Sprechens und n 
Sein des einzelsprachlichen Systems ist der eigentliche Gegenstand der Sprac 
forschung. Hier zeigt sich eindeutig der grundlegende Unterschied zwischett
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ßabelentzschen „Einzelsprache” und der Saussureschen „langue”, obwohl
. gientz durchaus den Systemcharakter der Sprache bejaht und sogar betont

ebd., S.9). Und eindeutig ist auch die Nähe seiner Idee der Sprach­

I

jza«'

der

(vgl- 
forschuttS 
tionellen

Genauso geht es Sekiguchi mit seiner Bedeutungsformgrammatik darum.5.

und

zum Humboldtschen Denken und zur transformationellen oder funk- 
Idee der Grammatik festzustellen.

untersuchen, wie die in der Einzelsprache gegebenen grammatischen Formen 
lexikalischen Inhalte, die als solche etwas äußerst Abstraktes darstellen.

auf eine bestimmte Weise genutzt werden, um eine eigene sprachliche Welt 
bzw. Projektion in die Welt zu ermöglichen. Wenn etwa in der deutschen 
Sprache die zweierlei, systematisch bildbaren Konjunktivformen für die drei 
kommunikativen Modi der indirekten Rede, des Irrealis und des Heischsatzes
genutzt werden, die in manchen Bereichen des sozialen Lebens durchaus eine 
wesentliche Rolle spielen, so wird im Japanischen die eine Diatheseform mit 
dem Hilfsverb -(ra)reru für die vier Modi der Leideform (Ukemi), der 
Höflichkeit, der Möglichkeit und der Spontaneität genutzt, die wesentliche 
kommunikative Zwecke im Sprachleben der japanischen Menschen erfüllen. 
All diese „Bedeutungsformen” entstehen im einzelsprachlichen Sprechen selbst 
regelmäßig je nach dem Kontext, der durch das Subjekt des Sprechens als 
solcher erfaßt wird. Das sind sprachliche Formen, die nicht als solche gegeben 
sind, sondern grundsätzlich die Aktivität und Spontaneität des Menschen 
voraussetzen. Von hier aus ist auch die Idee der synthetischen Grammatik, die 
den Standpunkt des Sprechers statt des Rezipienten repräsentiert, zu verstehen. 
Die Sekiguchische Bedeutungsformgrammatik war tatsächlich eine solche.

6. Das Anerkennen des einzelsprachlichen Sprechens als eigenen lin­
guistischen Gegenstandes impliziert ein Aufgeben des dichotomischen lin-
guistischen Denkens, das die Linguistik seit Saussure bis Chomsky beherrscht 
hat. (Bei Chomsky selbst sind allerdings bereits Ansätze
Dichotomie feststellbar). Die Sprache gestaltet sich jeweils im
die Aktivität des Menschen auf eine
ist. Dies gilt nicht

zur Überwindung der
Sprechen durch

spezifische Weise, die als solche erkennbar
>st. Dies gilt nicht nur für das Syntaktische, sondern auch für das Phono- 
logische. Morphologische und das Semantische. Man hat es hier mit einem 
eigenen, sprachspezifischen Phänomen zu tun, das nicht in angrenzenden 
Disziplinen der Linguistik auflösbar ist. Durch das bewußte Festsetzen des 
eigenen Bereichs des einzelsprachlichen Sprechens erhält gleichzeitig das System

Einzelsprache einen erhöhten Zugang zum Universellen, indem dessen typo- 
logische “

tun, das nicht in angrenzenden

Charakterisierungen eher möglich werden. Damit kommt der Lin-
^*sdk eine erhöhte Chance zu einem Kulturstudium zu. Gabelentz und Seki- 

' waren Linguisten, die diesen fruchtbaren Weg gewiesen haben.



Saussurean Structuralism and J, R. Firth

W. Terrence Gordon
Dallioiisie University. Halifax

An examination of J.R. Firth’s writings, taken as a1.0 Introduction. An examination oi j.k. rirtns writings, taken as a whol 
reveals his ambivalence toward the tenets underlying Saussurean structuralism’ 
But of the 6 major features in Saussure’s work which Firth condemned, onl 
one proves to be incompatible with Firth’s position in his late works.

2.0 Mentalism. In Firth (1935b;36) the positing of mental structures in 
Saussure’s work is condemned, suggesting a fundamental and irreconcilable
difference between Firth and Saussure. However, a close reading of Firth’s
work from his later years reveals that the whole question of mental structures 
became a non-issue for him. Referring to the purpose of his 5-level analysis 
of meaning, Firth stated; “In doing this I must not be taken to exclude the 
concept of mind, or to imply an embracing of materialism to avoid a foolish 
bogey of mentalism.” (1951:192) This statement is not so much a shift in 
position on Firth’s part as an admission that the concept of mind had never 
been excluded from his view of necessity. Indeed, returning to 1935, we find 
an implicit indication of the admissibility of mental structures, provided that 
they are not treated in isolation (1935a;53), 

2.1 The Duality of the Linguistic Sign. Far more vehement than Firth’s 
criticism of the assumption of mental structures was his opposition to the dualist
view of the linguistic sign, as expressed by Saussure’s signifiant/signifie opposi­
tion. Firth makes what may be construed as a call for the abolition of the dualist 
theory of the sign, a call for the resolution of the mentalist/behaviorist di­
chotomy (1948:398). Firth’s reaction against the dualist view seems to have let! 
him to an extreme form of naive determinism. But only 3 years after putting 
forth such a view, he approvingly cited long passages from Hjelmslev’s Sti uctu 
Analysis of Language (1948), calling it ‘dualism properly so-called.

theHjelmslev work is inseparable from a dualist view of language, but it puts
emphasis on relational processes rather than on the entities related by pifcesse
and it is for this reason that it meets with Firth’s approval.

thet"^ 
Th»®

was ana2.2 Langue and Parole. Saussure’s langue/parole opposition
to Firth because of its inherent abstraction and positing of collectivity- 
antipathy dates from 1935: “There is no such thing as une laneue

Langue and Parole.

as une langue
and there never has been.” (1935a:68) There is even indirect reference to

, (sic-) 
Firth»

conviction about the irrelevance of langue as late as Firth (1957a). "JFirth’s criticism of the concept of langue is consistent with his pii>'^*P
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jjot with his practice. It ignores the obvious fact that whereas speech
. jjjjy reveal systems, the systems are not that activity itself. If the linguist
look for something ‘in’ speech, as Firth himself says, that is, something

but
activity
is toj-ring in samples of speech, that something must be distinct from the speech 

- tv and, therefore, it must be treated abstractly. The ‘suitable language’ 
Firth began to develop in 1935 was serial contextualization, which provedwhich

to

imp’

be as much of an abstraction as Saussure’s concept of langue. And though 
rth could declare that science should not impose systems on language, he 

osed a 5-way split on meaning in his first paper on semantics (1935a).
js paradoxical, therefore, in light of Firth’s vigorous and sustained objec­

tion to the abstraction of langue, to find that he ultimately characterized a key 
concept in his work, that of collocational meaning, as an abstraction: “Meaning 
by collocation is an abstraction at the syntagmatic level and is not directly con­
cerned with the conceptual or idea approach to the meaning of words.” 
(1951a:196)

2.7 Synchrony/Diachrony. Firth was extremely critical of Saussure’s syn­
chronic/diachronic opposition, calling it a fallacy (1935a:51) and demonstrating 
the irrelevance of the opposition, if not universally, at least to Firth’s own 
method (1935a:51). But Saussure’s concept does not explicitly or implicitly 
deny the “stretches of personal biography and cultural history. . .in which past, 
present, and future all meet” of which Firth spoke. In fact Saussure (1959:8) 
stated: “Speech always implies both an established system and an evolution; 
at every moment it is an existing institution and a product of the past.”
2.'/ The Reification of Language. In distinguishing langue from parole 
Saussure characterized it as product, thing, and object. Firth attacked this view. 
But when Saussure stated that he was defining language as a thing, he went
on to say that he was defining the thing itself, i.e., the phenomenon of language, 
3nd redefining it, rather than relying on existing definitions and existing termi­
nology, which he viewed as ambiguous. There was, therefore, no intention on 

ussure’s part to reify language, even when he spoke of it as object and product, 
he added (1959:14):

Language is the social side of speech, outside the individual who can 
never create nor modify it by himself; it exists only by virtue of a sort 
of contract signed by the members of a community.

2.5 ^lon^^ystcniaticity/Polysyslematicily. Monosystematicity, the analysis of 
tts one system, rather than as a system of systems, was Firth’s chief

^V'g^age

Saussurean structuralism and indeed the only such objection main- 
^°8*oal consistency. Interestingly enough, Firth identified the mono- 

^21) g approach with what Saussure had termed paradigmatic analysis (1948a: 
^^ntrast, his own polysystemic approach aligned with the syntagmatic

*2®)- Firth called attention to the shortcomings of the monosystemic
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approach, charging that it had been pushed beyond the limits of its applicabiijj
(1948a:J37). Firth’s criticisms may be construed not as a condemnation of ।

principles of Saussurean structuralism but as a condemnation of the failure
■y

make full use of the syntagmatic/paradigmatic 
analysis.

as complementary modes

the 
: to 

o(

3.0 Conclusion. Despite the compatibility and even similarity between many
of Firth’s notions and those of Saussure, Firth insisted that he did not consider 
himself a structuralist, that he was not using the term language in the Saussurean 
sense of langue, and even that he was not a Saussurean “in the Russian pejora­
tive sense.” (1949:170) Such statements are difficult to explain when the essential 
methodological differences between Saussurean structuralism and Firth’s position 
are seen to reduce to the difference between monosystematicity and poly, 
systematicity. They are all the more difficult to explain in light of Firth’s
ultimate admission that conventional structuralist descriptions of language 
a part of structural linguistics as he defined it.

are

The distinction between structuralist and structural was not a trivial point 
of terminology for Firth but a fundamental issue. He identified the theoretical 
basis of structuralism with Saussure and objected above all to the assumption 
of collectivity in the Saussurean concept of langue. Firth was equally critical 
of the practitioners of structuralism in North America, viewing monosys­
tematicity of approach as their chief shortcoming. Closer to home, he found 
the roots of a wholly acceptable method—structural linguistics properly so 
called: “Expressions such as grammatical structure and phonetic structure have 
quite a long history. . . .We get nearer to structural concepts if we turn to our 
own country at a much earlier date, even as far back as Sweet. Everyone 
interested in structural as distinct from structuralist linguistics should study his 
‘Words, Logic and Grammar’.” ([1955] Palmer 1968:36)

The reference here is to the 19th century Oxford phonetician Henry Sweet, 
in whose work Firth apparently wished to identify the origins of his own 
approach. The degree of importance which Firth attached to this identification 
with Sweet must remain a matter of speculation. He was, in any case, more 
obviously concerned to dissociate himself from both Saussurean and American 
structuralism, so much so as to have overemphasized the differences between 
the theoretical assumptions of his work and that of Saussure.

I

References

Firth, J(ohn). R(upert). 1935a. The Technique of Semantics. Transactions of the 
Society. 36-72.

Philolos^^"’

•• 1935b. The Use and Distribution of Certain English Sounds. In Firth 1957b.
Reprinted from English Studies 17, 1 (1935).

. 1948a.

, 34-i6-

un, r.ngus„ ,,, , ¡^„S

Sounds and Prosodies. In Firth 1957b: 121-128. Reprinted from Transai
of the Philological Society, 1948.

The Semantics of Linguistic Science. Lingua I, 4, 393-404. Reprinted nt--------- . 1948b. Fill'’

1967b: 139-147.



865

V'
GoKlof*

J949. Atlantic Linguistics. In Firth 1957b: 156-172. Reprinted from Archivum

[,in¿>‘-----
1951a.

1, 2 (1949).
Modes of Meaning. In Firth 1957b: 190-215. Reprinted from Essays and Studies

(The
English Association), 1951.

Structural Linguistics. In Palmer 1968: 35-52.
. 1957a. Ethnographic Analysis and Language with Reference to Malinowski’s Views. In 
’ T 1968: 137-167.
. 1957b. Papers in Linguistics 1934-1951. London; Oxford Univ. Press.

.. 1955.

paliucr

palntcL
? Frank R. 1968. Selected Papers of J. R. Firth 19S2-}9. Bloomington: Indiana Univ.

press.:ss.*-'-e Ferdinand de. 1959. Coune In General Linguistics. "Sew York: Philosophical Library. 
Translated by Wade Baskin.Saitssi»*-''



The Speech-Communication Mo^I in 20th-Century
Linguistics and its Sources

Roy Harris
Worcester College, Oxford

Communication, so far in human history, has taken one of three basic forms 
The first and most primitive involves actual physical proximity of the partici
pants. The second involves what has been summarized under the head
‘runners, riders and pigeons’ (Rickards 1972)—that is to say, the use of

of
, a go-
between or the transmission of a go-between object such as a written document
from one participant to another. The third involves the development of a com­
munications technology using electrical or electronic devices. We may call these 
three categories ‘direct communication’, ‘communication by proxy’, and ‘tele­
communication’. They apply to all kinds of communication, verbal and non­
verbal.

Until the nineteenth century, speech communication fell entirely into the 
first of these three categories, and most of human speech the world over still 
belongs indisputably to the ‘direct’ type, involving face-to-face interaction. In 
spite of this, it is interesting to observe that w’hen speech communication first 
came to be analysed for purposes of modern linguistic theory, the model em­
ployed was, I shall argue in this paper, derived from the more sophisticated 
modalities represented by the ‘proxy’ and ‘telecommunication’ types. Paradoxi­
cal though it may sound, modern linguistics has never conceptualized speech 
as a form of ‘direct’ communication at all. It is not an idle question to ask 
why.

The classic statement of the speech-communication model adopted in modern 
linguistics is given in Ch. Ill, §2 of the Introduction to the Cours de tinguistique 
générale. It is what Saussure referred to as the circuit de la parole, or ‘speech 
circuit’, which is described as follows:

‘The starting point of the circuit is in the brain of one individual,
instance A, where facts of consciousness which we shall call concepts are as 
sociated with representations of linguistic signs or sound patterns by means o 
which they may be expressed. Let us suppose that a given concept trigger®.Miivii Vilvj ilidy MV vA.piCo3CLl. IjCL U3 aupp/voc UlltlL II

the brain a corresponding sound pattern. This is an entirely psychologic^
phenomenon, followed in turn by a physiological process: the brain transin* 
to the organs of phonation an impulse corresponding to the pattern. TheO 
sound waves are sent from A’s mouth to B's ear: a purely physical process. Nex ’

impulse corresponding to the pattern.

the circuit continues in B in the opposite order: from ear to brain, the phys’®
1 f^oi1 t1....z—« rtf ___ _ i  ^1... 1.fr 1.,rt »..c.rtf,rt 1 ,^0*1 f'al ttlogical transmission of the sound pattern: in the brain, the psychological 
sociation of this pattern with the corresponding concept. If B speaks in 
this new act will pursue—from his brain to A’s—exactly the same course aS
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first, passing through the same successive phases. . . ’ ,
under the influence of behaviourist psychology

r
I the

Harris

the

io

When linguistic theory came
the U-S-> the speech circuit model was not so much discarded as re-labelled.

and mental images disappeared. The preferred explanatory terms

Jack responds to Jill’s request for an apple (Language, 1935, ch.2.)
‘stimulus’ and ‘reaction’. But if we look at Bloomfield’s exemplary parable 

'^f^^how Jack responds to Jill’s request for an apple (Language, 1935, ch.2.) we 
find that, apart from the behaviourist labels, the isomorphism with Saussure’s 

lodel is unexceptionable.
After the behaviourist interlude, the Saussurean model was reinstated in its nil

fully-fledged form by American transformationalists. Thus in the 1960s we find 
(Katz 1966:103-4) a basic account of speech communication which could stand 
almost verbatim as an explanatory comment on Saussure’s ‘speech circuit’:

‘The speaker, for reasons that are linguistically irrelevant, chooses some 
message he wants to convey to his listeners: some thought he wants them to 
receive or some question he wants to ask. This message is encoded in the form
of a phonetic representation of an utterance by means of the system of linguistic
rules with which the speaker is equipped. This encoding then becomes a signal 
to the speaker’s articulatory organs, and he vocalizes an utterance of the proper
phonetic shape. This, in turn, is picked up by the hearer’s auditory organs. The 
speech sounds that stimulate these organs are then converted into a neural 
signal from which a phonetic representation equivalent to the one into which 
the speaker encoded his message is obtained. This representation is decoded 
into a representation of the same message that the speaker originally chose to 
convey...’

In short, the mainstream of linguistic theorizing throughout the present 
century has relied basically upon the same model of speech communication, 
irrespective of the differences separating the various schools. Such a model.

I

It might be supposed, must have extremely powerful sources of support, not 
only within the academic discipline of linguistics but outside it too.

Linguistic theorizing cannot be divorced from its social and intellectual 
rontext (Harris 1980), and this is nowhere better illustrated than by the answers 
've are led to if we ask where this somewhat restricted and implausible model 

Speech communication came from and why it managed to dominate the lin-
guistic 

Let
scene for so long.
us take a closer look at the model itself. The first point to note is a

’Negative one. Although it explicitly divides the circuit into psychological.I ''•»V. -TlLllUUgll n LI y LilVlVltO tut tllLUlL lIlLkJ J v 11. Wi * v-«-« *»

ysiological and physical sections, it is quite obvious that Saussure never based 
•J.J ’^odel upon contemporary findings in psychology, physiology or physics, 

rootor and acoustic processes involved were at that time not 
*^ientlv well understood to offer the h.isis for such a model. .Xuart from onewell understood to offer the basis for such a model. Apart from one

P ssing reference to Broca, there is nothing in the Cours de linguistique générale 
^^ggest that Saussure’s analysis of speech communication was in any way 

ij, ori nineteenth-century advances in the sciences dealing with the actual 
'anisms of speech. Its origins are much older.

to
b;
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In fact, Saussure’s speech circuit is essentially a diagrammatic représentât' 
not of the directly observable facts of speech activity, nor even of the 
servable micro-events known to underly speech activity, but of a philosophic^

loi,

theory about something else assumed to be achieved through speech.
ancestry of this model is no mystery: it can be traced directly to what has The 

^onie.times been called the ‘translation theory’ of understanding, propounded in th 
17th century by John Locke. ®

This theory of understanding has been analysed many times, and it would 
serve no useful purpose to recapitulate it in detail here. What it is relevant 
point out is that although Saussure adopted this Lockean model for his account 
of the ‘speech circuit’, the rationale of the account is not the same in Locke’s 
case as in Saussure’s.

to

The first point to note is the complete symmetry postulated between 
coding and decoding. For Locke, understanding what you hear another i

I en- 
man

say is simply a mirror image of what happens when you express an idea aloud 
by speaking. Hence the expression ‘translation theory’ of understanding. Under­
standing is explained as translating back into ideas what had previously been 
translated from ideas into sounds. Men talk, says Locke, ‘only that they may 
be understood; which is then only done when, by use or consent, the sound I 
make by the organs of speech excites in another man’s mind who hears it the 
idea I apply to it in mine when I speak it.’ (3.3.3.)

The same symmetry is postulated by Saussure. The only difference between 
expression and understanding that his speech circuit allows, other than a dif­
ference in physiological processing, is that the direction of flow, as it were, 
between concept and image acoustique is reversed.

Now in Locke there is a reason for this. It is grounded in Locke’s general 
account of how the mind works, of which understanding what other people 
say is only one part. But Saussure gives us no general account of how the mind 
works which could provide a comparable anchorage. So that what was originally 
a reasoned feature in Locke’s account survives as an article of faith in Saussure s.

Secondly, both Locke and Saussure take it that the basic unit on which the 
understanding operates is a single, indivisible verbal item of some kind: the

word in Locke’s case and the signe linguistique in Saussure’s.
Again, in Locke’s case there is a reason for this. According to Locke s ac 

count, when we hear a word such as man, or horse, or sun, or water, or
‘everyone who understands the language frames in his mind a combination of
those several simple ideas which he has usually observed, or fancied to 
together under that denomination’ (2.23.6). No such doctrine is suppH^

exi’^ I
Saussure, and the lacuna is once more explained by the fact that, unlike Locf^^
Saussure was not engaged in the larger enterprise of constructing a genera
internally consistent account of how the mind works.-X «Kilty VUll^UlClll «XWUKIIV UI liuw IIIC illlilU WUIM. J

The reason why Locke was particularly interested in what we understa^^ 
man, horse, sun, water and iron has to do with Locke’s in 

lectual role as epistemologist to the founders of the Royal Society (Aar®
by words such as

nd J
tel- I
..elf
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Harris 1982). Saussure played no comparable role: he was not committed

Harri’

1982,
to 
to

’ particular alliance with contemporary philosophers of science, much less 
taking sides in a debate with very considerable religious implications.

reason why a Lockean model was attractive to Saussure was that byThe
tine such a model linguistics could guarantee its own disciplinary auton- 

By representing parole as the mere implementation of resources providedotny- t>y .......e> - ---------------------------- 1--------------------------------- ________
by langue, the study of langue independently of parole automatically took 
priority. And it is the same reason, one suspects, that has continued to recom­
mend the model to linguists ever since.

That still leaves unanswered the question of how a seventeenth-century
theory of the understanding could plausibly be resuscitated for the purposes of 
a new twentieth-century science. Part of the answer lies in another nineteenth­
century 
nology.

revolution, not in philosophy but in a different field altogether: tech-

11

The model we are considering is a mechanical model. It represents com­
munication as a succession of phases and items arranged in linear progression 
along a track or pathway. In short, it envisages the process as a journey or 
transmission of information from one point in space to another point in space.

There can be no doubt about how powerfully the metalinguistic terminology 
of everyday English predisposes the layman to accept any transmission model 
of speech communication (Reddy 1979), and a similar case can be made out in 
respect of other European languages. But this metalinguistic support alone 
hardly suffices to explain the particular structure of the model in question.

Ostensibly it is a circuit model. In principle, such models must be distin­
guished from at least two other types: from rectilinear models on the one hand.
and from helical models on
are

the other. Now only helical models (Dance 1967)
formally appropriate to capture the dynamic or developmental aspects of

speech communication. Not being a helicai model, the ’P®'* “‘“““„“ion 
no allowance lor the progressl.e modification o! the common^^canon stt„^^ 
through time. But in fact the Saussurean circuit is a circuit in pp < 
h is made up simply of two rectilinear sections joined together.
it alloivs for no feedback of any kind, except a verbal reply exactly comparable«-»• TV*«“* - I’
to the verbal message first transmitted. In a word, the circuit is precisely
^he terminology' of Saussurean linguistics suggests it is: a static mode .

^t is, however, a special kind of static model. Somehow or ot ler, ' 
^’^»»■ted off as

IS, however.

nt turn
an idea has been converted into a physiological process, which is

^^ysiologicalconverted into sound, which is in turn converted back into a different
process and back again into an idea. The origin of this type oftttodel ■ .Oat difficult to discover. It has been universally employed in all the

t’ll sciences to account for observed and measurable correspondences in
^Patio,
f. temporallv connected processes iinolving continuity between different 

of energy.' The prototype, in short, is the concept of energy-conversion, 
ut whv should energy-conversion be a plausible exemplai for explaining 

'’'tfnunication? To answer this, we need look no further than the majoi

'’^rnis
bl
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te
technological innovations in communication which transformed everyday j- 
in Western industrial society during the course of the nineteenth and e 
twentieth centuries. They were telegraphy, telephony and broadcasting- ? 
forms of energy-conversion applied to the transmission of verbal messages 
is no coincidence that the well known illustration of two people talking in 
Cours de linguistique générale shows them schematically linked by what looi^j 
suspiciously like telephone wires. Nor is it a coincidence that the term circuit 
which Saussure borrowed in order to coin his vivid metaphor ‘speech circuit’ 
(circuit de la parole) comes from the technical vocabulary of the electrical 

It

engineer.
In short, speech communication is conceived of as a closed, causally deter 

mined process in every way analogous to the energy-conversion processes of 
physics and chemistry. Adopting such a model provided linguistics in advance 
with a forged carte d’entrée to the prestigious palace of modern science.

Finally, we may note the socio-political implications of the way this model 
conceptualizes the role of the individual in speech. It is a model which relies 
on the existence of a pre-established code (Harris 1981), and that code belongs 
to the community as a whole. Thus in speech, the individual merely makes 
use of a verbal communication system institutionalized collectively, in just the 
same way as he has access to public transport, the post office or any of the other 
organized communication services of modern society. Even as a sender of 
messages, his initiative is curiously limited. The model simply postulates that 
a message comes into the mind of the sender already pre-programmed, as it 
were, for public transmission. How this is possible is never explained. But 
that is an obscurity which lies outside the point of entry to the speech circuit 
itself. So even in this humble initiative which the individual is allowed as a 
sender of messages, he is already mysteriously indebted to the community.

In short, we are dealing with a model which assigns to the individual ms- 
à-vis the language a role which matches exactly the socio-political role assigned 
to the individual vis-à-vis the institutions of the modern nation-state. In bo 
cases, sovereignty belongs to the collectivity. As a member, the individual can
do no more than what the community makes it possible for him to do.

In conclusion, it need hardly be emphasized how heavily this picture of
particularspeech communication is indebted to the cultural paradigms of a j 

all convincingphase in Western civilization. Whether it would appear at 
seen against a totally different cultural background must

Itsbe doubtful-
antitinaepersuasiveness derives essentially from the fact that, at a particular

place in
1^39 vlClJVCo CdOvliLldlly ¿lOlli LJIC XdvU Ulltilj «i c*. |aui v*»- jjj.,***
human history, all the relevant analogues and justifican 

together - 
frai”^metalinguistic, philosophical, technological and political—came 

provide what passes in that context for both a necessary and a sufficient
work for the analysis of speech. j,3S

What is instructive about the model is not its explanatory power, fe>t 
virtually none; but its exemplification of how linguistic theory is nroul jji 
the preoccupations and assumptions predominant in the civilization of
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jt is a product.
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Content and Expression from Saussure to the Present

\

John Hew’son
Memorial University, Newfoundland, Canada

It is Hjelmslev, one of the most interesting of the post-Saussurians, 
develops the terms content and expression. Content is an extension of 
Saussurian term signifié; expression is an extension of the Saussurian term 
signifiant. Content is therefore meaning, and expression the morpho-syntactic

who 
the

means of conveying that meaning (Hjelmslev 1935:xii). The content systems 
of a language are the systems of meaningful grammatical contrasts, and the 
expression systems are the paradigms (i.e. morphology) w'hich present those 
meaningful contrasts.

Hjelmslev consequently conceives of expression, the conveyor of content, 
as playing a subordinate role: for him a grammatical system is first and fore­
most a content system, a “système de valeurs,” to put it in Saussurian terms, 
where each valeur draws its meaning from its position in the system and the 
contrasts that it presents with the other valeurs of that system:

“Tout fait linguistique est un fait de valeur et ne peut etre defini 
que par sa valeur.” (1935:20)

“La grammaire est la théorie des significations fondamentales ou des 
valeurs et des systèmes constitués par elles.. .” (1935:84)

“Une catégorie est définie par la valeur, non par l’expression- 
(1935:77)

This view, that the structural systems of a language are systems of meaning-
is in direct contrast to the viewpoint of the American “structuralists” (who were 
behaviorists rather than structuralists). These latter sought to find the "struc- 

observableture” of language in the expression systems, in the directly
<ork-morphology (a positivist or behaviorist prejudice which is ultimately unw— 

able as I shall demonstrate). They consequently tended to abstract or ignoj
the truly fundamental element, the element of content. Greenberg, for examp^^
is recorded as saying: “By structure is meant here facts about a language13 ICCOlvlvCI <!□ □dyiilg. -^y <>vrLlCLUlC IS lllCdllL IICIC ItiCLo tlUVLlL u. o Kptt
abstract calculus without reference to meaning” (Hoijer 1954:16), and Ho 
O «^V\A J___ 1_______ 1- «* ____ 4.»^ Ilfza COT^nrltlC e\at the same conference declared: “. . .we may have to use semantic c' — 
in order to find out what the linguistic system of a language is, but.-- the

system does not include the semantics.” (Hoijer 1954:152).
Within a generation after the publication of Saussure's Cours, the* 

linguistics had gone off on two radically different paths. The work of Hje 
(1935) and Jakobson (1936) in the 193O’s on case systems as content 
followed in the Saussurian tradition. Saussure had said “La langue est

forme, non une substance” by which he meant that the essential things
a

870
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j^guage are the sets of meaningful relationships, not the substance, the related 
^^"•idigrus, the directly observable morphology. In his analogy of the game of 
-) ss the system of the game does not lie in the directly observable chess pieces, 
die substance. The system, furthermore, is rigorous, is coherent, so much so 
that if a chess piece is lost it may be replaced with “any conceivable object of 

convenient size” (Hjelmslev 1959:28)—an excellent analogy for a suppletive 
niorph» a morph which does not fit the morphological set, but which in no way 
changes the underlying meaning of the content system. The form went, in 
English, presents the systemic meaning of go -f- past just as the form talked 
presents the similar meaning of talk -j- past. The meaning is regular, systemic, 
coherent; the morphology is not.

pa>'

The behaviorists’ choice of a radically different path, attempting to find the 
system in the directly observable morphology, is consequently doomed to failure, 
since the morphology is only partially systemic, and what system it has is only
a reflexion of the content system that it presents. In fact another European,
Gustave Guillaume, in his Leçons de Linguistique, ■which were published post­
humously in the 197O’s draws up two laws; (1) la loi de cohérence which says 
that only a content system will be fully coherent, and (2) la loi de simple 
suffisance which says that an expression system will be coherent only so far as 
is sufficient to delineate the related content system (Guillaume 1971:140-1). 
Guillaume says further that an expression system, where it is irregular, is under 
constant pressure to change, to reflect the regularities of its related content 
system. (We know this happens from the kind of regularizing analogies that 
children make). Where the difficulties are too great, he says, other morpho­
logical means, always sufficient, will be found to delineate the content system. 
This is in fact a new and interesting way of expressing “Humboldt’s Universal” 
that “language has a general iconic tendency, whereby semantic sameness is 
reflected by formal sameness.” (Antilia 1972:89).

Attempts at finding a coherent system in the morphology, therefore.
’■egrettably end in fudging, as when Bloch analyses the “structure” of the 
English preterit took', to bring it into line with the morphology of the weak 
P^ei^crit he ignores the ablaut and gives took a zero suffix to mark the past tense 
' 1947). One cannot but agree with Nida, who commented “. . .it appearsto me as strikingly contradictory to treat overt distinctions as meaningless and
o\ert distinctions as meaningful.” (Nida 1948). What took and talked share

coninion is a meaning, not a suffix; they have a common content, not a 
err morphology, and the attempt to create a common morphology is an 

of method that stems from a mistaken view of the nature of language.
Ip 1 ransformationalists broke with the behaviorist tradition, but neverthe-■* lanstormationalists broke with the behaviorist traditi
*^961'9*"^^^”^^*^ unexamined behaviorist assumptions.
¡2 •-■1-6) to derive all English plural forms, both regular and irregular, from
a.. of Chomskv-Hallp tvnc nidcrpd nbnnnlnfM'rnl mips pniiilatps Bloch’s

Bach’s attempt

®tti -* Chomsky-Halle type ordered phonological rules emulates Bloch’s 
-J regularize an irregular morphology, with the same result: the creation 

*■^'0115, the refusal to face fact. Why concoct fictions to make a morphologyficii,
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regular, when it is not? Why not simply recognize that coherence lies in
content-system, that the forms mice, lice, geese, teeth have the same kind
plural meaning as do the forms cats, dogs and horses.

the 
of

The divorcing of syntax from semantics in the transformationist tradition 
furthermore, is a perpetuation of the behaviorist opinion on the role of mean 
ing, eliminating it from all consideration of system in language: meaning t 

originally left out altogether from Chomsky’s system, then later added in'vas
- a black box on the sidelines. The proponents of Generative Semantics rebelled 

against this view; they perceived that the whole purpose of language usage is 
to convey a meaning, a message; if the morphosyntax is the means of conveying 
this message, then meaning must be the point of departure of the linguistic 
process, and hence the foundation of the whole system. But they failed to take 
into account prior European work on underlying meaning, got hopelessly 
entangled in confusions over polysemy, reference, and the role of logic, and 
ultimately foundered on another behaviorist principle: the definition of a
language as a set of sentences. This completely untenable definition leads to 
the attempt to generate sentence meaning, an enterprize that is pragmatically 
impossible in any systematic way, given that what appears to be the same sen­
tence can mean quite different things in different situations.

The Generative Semanticists, however, helped to establish a trend that has 
continued: that of taking into account the role that meaning plays in gram­
matical function. The European tradition stemming from Saussure has also 
survived in the work of the followers of Jakobson and Hjelmslev, in Form­
Content Analysis, in Prague Functionalism and in the Psychomechanics of 
Guillaume. Gradually moving to join this tradition are the proponents of 
Dependency Grammar, where it is possible to see the relationship of adjective 
and noun as one meaning dependent upon another. Another move in this 
direction is the establishing of quasi-universal hierarchies, whose underlying 
structure is unquestionably semantic. As an explicit example of this kind of
work we may point to the very recent article of Tsunoda (1982) which relates 
a whole range of different grammatical phenomena to a single hierarchy of 

have 
The 

meanings. Many of the papers of the Plenary Sessions of this Congress 
followed a similar theme: that grammar is institutionalized meaning.
analysis of content is becoming a major interest of linguists and promises 
be a profitable area of research in the next decade.

to
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The Phoenix of Evolution

Ivan Kalmar
University of Toronto

To Edward Sapir, changes in morphology and syntax had nothing to (Jq 
with the sociocultural condition of the speakers: ’’When it comes to linguistic 
form, Plato walks with the Macedonian swineheard, Confucius with the head­« ; ---------------------- ’ -------------------  -------- licaa-
hunting savage of Assam” (1921:219). As an affirmation of human equality 

'* Sapir’s reaction was certainly overdue. Yet there are facts about language
adapting to its environment, i.e. about linguistic evolution, that speak for them-
selves. Moreover, the view of evolution as progress, which was current in Sapir’s 
time, is a thing of the past in today’s evolutionary thought, so that the facts can 
now be addressed without the racist overtones of an earlier age. Neo-evolutionist 
work is advancing on several fronts.

One relevant area is the study of syntactic differences between writing and 
speech. It has produced quite a crop of research reports lately, some appearing 
recently in a collection edited by Deborah Tannen (1982). In that volume, 
Wallace Chafe points out that written as opposed to spoken English is char­
acterized by a much larger proportion of nominalizations, of participles, and 
of attributive adjectives. At the same time. Chafe notes that such syntactic 
devices are entirely absent (in an overt form at least) in Seneca. May it not be 
the case that languages like English have evolved such devices by adapting to 
the appearance of writing in their speech community? It seems at least rea­
sonable to investigate this question seriously (Kalmar, forthcoming). Chafe is
now ready to answer in the positive (personal communication).

More directly relevant to Sapir’s antievolutionary stand are studies of how 
language adapts to increasing complexity in a society. Discussing some Aus­
tralian languages, Paul Kay suggested that embedded as opposed to adjoined 
relative clauses appear only in complex societies (1977:26). In his 1979 book 
On understanding grammar, Givon distinguished between a syntactic and a

later development,pragmatic mode in language. The syntactic mode is a 1---- --------- ,
veloping as societies of intimates give way to mass societies. Similar statemen

volumehave been made by both well-known and beginning authors. The 
Sociocultural dimensions oj language change, edited by Ben Blount an 
Sanches and published in 1977, included among its contributors researches like

Brent Berlin, Ian Hancock, Frances Karttunen, Joan Rubin, and 
Sankoff. The most thorough examination of the subject to date has been
taken in a

Gillis”
uiidef'

doctoral dissertation by Revere Perkins, which lists ex terisi'^

statistical correlations between sociocultural and linguistic features.
However, criticisms of the evolutionary position can and have been 

or one am not too happy with the frequent implication that sociocu

raised’
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Jitions have a direct, deterministic effect on language evolution. It is very
'. iv that linguistic, like biological, adaptation proceeds via the selection of

jjgjt designed of several competing features. How exactly this happens is
e great potential research topic that may be generated by the neo-evolutionist

attitude.
A more serious criticism of the evolutionary position was advanced in Roger 

Lass’ recent book. On explaining language change (1980). Lass complains that 
“If the only criterion of function is implementation, then we could argue that 
all changes are (analytically) functional: otherwise they wouldn’t have occurred” 

In effect. Lass is saying, “We recognize the fittest only by their survival, 
not by any independent test.”

To deal with this objection, I borrow the reply of the life scientist Stephen
J Gould to a similar attack on the Darwinian theory of evolution. Gould 
counters that we do have an independent criterion for “fitness”: the criterion 
of design (1977:45). In principle, it should be possible to predict that, for 
example, an animal with steady body temperature is a priori better designed 
for survival in a period of drastic 1 temperature changes in the environment. 
It should also be possible to predict\that embedding relativization has a better 
chance to last than adjoining relativization in a society requiring context­
independent forms of communication like writing (Kay 1977). In the Canadian 
Inuit dialects, I know of no example of relativization in (oral) texts published 
before 1930, but today adjoining relativization is well documented (Creider 
1978), and I have found a few examples of embedding relativization in written 
texts appearing in a national Inuit magazine. (Kalmar, forthcoming). As 
literary and publishing activity among the Inuit intensifies, the embedding 
relative clause might start displacing the adjoining. Test cases like this are 
not lacking; one just has to look for them.

for ! 
and

In this lies the real value of the evolutionary analogy: it has the potential 
stimulating new types of research. The idea of language adapting to culture 

1 society will not disappear this time without serious investigation.
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A Critique of Recent Histories of Linguistics

E. F. Konrad Koerner 
Viiivcrsitv of Ottawa. Canada

By the mid-1960s, T. S. Kuhn’s (1962, =1970) morphology of a ‘scientific 
■olution’ had become a widely-accepted view of the development of science, 

even outside those fields to which it was meant to apply. Especially in lin- 
i ties the Kuhnian philosophy of science, according to which disciplines do 

not evolve by accumulation of knowledge and refinement of technique but 
rather progress in quantum leaps, was particularly influential. The social com­
ponent added by Kuhn to explain changes in scientific world view led, it would 
seem, to particular interpretations and indeed applications which led Percival 
(1976) to reject the suggestion that Kuhn’s ideas could in any way be applied 
to the history of linguistics.

Even though Percival’s critique of Kuhn’s proposals is far from adequate, 
if is true that Kuhn (e.g., pp. 90, 121) made suggestions that could not have 
failed to gain attention in certain quarters. Bierwisch (1971) and many others 
following him (e.g.. Smith 8: Wilson 1979; Newmeyer 1980) have been depicting 
the advent of transformational-generative grammar as a definite break with the 
past, a ‘revolution’ of the field brought about by a single genius who, realizing 
the inadequacy of previous theories of language, set out to establish an entirely 
novel approach to the subject in general and providing for a superior frame­
work or ‘paradigm’ (in the Kuhnian sense) for conducting linguistic research.

Where the actual writing of the history of linguistics is concerned, Chom- 
Cartesian Linguistics (1966) has been taken as a model by many of those

'nterested in the development of transformational-generative grammar (TGG) 
tom the mid-1350s to the present. Together with Chomsky’s idiosyncratic and 
^'en polemical manner of rewriting the history of linguistics, ideological zeal 

the part of transformationalists has led to a depiction of the development 
tnodern linguistics’ which, both by omission and commission, distorts theof

J . “ WillCil, uUlU Uy OIlllbaKJll CUIlllillodlUii, viiolmi«-'?
•stoiy of linguistics in North America of the past fifty or so years, ironically

enough,
In

even where the development of TGG itself is concerned.
'tew of the widespread endorsement that Whig histories—not to sayhao-’ " widespread endorsement that Whig histones—not to say

—of the kind Newmeyer’s recent book exemplifies are receiving
to 1- J ^’’’Stiistic public (e.g., McCawley 1980, Napoli 1981), it appears important 
So the history of linguistics in North America during the past fifty or 
histQ • present paper, therefore, proposes prerequisites for linguistic
thg J^’Qgtaphy in general and offers refutations of certain claims reiterated in 
its ‘.^^^formationalist literature regarding the revolutionary status of TGG 

"Sainst 
•®«tion

•stori,

=>tt, previous structuralist theory and practice. In addition, it draws
to factors outside the confines of the discipline itself which have had.
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at one time or another, an important impact on the acceptance and the endu
following of TGG. ’’’ll'8

certain ‘hypothetical sympathy’ (Kuhn 1977:149) should
To begin with, the author holds that, in addition to both distance 

impartiality, a certain ‘hypothetical sympathy’ (Kuhn 1977:149) should prevj^ 
on the part of the historian. Indeed, a kind of ‘broad positivism’ concer 
with the reconstruction of “wie es eigentlich gewesen” (Ranke) is advocate^ 
To this end, both the theoretical linguistic framework and the general 
lectual climate of a given period needs to be recaptured. In addition, socio^ 
logical, political, and even economic factors should be considered; scientist 
like any other human being do not live in a vacuum, and the theories they 
proposing usually carry the imprint of their time. And each period is probabb 
influenced by different extra- and intradisciplinary factors that have to b^ 
accounted for by the historiographer. For instance, the tremendous increase 
in membership in the Linguistic Society of America (1960: 1768 members; lyyg.
4383 members) can not simply be cited to demonstrate the popularity of Iin, 
guistics during that period because of the appeal of TGG. Demographic 
statistics would show that this growth picture is about the same in almost any 
other field of the period in which universities increased in size, with more inonev 
being poured into post-secondary education, and student enrolment tripled. 
(Conversely, the leveling-off in the number of LSA members and the regular 
decrease since 1971 would indicate that TGG had lost its original impact, some­
thing which may indeed have been the case, but which could not be demon­
strated conclusively by those statistics.)

The paper suggests that the funding of university programs during the 
1960s and 1970s in general and of those in linguistics in particular had much 
to do with the importance attached to and the success experienced by TGG. 
This factor had been thoroughly researched by Newmeyer Sc Emonds (1971).

mere footnote.athough in his 1980 book, Newmeyer has chosen to reduce it to
Indeed, the acknowledgements of funding received from the Pentagon through
its various agencies are well documented beginning with Chomsky’s Syntactic 
Structures (1957) and Lees’ review of the same year, and running at least until 
the late 1960s.

Following the research done by Murray (1980), a number of standard iu}tl'^ 
^roesof TGG history-writing are demolished, including Chomsky's ‘publishing 

the(Murray), his alleged lack of access to linguistic journals (where in fact 
editor of Language, Bernard Bloch (1907-65), supported Chomsky persona

[(tIioO'and published the—frequently polemical—work of his associates throng 
his life). It also shows the dependence of Chomsky’s ‘transformation t' 
on theories proposed by Harris (1954 and earlier) and Hockett (1954), thn^
least weakening the traditional picture of ‘novelty’, ‘creativity’, etc. on the p*“'i-t

post-Bloomfieldians wcelco<of Chomsky’s proposals. Indeed, the neo- or post-Bloomfieldians weh'O 
Syntactic Structures as an outgrowth of their own endeavours, and it '<*** 
until the mid-sixties, when Chomsky, Halle, and others attacked the 
logical work done by the older generation that the cleavage between the

J
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.J’ (now labeled ‘taxonomists’ and ‘structuralists’—as if TGG was not 
and the ‘Young Turks’ occurred.

paper shows that there was in fact no revolution in the Kuhnian (or 
other socio-political) sense occurring in mid-20th-century American lin- 

■ tics but that instead Chomsky and his followers had effectively engaged in 
'oiutionary rhetoric, including polemic and confrontation in matters con-

any
g»

ideology and research practice, and indeed had embarked early (cf.
1957 review of Syntactic Structures) on a collision course (cf. also New- 
(1980:50-51), who takes this ‘missionary zeal’ as a positive device in 

Qselitizing for the new ‘faith’). In short, there was (and still is in certain 
^uarters) much talk about ‘revolution’, although no true scientific revolution 

did take place.
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The Future for Vnit-in-Contexti the Tagmeme

Kenneth L, ’ike
I'niversity of Texas at Arlington

I. THE EARLY SEVENTIES: Four Features of the Tagmeme

What kind of notation would best portray features of the grammatical unit-
in-context__ the grammatical tagmeme? (See early development in Pike 1954,
1955, 1960.) I wanted a notation which would specify (1) the slot in larger
structures in which such a unit could occur. But the unit itself would be a mem-
ber (2) of a class of units occurring in such a slot. In addition, it must show
the relevance—(3) the role—which such a class of units plays in the kind of 
context referred to, and (4) the cohesion between such a tagmeme and other 
tagmemes in the containing texts or in the system which serves as a background 
to them. An emic construction—a syntagmeme—at any level would be made 
up of a sequence of such four-component tagmemes. For example, in the tigers 
were shot by the hunter the subject slot is filled by the tigers, which manifests 
a class of noun phrases. The role of that subject, on the other hand, is under­
goer (goal) of the shooting. As for cohesion, the plural form of that subject
forces on the verb phrase a plural form also.

our textbook Grammatical AnalysisIn 1977 my wife Evelyn and I published -
showing how this four-cell concept of the tagmeme could be app le to a
course as a whole, by having both slot and role pheme class. In
levels of the grammatical hierarchy, from rance between the struc-
addition, we emphasized, in that book, the s arp ' e j characters
ture of the referential happening itself-the sequence of events
1 . —* VllLiai ILdCII Lite V/r VWllLJ UAAVI. 1

'’’g described—and the grammatical order telling of those events.
II. The early eighties: Observer Levels, Experimental Syntax, and

^ield Structure
In a 1981 volume, I have made explicit the fact that there can be levels of^bedded observer relationships (e.g. when 
another p-

j’^rent levels of
^Point,

.. In
tliffr-

one person talks about the speech
person, who has been talking about the speech of a third). These

observer relationship, all integrated within a single analytical
can be handled in terms of a notation using a four-cell tagmeme, 

another section of that 1981 monograph, I showed that there is a sharpui mat i;7oi iiiuiiugidpii, i miuivcu liicil iiicic la ex 
grammar and reference in the analysis of discourse, by taking 

?Peri and telling it (for example) backwards. This approach I call
■syniax. By it one sees more clearly what kinds of changes in con- 

''vrip^’ order, dependent clauses, or particle signals, are forced upon 
This allows one, experimentally, to find many alternatives whichs one, experimentally, to find many alternatives which

—«8.1
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would otherwise require a very large number of texts to find.

Of Ling,.,,
't»

At the time of writing this article the University of Nebraska Press • 
the process of publishing my Linguistic Concepts: An Introduction '
Tagînemics. It is aimed at a nonlinguistic audience, and attempts to
available to it a dozen of the more basic tagmemic presuppositions or

‘° «take 
principles

III. THE NEXT FIVE YEARS?
We have two further questions. The first: With the extension of tagmem’ 

analysis to detailed four-cell analyses of reference at all hierarchical levels 
it now appropriate to say that we are working towards a systematic under 
standing of the tagmemic exegesis of texts'? My answer is yes. The । 
have been shown to apply equally to nonverbal and verbal behavior.

concepts 
■ so that

background experience, belief, history, and physical environment can all be 
studied within the same framework. And different narrators of the same tale 
can each be looked at from the point of view of their intent (their own role 
structure) and their biases (the cohesive features of their own personal referential 
structure). Both hero and villain find their places as having a role in the 
culture, with the possibility, in relation to different observers, for an individual 
being seen as a villain from the point of view of one observer, but as a hero 
from the point of view of another.

This would seem to suggest that there could be advances in the theory of 
translation. Different cultures have a different set of observers. The different 
obser\'ers represent different cultural backgrounds, and have different expecta­
tions. Since form and meaning are not to be found as isomorphic across two 
languages, one must have a theory of translation which will allow for contexts 
to modify the meaning of particular words sufficiently to allow for a comparable 
impact of a translation on the new hearer, meeting the intent of the original 
speaker to an adequate degree. (The words sufficiently and adequate leave an
indeterminacy not discussed here.)

The second question: If we accept basic tagmemic principles of observer 
perspective, the nature of an emic unit, hierarchical structure (of phonology» 
grammar, and reference), and the necessity for context in all analysis, w’ill i
be possible in the next few years to start building a new philosophy on
—which I am calling an integrative philosophy—which will give us a

them 
nevt... Iti Hzg » U-t H/O r “VV ill VXl Will Q * ’ f

perspective on human nature itself? Starting from these principles, person, 
logic, must be the basic metaphysical priority and starting point. Person _ 
be above logic. And, with the emic perspective, one would not make an 
lute dichotomy between subjective and objective, between person and t 
Rather the perception of things would be modified by the person’s emic s 
turing of the perception of his environment. That is, it would not 
concept of an “object” as existing; nor would it reject the existence of a

abso-

ilie
--- o V/*- Iim CilVllUlllllClll. Alien la, ii vvMwiu.

icept of an “object” as existing; nor would it reject the existence of a
being real. It would accept both. But it would reject the possibility . 

knowing the “thing-in-itself apart from an observer or apart from his ittd Â
as

nation or memory.
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Id be exciting, indeed, if this framework should make it possible to

1

pike

It wot*
discuss-

¡0 a new way, some of the very old but deep theoretical issues of
I*'*- ’ wy'. It should help us to start with a postulate of person-to-person-in- 
'b**. context. It would provide an emic (participant-observer-oriented) view 

accompanied by the concrete scientific research technology of tagmemic 
The observer perspective would leave people with choice—genuine

P
phys*'
„f reality
linguis world would continue to be waiting to be discovered—but dis-
*^^°ered in pfiff through a taxonomy created by the observer, but different from
the observer.

Observers__ linguists or scholars—who choose to have different interests
vould in fact have differing but related taxonomies or theories. And even­
tually the theories which survive would be those which contribute to the
interests of those and other individuals. For those scholars who may have been 

bit uncomfortable with a mechanistic philosophy which did not leave thema
the Stated capacity to be able to choose a theory to decide that one statement 
about their data was qrue and another false, this approach might prove to be 
a relief.

In this next five years I hope to be working on such an integrative phi­
losophy. And I shall try to build it on concepts of chosen perspective, of emic 
units, of multiple hierarchy, and of integrating contextual requirements and 
frame of reference.
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The Abstractness Paradox in Hjelmslevian Linguistics

J0rgen Rischel
Vnivcrsity of Copenhagen

L'

According to late glossematic theory (Hjelmslev 1954) language has four ' 
strata, viz. two more central ones; expression form and content form (which 
are mutually connected by the sign function) and two more peripheral ones- 
expression substance and content substance (each of which is related to a form 
stratum, e.g. by elementary manifestation rules). The criterion for distinguish­
ing two strata is non-conformity. (Thus, in the case of French bon, it is possible 
to posit two non-conform representations, one with a nasalized vowel and one, 
more abstract, with vowel plus nasal consonant.) This seems to imply that the
1 elationship between strata is of a transformational nature (although the more

I

recent technical use of this term in linguistics may render such a characteriza­
tion somewhat misleading).

There is a difference in abstractness between form and substance. In 
glossematic expression analysis the outside observer may find it useful to 
distinguish abstractness in two senses, viz. (i) formal notations chosen for the 
purpose of establishing generalized rules of combinatorics (sometimes with the 
result that the notation is highly unnatural, as when Danish postaspirated p 
is rendered as hb) and formal categories defined without reference to phonetics 
(on the feature level, the choice of purely algebraic terms instead of substance­
based distinctive features as the ultimate constituents of the formal hierarchy),
(ii) abstractness in a morphophonemic sense, i.e. formal notations chosen so as 

dis-to minimize allomorphy.—As for type (ii) abstractness there is a seeming 
crepancy between (late) glossematic theory and the analytic practice of the 
whole era of Hjelmslevian linguistics, the former favouring a rather autonomous

Theform stratum and the latter favouring morphophonemic considerations, 
relative autonomy of each stratum is probably an innovation which may he 
chiefly due to Uldall (Fischer-J0rgensen 1966, pp. 17-23), which may explain 
why it is not quite successfully integrated in Hjelmslev’s conceptual han’®

I
work.

According to Hjelmslev (Prolegomena and elsewhere) two kinds of rep*®
sentation of expression form are possible, viz.
morphophonemic) notation and an

an ideal (roughly speaking- 
actualized notation (exhibiting what niig 

underlying

an

today be called the output of neutralizations, rather than the
hgurae). One may find it hard to accept that two such representations can 
subsumed under one stratum since they sometimes clearly exhibit

be
noi*'

conformity. (Hjelmslev’s handling of the Danish st0d in terms of latent coi^ 
sonants is a good example of such a discrepancy between ideal and actual'^
notations.)
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was the establishment of a language typology\ major goal for glossematics
strict criteria. Among the components of such a typological frame-based on

,voik are: presence or absence of syllables defined by accent (and hence of
vvels and consonants defined with reference to such a syllable), systematized

• ventories of vowels and consonants, etc. In this context the actualized notation
much more meaningful choice than the ideal notation since notionsseems a

och as syllable and accent, or possible versus impossible consonant clusters, 
are difficult to apply in an intuitively meaningful way to representations which 
exhibit latent (non-surfacing) segments and, on the other hand, lack various 
surface segments (e.g. anaptyctic vowels) because the latter are predictable and

difficult to apply in

hence not part of (ideal) expression form. Some of the problems vexing the 
analyst using a rigid glossematic approach might have vanished if, towards the 
end of the developmental era of glossematic theory, the potentials of actualized 
expression notation had been exploited more. Such a development would seem 
to call for a synthesis of the notion of actualized notation with the notion of a 
self-contained form \tratum (whose figurae are set up solely on the basis of an 
analysis of intrinsic=intrastratal units, not on the basis of an analysis of signs, 
cf. Hjelmslev 1954).

As for the content plane both the abstract properties of syntactical relations 
and certain aspects of lexical meaning are handled in terms of content form. 
As with expression form the content form stratum is explicitly distinguished 
from sign-based structure (in casu sign-based syntax and lexicon). This is 
apparent, for example, from the treatment of the inflectional material char-
acteristic of verbs: in content form the corresponding elements appear as
exponents of a larger structure of sentence status, and their morphosyntactic
association with the verb stem is fortuitous from this point of view. It is
intriguing, then, to find that in actual practice the analysis of content form 
mostly proceeds in rather close conformity with the overt morphosyntactic
structure. It certainly has not been convincingly demonstrated that the specifi­
cation of content form can be performed without regard to the specific inventory 
of lexical items of the language under consideration (on the contrary, assertions 
about content form at the word level seem directly dependent on the specific 

structure). Likewise, the handling of syntactical relations in content form
seems, closely linked to sign-based morphosyntax in a number of respects. T he 
'atter point may be illustrated by Hjelmslev’s (1956) treatment of concord in 
^^un phrases. If, say, several members of such a phrase agree in case, one may 

Oose (a) to make a distinction between head and attribute(s) and to have the 
on^ head control that of the attribute(s), or (b) one may consider
oj. ^’-’-cu'rence of the case element to occtrr as an exponent of the whole phrase, 

naay consider each member of tne phrase to be furnished with a case 
an ''hich is directly controlled by external factors. The last-mentioned 
„p *ysis is preferred by Hjelmslev who thus emphasizes the “independence" 

attribute. A major argument in favour of this solution is furnished by 
observation that the attribute(s) respond) to the syntactic demands with the

may consider each member of die phrase to be furnished with a case

le
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proper case form even if the head exhibits a syncretism which makes its
Caseform obscure. (To take an example from German, we find the difference K*. 

tween ein guter Mann and einen guten Mann under the same conditions 
the difference between ein guter Junge and einen guten Jungen, although i- 
only in the latter case that the head exhibits an overt difference of case.) Tfi’'* 
argument hinges on the contention that inflectional classes differ in content 
form, viz. by having different case subsystems. But if this is a matter of

as
tt is

content
form one would expect the case syncretisms to be dominated (triggered) by 
content factor. The only candidate for such a factor is the sign-based propert 
of inflectional class membership, which—at least in the just cited German

some

case
—has no discernible semantic correlate. Is this content proper?? There would 
seem to be a case here for arguing in favour of a more “ideal” content form 
(in which Mann has different case exponents in the two examples above, not 
just a syncretism), and to specify syntactical relationships with reference to such
a level of specification.

Interestingly enough, the distinction between “actualized” and “ideal” 
notation suggested here for the content form would entail a reversal of the
orientation vis-à-vis central and peripheral strata, as compared to the distinc-
tion between actualized and ideal notations of the expression form. In the 
expression plane the actualized notation has more affinity to substance, and 
the ideal notation more affinity to sign structure; in the content plane the 
proposed distinction works in the reverse since the actualized notation would 
exhibit more affinity to sign structure in this case. This strange skewness is not 
just a matter of mistaken terminology and theoretical prejudice. As has been 
observed by earlier scholars there is a genuine asymmetry in that expression 
syncretisms (neutralizations) are reflected as such in expression substance but 
can be dissolved (disambiguated) by reference to a sign-based expression form.
whereas content syncretisms are reflected as such in a sign-based specification 
of content form or indeed in the overt structure furnished by sign expression^ 
It seems logical, then, to assume that the latter syncretisms can be disso ve

contentin a less sign-based framework of content specification (possibly in 
substance, as would seem intuitively natural to the extent that the con
elements in question have obvious semantic correlates).

form (and henceIn this particular sense the sign function is to content 
ultimately to content substance) what expression substance (phonic or 
or other) is to expression form, i.e., the allegedly central strata of content 
and expression form are not on a par in the sense that they are both u 
ditionally more abstract than the allegedly more peripheral strata of

,h»c

mco”'
tent

substance and expression substance. It seems likely that this 
contributed to making it difficult to grasp exactly what glossematic 
really means, and to apply statements about glossematic form hierarchies

has

categories to actual language typology.
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•'Form and Substance in Glossemalics”, Acta Lin guis tica Hafniensia
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The Future Paradigm of Linguistics

1

Valter Tauli
I'pp.sala fnixersity

The development of linguistics has so far proceeded by evolution. The 
transformational generative grammar may be regarded not as a revolution, but 
rather as a variant of structuralism. Because of the multitude of different
schools modern linguistics resembles the pre-paradigm stage of T. S. Kuhn. At 
the Conference on Current Approaches to Syntax held 1979 in Milwaukee 14 
different linguistic theories were represented, and this did not include all 
existing ones.^i In general language has been regarded as something which is 
more or less outside man’s will and which changes according to its own some­
what mystic laws, regarding which there is no consensus among linguists. Lin­
guistics has been diachronic and synchronic, both of which are descriptive in 
the widest sense, ignoring evaluation,. The same is valid for modern linguistic 
theories which also treat pragmatic, psychological and sociological aspects and 
for the so-called “new empiricism”. This is also valid for the great part of 
language planning research, which is in general excluded from linguistics. Be­
sides research results and abstract theories, modern linguistic literature includes 
non-scientific dogmatic views or myths without any empirical foundation ("all 
languages are equally complex”, “one expression is as good as another” etc.). 
Dell Hymes (I972a:417; 1972b:322) and others have pointed out the absurdity 
of such statements.

Besides the above views prevalent among linguists there also occurs the 
view that linguists must also deal with evaluation. The modern point of view 
goes back to Jespersen (1894). In 1907 (394) Baudouin de Courtenay declared 
that we have the right and duty to improve language, tn 1912 the Hungarian 
linguist F. Kaiblinger suggested that linguistics must change into creative 
linguistics and its task must also be to construct new, better forms. In 1“ 
Jespersen expressed the view that theoretical linguistics should be the means
and language improvement the end Qespersen 1933:103.=’ In 1924 the Estonii«’ 
I - ‘ - -• - ,'olutionary linguistic philosophy^linguist Johannes Aavik outlined a rev
language is an instrument, man can and must improve his language as he
with other tools, l.anguage improvement must be extensive, free and iwlethodi'

ida»'-.....-.................... ... „ medieval science, dealing in mystc )
superstition based on a smattering of theology and a modicum of fact. ’ (In 
literary studies in honor of Archibald Hill, 4, The Hague 1979, 320.) Geoffrey Sampsoi^ ) 
pares Chomskyan school with astrology and alchemy (Schools in linguistics, Stanford 1980' jjpgs 

-) Cf. Charles A. Ferguson in 1975: “For many years I have been arguing that the _
and approaches of linguistic science should be used—along with expertise from other f— 
the solution of language problems in our society and elsewhere, and that this use consO^ 

the first place.” Linguistic Reported

1) .According to Robert B. kapl

one of the reasons

lan “linguistics is a

field’" a

for doing linguistic research in

888
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V\'e can construct new words and grammatical morphemes by arbitrarily
' 1 ining phonemes. Implementation of Aavik’s language reform proved that
' limit to what one can deliberately change in the linguistic code and

r
V Taub

cal-
col

P This fact is now acknowledged by several linguists (e.g. Fishman 1977, 
b n 1977)- In the 20th-century several linguists have suggested the establish- 
t of a special branch of linguistics for language planning, e.g. A. Peskovskij 

?931 (Actes de second congrès international de linguistes, 75), Tauli 1938, H. 
ang-Hansen 1944, O. S. Achmanova, Ju. A. Bel’tikov, V. V. Veselitskij 1960. 

Some named this new discipline practical linguistics, others applied linguistics. 
1968 I outlined a theory of language planning. Several linguists have advo-

i
In 
calted language improvement. Whatmough (1956:238) maintained that language
must be adjusted to the present age, for that purpose it must be improved and 
redesigned. Sauvageot (1960:538) sees the LP problem in a new perspective. 
He considers the computers. He foresees the time, when the superiority of the 
machine to language will be extensive and may replace language as a support 
of thought. A language which best accommodates itself to an harmonic col­
laboration with the machine will impose itself on all men. Here is the task 
future linguists must tackle. Sauvageot is sure that the role of linguistics in 
the history of civilization thus gets an importance that nobody has been able 
to imagine (cf. also Sauvageot 1959, 1978).

But the present language planning research has failed to influence language 
planning practice (Fishman 1974, Tauli 1981) because most researchers ignore 
evaluation. In most developing countries language planning is founded on 
anachronistic views of purism and conservatism.

A new epoch and ‘paradigm’ will arise in linguistics when linguists accept 
the instrumentalistic view on language and Jespersen’s view that theoretical 
linguistics is the means and language planning the end. This means that 
¡(¡nguage planning theory must be integrated into linguistics, whereas diachronic 
‘>nd synchronic lirguistics must be based on the instrumental point of view on 
^xptession. It is interesting that according to the representative of a modern 
‘nguistic school, the equational grammar, G. A. Sanders (1980:232), “a lin-

guistic

II
1

theory must take crucial account of the instrumental functions” of 
’‘pressions. According to E. A. Moravcsik (1980:17) “a syntactic theory that 

bn 'iew of syntax that contributes to the characterization of human
instrument, or as a kind of goal directed behavior is better than 

Pbn^^^'^ achieve this”. According to Sauvageot (1969:18) language
Pb most important problems of linguistics. If language

theory is integrated into linguistics the latter becomes an 
in medical science on one sid 

is side therapeutics. By language

hni

Cf. in medical science on one sii
applied

anatomy, physiology, pathology, on
lanning 1 mean the activity which

^‘^^led cultivation or corpus planning, whereas language policy and 
problems are excluded, but the problems of construction of inter- 

“d auxiliary languages is included. j
tile new linguistics the sphere of interest and the methodology will be
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different from the present. The new linguistics will be more empirical

History of Lingui,,.
'C|

;e

le

S.11.1C.1S.I.S .. .............................- ------------------- . ° ------------- ajj,

pragmatic. In the diachronic linguistics one realizes that there are no l^^ 
governing the structural change of languages, but only partly mutually opposjj^ 
tendencies (which have plain natural explanations), that a written and stand 
ardized language is not changed in the same way as an unwritten language, and 
language planning can favour or hinder a spontaneous tendency (as it has don 
since the beginning of writing). In synchronic linguistics the abstract theories 
will be replaced by empiric analysis of “surface” structure. Morphology will 
again obtain an important place in linguistic analysis. The unscientific dogmas 
of present linguistics will be replaced by empiric research of the complexity 
and allomorphism and objective evaluation of different structures and expres­
sions (cf. Ronneberger-Sibold’s /1980/ evaluation of inflexional, agglutinative
and isolating structures from the viewpoint of economy) among others by 
quantitative methods. The paramount goal of linguistics will be to make the
language as efficient as possible a means, proceeding from the basic structure
of the respective language. Language planning theory must also use experi­
mental methods and investigate the sociological problems. The present state 
of language and linguistics does not match the modern culture and technology. 
It must be considered that it is not language which changes according to its 
own laws, but it is man who changes and develops his language as his other 
tools. It would be a curious anachronism indeed if in the epoch of electronic 
information and communication man lets language, the most important instru­
ment of communication, stagnate at the horse-and-buggy stage.
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From the History of Russian Linguistics

V. Р. Vompersky
Moscow State University, Moskva

In the last 25 years historians of the Russian language have discovered in 
the Soviet archives and libraries a number of valuable linguistic sources of the 
XVII-XVIII centuries and published them. Previously one could get an idea 
of some them by the infrequent references in the classic researches by I. v
Yagich, S. K. Boulich, N. K. Grounsky, A. I. Sobolevsky. But the writings proper 
were hardly known to a ' wide range of specialists, for they were not in the
general use of historians of the Russian language and Russian philology.

The situation is different now, for valuable linguistics writings and sources 
have come into researchers’ general use. They deepen and widen our notion 
of the history of the Russian literary language in the XVII-XVIII centuries 
and of the formation of Russian philology.

The corpus of the new linguistic sources can be divided into 3 parts: 1. 
The writings containing information on historical lexicology of Russian, 
including dictionaries; 2. Grammars of the Russian language and works on 
grammar; 3. Rhetorics and works on style and the art of public speaking.

Here in a review of the writings published.
1. The central place among the works is rightly taken by “The Dictionary 

of the Russian language of the XI-XVII centuries” published by the Soviet 
Academy of Sciences (the 8 volumes of the Dictionary have come out). It is to 
contain 60,000 of the most commonly used words of ancient Russian including 
those pertaining to social and economic realitions, everyday life, agriculture, 
crafts and arts, and culture. In compiling the Dictionary, many new linguistic 

I

sources w’ere heavily drawn upon.^>
The Russian Language Institute of the Soviet Academy of Sciences has 

published the Russian handwritten newspaper “Vesti-Couranti” of the XVlH 
century, which was specially put out for Csar Alexei Mikhailovich and his 
court. The last volume is to come out soon. The publication of the Russian 
handwritten newspaper is an event of great scientific, cultural and histórica 
importance, since the texts contain various and valuable information on th 
history of Russian in the XVII century, on the history and etymolo'gy of t 
Russian wordstock, on the history of forming the spelling and pronouncing 
well as on the history of Russian culture and its links with Western Europe.
Russian wordstock,

1. Словарь русского языка XI-XVII в. Вып. 1-8. М., 1975-1981.*■ pyCLKUlU «ЗИПО Л. V li в. ОЫП. l-Q. 2*1.,

2. Вести-куранты 1600-1639 гг. Издание подготовили Н.И. Тарабасова, В.Г. Демья
А.И. Сумкина. Под редакцией С.И. Коткова. М., 1972; Вести-куранты 1642-1644 гг.

-  - . __ _________  „^..1кина. Под редакцией 
Коткова. М., 1980.

892
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С.И- JJдание подготовили Н.И. Тарабасова, В.Г. Демьянов, А.И. Сум:
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pjoteworthy is the publication of two so far unknown handwritten dic-
gj-ies oi the XVIII century, compiled by V. P. Tatischev, geographer and

V.

tioO’

p'
' f 3)

■ - from a dictionary of Russian compiled by M. V. Lomonosov havepieces
also jjeen discovered in the archives.“’

*2 Newly found and published facts оп grammars of Russian and grammar

w:riling®-the Leningrad library there has been found the so far unknown 
“Grammar of the Russian language” written in Russian and French by a trans­
lator teacher of the Academic gymnasium (grammar school) in Petersburg and 
lexicographer I. S. Gorlitsky. This is the so-called sixth Russian grammar 
published for teaching purposes before the "Russian Grammar” by M. V. 
Lomonosov.®’

t

A description of the little known handwritten “Slavonic—Russian Gram­
mar” by I. W. Paouse, a grammarian of the Peter I, has also appeared.”’

B. A. Ouspensky discovered in the fund of the Soviet Academy of Sciences 
Library a so far unknown handwritten grammar of the 30-s of the XVIII century 
and published it. Its author is V. E. Adodurov, grammarian, mathematician, 
the first Russian adjunct of the Academy of Sciences in Petersburg. B. A. 
Ouspensky believes that the “Russian Grammar” by Adodurov was printed 
anonymously in Stockholm, by the Swedish expert in Slavonic studies, M. 
Grbning."’

There has been found and published an archives copy of the Russian text 
the work on grammar by V. K. Trediakovsky “On the Plural of Full Adjective 
Names Endings”, devoted to the norms of Russian.®’

In 1981 the Moscow University Press published the “Russian Grammar” 
by A. A. Barsov which is the fullest description of the Russian grammar of the 
late XVIII century.®’

3. Аверьянова А.П. Рукописный лексикон В.Н. Татищева. — В кн.: Ученые записки 
Ленинградского государственного университета. № 197, Л., 1957; Аверьянова А.П. Руко­
писный лексикон первой половины Х'УШ века. Л., 1964.

Макеева В.Н. Русская лексикография 40-50-ых годов ХУШ столетия и Ломоносов.4.

5, 
'’Ода.

6.

КН.: Ломоносов. Сборник статей и материалов, т. 4, М.-Л., 1960.
Вомперский В.П. Неизвестная грамматика русского языка И.С. Горлицкого 1730 

• — Вопросы языкознания, 1969, № 3.
Михальчи Д.Е. Н.В. Паузе и его славяно русская грамматика. — Известия Академии 

УК СССР. Серия литературы и языка, т. 23, М., 1964; Михальчи Д.Е. Листы беловой 
^ Копией «Славяне русской грамматики» И.В. Паузе. — В кн.: Вопросы грамматики и 

вообразования. ТА., 1968 (Труды Университета дружбы народов им. П. Лумумбы т.Xli,
7.

4).

"ерио 
8.

Успенский Б.А. Первая русская грамматика на родном языке. Доломоносовский
'-5 отечественной русистики. М., 1975.
Вомперский В.П. Ненапечатанная статья 

чё."^^'^®’''®'’'ьных целых имен оконченин ». — Нау 
д'ие науки, 1968, № 5.

* Российская грамматика » Антона Алексеевн 
'’■’'овой. Под редакцией Б.А. Успенского. М., 1!

'’Рил ак.' 
учные

еевнад

Тредиаковского « О множественном 
доклады высшей школы. Филологи-

, 1981.
Барсова, Подготовка текста iVl.n.
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Written almost 200 years ago, the Grammar by Barsov was a worked
record of a lecture course in the Russian language read by him at the 
versify. The grammar was a manuscript, therefore unavailable to a wide r-, 
of readers, though it was often turned to by F. I. Bouslayev, M. I. Soukhonip 
V V Vinnirradnv. P. S. Kousnetsov. L. Newman. Y. Clark and ntborc

Up

V. V. Vinogradov, P. S. Kousnetsov, L. Newman, Y. Clark and others.
The work by Barsov influenced the formation of theoretical studies 

Russian language. Barsov’s grammar terms came into stable general
of the
use in 

Russian language studies. It was Barsov who introduced the notion of stem 
as opposed to root, into the Russian linguistic tradition; he also dealt w'withdifferentiating between word-building and form-building.

In Barsov’s Grammar there are linguistic ideas in there with the present 
day linguistics. He defined the notion of grammatical form, later to be de-
veloped by F. F. Fortunatov. In phonetics and word-building Barsov attempted 
to quality the characteristics of a language unit through its relations with other 
units, thus anticipating the structural approach to language, formulated in the 
works of F. de Saussure and N. S. Troubetskoy. Barsov makes of transforma­
tional analysis.

The grammar by Barsov is one of the first Russian grammars in Russian, 
one of the first attempts to codify the norms of literary Russian. It is a most 
valuable source for the history of literary Russian in the second half of the 
XVIII century. The stylistic characteristics worked out by Barsov are elaborate 
and always reliable.

3. Rhetorics and writings on literary style and art of public speaking.
It will be noted that 25 years ago the rich tradition of writing rhetorics in 

Russian, Ukrain and Bielorussiy, so well studied now, was not known in full. 
Stylistic theories of the Eastern Slavs were known only by the “Rhetoric” of 
M. V. Lomonosov and some scanty information about the teachers of rhetoric 
in the Kiev-Mogilyansk and the Moscow Slavonic-Greek-Latin Academies.

Now there has been found thoroughly studied and published the first Russian 
established to“Rhetoric” of 1716, by Makariy, the Vologda bishop, which was 

have been related to the Polish rhetorical tradition and to the rhetorical writings
by F. Melanchton.“)

Among the studied and published works is the “Rhetoric” of 1699 by •'
Moscow teacher of rhetoric, M. 1. Ousachev.

New names have appeared in the history of the country’s science, such 
A. Ch. Belobotsky, teacher of rhetoric, philologist, translator of the late X 
early XVIII centuries, author of two “Rhetorics”, one lengthy the other 
written in the spirit of Lullian philosophy which sets forth a universal met 
of knowledge; such as Lavrentiy Krstchonovich, teacher of rhetoric, trans a

..u.nau - ----------------- ---

Lavrentiy Krstchonovich, teacher of rhetoric, trans

10. Бабкин Д.С. Русская риторика начала XVII века. — В кн.: Труды отдела 
русской литературы Института русской литературы Академии наук СССР. Вып. 8, 
1951; Вомперский В.П. Стилистическое учение М.В. Ломоносова и теория трех 
М., 1970; Die Makariy—Rhetorik. Von R. Lachmann. 1.— ---------  ----
1980 (Slavistische Forschungen. Bd. 27/1).

стиле';’ 
V'ieH’

Rhetorica Slavica. Bd. I- Köln

J
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publisher 
v-ritten to

in the time of Peter I, author of the printed Latin rhetoric of 1698, 
order of Count B. A. Golitsin, one of the rulers of Russia.

Itluch has been done to publish the scientific legacy of Feofan Prokopovich,

P'
1 logist, poet and statesman of the time of Peter I: the lectures on rhetoric

him as a professor of the Kiev-Mogilyansk Academy have beeniead by
iblished, as
The new linguistic sources are of great importance for studies in the history 

Russian of the XVII-XVIII centuries, of its lexis, morphology.

pu
well as his “Poetica”?=>

of literary
tax of the formation of styles system, exposstve and representational means 

of literary speech. They deepen and widen our knowledge of the history of 
Russian culture, of Russian cultural links with Slavic countries as well as with 
the countries of Western Europe.

Го

'• Во.чперский В.П. Стилистическая теория А.Х. Белобоцкого. — В кн.: Лингвисти- 
*^йе аспекты исследования литературно-художественных текстов. Издание Калининско- 
государственного университета, 1979; Вомперский В.П. Неизвестная «Риторика» Ла-

®Рентия Крщоновича
1СКИЙ E 
ти1<а x;

tyccTBe
L, 1%

художественной речи. Издание Ка-н нтия Крщоновича 1698 года. — В кн.: Стилисти! 
_ инского государственного университета, 1982.

Феофан Прокопович. О поэтическом искусстве. — В кн.: Феофан Прокопович.12. ____ _ _ ___ ______ _
очинения. Под редакцией И.П. Еремина. М.-Л.,

*кп. ; (К - • — - .
1; Про риторично мистецтво. — В

Феофан Прокопович. Ф1лософськ1 твори, т.1, К., 1979.



The Principles of Pragmatic Word-Semantics

.Armin Burkhardt
Tetlinisthc Hochschule Darmstadt, West Germany

In the history of word-semantics roughly 3 different main types of theoriy 0 7 — - - ------  'It-'-' -JI meories
have been developed: (1) the “realist” theory of semantics conceiving the
meaning of a word as being the object or class of objects for which the word 
stands, (2) the “idealist” theory which has determined meaning as the ideas or 
images of the relevant properties of classes of objects, and (3) the younger 
“operational” theory explaining the meaning of a word as its rule ofword

I

use. Wittgenstein and his followers have refuted the “realist” and “idealist" 
theories and have shown them to be utterly false for obvious reasons: there 
are words like and or perhaps which “stand for” no object or idea at all and 
words like freedom or virtue which can be said to have corresponding objects 
or ideas only by philosophers having a confused conception of ontology, and 
to say that a word has a meaning and that its meaning is part of the sign” is 
just a way of hypostatizing mental entities behind the thing or underlying it.

Ontologically meaning is nothing that would be “associated with” the sign 
or “attached to” it. Presumably it was this ontologizing manner of speech of

I

semantics that bothered AVittgenstein above all and caused him to introduce

1
typical, conventionalhis concept of “use” (PI § 43). Every sign carries out a typical, conventional 

effect which every language-participant has learnt to understand correctly m 
the course of his socialization by what Wittgenstein calls “training” (“Abrich- 
tung”, see PI § 5 f.), and he has also learnt to react adequately to such symbols. 
Moreover, he tvill usually be able to describe (or circumscribe) this effect b) 
means of other signs, but there exists nothing that would be “associated ''' 
or “correspond” to it: only in a dictionary such correlations are establis 
in the form of oppositions of lexical signs and their paraphrases that are ‘ 
themselves and can go proxy for the former, at least in metalinguistic con 
It is, however, not justified to conclude by the analogy of the oppositions

rbal

signs and paraphrases in
--------------- ---------------- ------------- 1 _

a dictionary that a “relation of consubstantia j 
, . . . c „ -..n______ y-onreivesexists between the body and the content of a sign. ■\\dioever concen

of

1) See I'crdinainl de Saussure;
llera"'’

Gi uiiclfiagtn tier allgemciuen Sprachwisscnscbaft. jjjj,gt;r-
gegeben von Charles Bally und Albert Sechehaye. filter Mitwirkung von 
übersetzt von Hermann Lommel. Mit neuem Register und einem

Albert R‘‘'
Nachwort \oi' reif*

Polenz. Berlin 1967, 2. Aiifl. p. 76 IT.
"Die methodologischen Voraussetzungen von Onomasiologie2) Cf. Klares Heger: y.,.,- *■—,“vM„n,^,stiien \ oiausseizuogeu wo lyiiun,«.'.......  .

grifllicher Gliederung”, in: Zeitschrift für roiitanische Philologie 80 (1964), p- 486--> 
P-489; Klaus Heger: Temporale Deixis untl t^organgsquantität. ("Aspekt” und * 
bi: Zeitschrift für romnoische Philologie 8,3 (1967). p. 512-.582, ibd., p. .52.7: Helmut

; 1^' 
ibd-

rf)',;
He"'"'
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relation of “association” between a sign and its content or of

r 

I iflcaI “cor
nuts

ßiu.khaitlt

utca'
iping as a
j.j.gspondence” between a sign and the facts obviously thinks, as Wittgenstein 

jj, “of the meaning as a thing of the same kind as the word, though also 
nt from the word. Here the word, there the meaning. The money, andputs 

different
j-ow that you can buy with it.” (PI § 120)

And then Wittgenstein adds in brackets: “But contrast: money and its 
Meaning corresponds to the profit, the effect, the informational value

the "But contrast:

pr.■ofit.””
pf a word that can be paraphrased and not to the cow. Meaning is nothing 
critical, but just something that can be transformed into a semantic paraphase, 
i.e. that can be replaced by equivalent substitutes. From the fact that a word 
/,as a meaning--as our language tempts us to say—it does not follow that the 
meaning it “has” is something “really” existent, something that would be fiarl 
of the sign in the sense of its “bilateral” Saussurean conception. Meaning, in 

Iff

the sense of Wittgenstein, is not “a pure intermediary between the proposi­
tional sign and the facts” (PI § 94), or between a word and the corresponding 
objects in the world, but the replaceability of signs by paraphrases that are 
equivalent to it in their effect:

"The meaning ot a word is what is explained by the explanation of the meaning." 
I.e.: if yon want to understand the use of the word "meaning”, look for what are called 
“explanations of meaning”. (PI § 560)

-A paraphrase is the closest we can get to meaning. .And what do we para­
phrase when we are “explaining” the meaning of a word or sentence?—We give
a description of its use. Thus, meaning shows itself to be but a heuristic 
category.

The cardinal defect of the operational theory of word-semantics is, howevei, 
to overlook that—leaving aside functional (grammatical and communicative)
Words and particles—a word has an explicable meaning or profit apart from
Its mere use, that the mere knowledge of the rules of use does not always suffice 

enable a speaker to produce and understand words and sentences. The
operational theory is, e.g. incapable of describing a

I
... ___ J____  _______ speaker’s linguistic com-

foreign languages, for he can be able to use a word correctly without 
owing exactly what it means, just knowing under which linguistic and situa- 

‘ Cl 1 Cl 1 in CtQ riz'ise it- Kn nttorfl/l TTv'/'ilY» tllic if /-IntJl'lv follmVQ
tha

tlivi

circumstances it may be uttered correctly. From this it clearly follows 
^the meaning of a word cannot be identical with its use.
I his observation suggests that meaning and use (or function) are in fact

erse, but that they 
iiarnely the si 
^iiieone 
other si-

are nevertheless two components of the same thing.

beyond the mere question of use.

signification of signs. Signification here is to be understood as what
lias learnt when he knows how to use and understand a word (or

^*811) correctly. This (piestion must gi beyt

IfXlk.l

■ to be

Si

f 'Or

Untcisuchungen 7urle.
iiud I.cxikogiaphie. V-.: — 
Bfilin/Xew York 1972. p. 20.

7 translation. The word profit seems to me a mntii more adequate translationtllQ
^'t'rnian Xii/xen than Anstombe’s which is top weak and less precise.

ikaliscbcn Kodifikation der dciilsthcn
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and its pursuit presents itself as the attempt to conceive a semantic-i
theory on the level of “langue”. It is the question of what a speaker
knows before he actually uses or understands a word he is "orniall-

already fanjij.
with. And—apart from the intensional aspect of word-meaning usually 
its “lexical meaning”—what a speaker knows before the actual usage of ;a

lar
^311e(j

will turn out to be co- and contextual rules and lexical presuppositions'** ^ord

I.et us have a look at an example: the German verb fällen has the in 
sional meaning ‘to cause s. th. to move from the vertical to the horizontal’ ”

Imust admit that this is not really a satisfactory semantic description_ , it •
plies or presupposes, in addition, that the object in question is a tree (whereas 
e.g. in Middle High German also soldiers, i.e. human beings, could be felled’)\

^-1 « ♦ Z* f 1 I «•! I »'111 AO A O ZS •■w'* A ■ Z* A Z,« ^A aaI a «a « «« u a . •and its cotextual rules define its semantic and syntactical environment: it must
have an animate and human subject. With regard to the situational
there is no restriction in this case: the verb fällen can be used under 
circumstances whatsoever to talk about cutting down trees'”.

context
any

In the case of the English adjective little we have a very strange cotextual 
restriction, for we can only use it attributively, as in e.g. the little boy, but not
predicatively, as in * The boy is very little.

It may also be of interest here to note that although the German Leute and 
Personen and the English people and persons are intensionally equivalent you 
would hardly ever read Drei Leute wurden bei einem Verkehrsunfall verletzt 
in a German newspaper whereas Three people were injured in a car-crash is 
perfectly good press English.

Many other words have stylistic or social restrictions: you would not talk
about your father and your old man under the same circumstances, in the same 
social context. Performative verbs, for example, normally have such contextual 
rules or restrictions: you can only order s.o. to do s. th. if you are of a higher 
social or institutional rank than your addressee, you can reprove s.o. only * 
you are a person of authority, and there is no way of baptizing others or passing 
sentence upon s.o. unless you are a Christian priest in a service or an ®
judge at court. Moreover, you cannot sentence s.o. to death unless

____  1- 2___ -1___ 1 Z, —except in a totalitarian society. 
Here it becomes important to take into account Wittgenstein’s 

the “grammar” of a word. As I shall also include the intensional aspect ii> 
conception of meaning I should, however, prefer to call the meaning 
word on the level of “langue” its “grammatical meaning” which has 
strictly differentiated from its “topical meaning” in actual speech 
“Grammatical meaning” has to be differentiated itself into lexical gj-aifl' 
(intensional and presuppositional meaning + evaluative aspect), dept

punishment is introduced by law- of

of ’
be

•ole)'

4) Cf. Gerd Fritz: Bedeutungswandel im Deutschen. Neuere Methoden der
diachco”'iC

Semantik. Tübingen 1974, p. 10 f.
According to my dictionary this can still be the case in English speaking countr' 

6) To all this cf. Gerd Fritz: Bedeutungswandel im Deutschen, loc. cit., p. 45 ft-

I
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“ (contextual rule) and “surface grammar” (cotextual rule)’h Whereas the
^J^epth grammar” of a word regulates its adequate usage with regard to the

A-

*^tional context (stylistic level, sociolect, situational type®», in short: the 
^^¡{jjlity of a word’s use in different types of situations), “surface grammar” 

P® the possible sentence-positions and collocations.
to the conclusion that “lexical meaning”—being one branch ofVVe come

niniatical meaning”—may be subdivided into “connotational meaning” 
o- piative aspect), “denotational meaning” (intension) and “presuppositional 

leaning®*”- From this the following tree diagram may be derived.

meaning

topical meaning grammatical meaning

lexical meaning rule of use

presuppositional
/ 1 me anil

/ denotationi
/ meaningI (intePisioi

meaning
"depth 

grammar II
"surface

grammar II

denotational

(intension)

connotational 
meaning 
(evaluative 
aspect)

(contextual (cotextual
rule) rule)

Fig. 1. Components of meaning as the “explanation of a word”

according to

Now, if meaning consists in (not “of”) these five components, how can we still 
‘■dopt Wittgenstein’s explanation of meaning as the rule of use of a word 
^hich, according to our figure, is only one of the two main general components 

'leaning? The operational theory may be kept insofar as it can be said; the 
^^aning of a word is how it works or functions in the language, i.e. in the 
fg language games. But then we still have to take into account that dif- 

lexical units or types of such units can be employed in different ways to 
different fields of signification, and semantic theory has to be subdivided and

. ') tVii

units or types of such units can

’• ‘^^gcnstein has introduced the concepts of 
8) i“’-.

“surface grammar” and a “depth grammar”

ah” Armin Burkhardt; “Über die Möglichkeit der Frage nach der Bedeutung—und
ISQ sich d.Trailf croitif" In- rinailiitik 1 tlQTPV D. 129—

d ’
sich darauf ergibt”, in: Zeitschrift

P- 145; Gerd Fritz; Bedeutungswandel im 
I'as to be noted that it is very often these 

"'t the rules of use.

germanistische Linguistik 7 (1979), p- 129-
lutschen, loc. cit., p. 11.
ree components of lexical meaning that
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ipecified^“’. I believe that at least three different semantic theories

As

specified^«’. I believe that at least three clilierent semantic theories are needed- 
one for proper names, one for functional words and one for intensional words. As 
for proper names I understand their meanings—against Wittgenstein’s view (c{ 
PI § 39 ff.)—to be their bearers in the standard case, only in very exceptional 
cases something like Fregean “sense” can be conventionalized (e.g. in the case 
of Aristotle or Moses where the only thing we have is definite descriptions and 
not their bearers themselves)“). Functional words are words expressing gram, 
matical or communicative functions, therefore these words—very often parti.

1 
I

cles, e.g. the German structuring or colouring (modal) particles—can oniy be 
functional paraphrase describing their “profit”. Only intenexplained by a

sional words have a “full” meaning including all five components of our model
and must he explained in terms of co- and contextual rules and semantic 
markers. Only they exhaust the full spectrum of meaning, the whole number 
of types of “use”.

Address of the author: Armin Burkhardt, Technische Hochschule Darmstadt, Institut für 
Sprach- und Literaturwissenschaft, Fachbereich 2, Hochschulstr. 1. 6100 Darmstadt, Federal Re­
public of Germany.

Abbreviations
BBB=Ludwig Wittgenstein: Preliminary Studies for the “Philosophical Investigations”. Gener­

PI
ally known as The Blue and Brown Books. Oxford 1975, 2nd edition.

=Ludwig Wittgenstein: Philosophical Investigations. Translated by G. E. M. Anscombe. 
Oxford 1953.

l

10) Cf. Annin Burkhardt:
welche Antwort sich darauf ergibt”, loc. cit., p. 141 ff.

■ über die Möglichkeit der Frage nach der Bedeutung
— iiiiJ

•Sinn’-Begrilal) Cf. Armin Burkhardt; “Über die seltsame Notwendigkeit von Freges
zur Semantik der singKripkes Theorie der Eigennamen", in: Ursula Wolf (ed.): Beiträge

ift
rwlärc»*

Termini. Frankfurt/Main 1984.2) Cf. Armin Burkhardt; Gesprächswörter. Ihre lexikologische Bestimmung und 
. , zur Lexikographie.

einsprachigen Wörterbüchern. Tübingen 1982, p. IS8-17I-

lesi»^“^

zur Bedeutungserklärung in

studio"Âgraphische Beschreibung”, i«: Wolfgang Mentrup (ed.): Konzepte

I



Chomsky and Wittgenstein on Word Meaning

Ranjit Chatterjee
Xational University of Singapore

In his linguistics Chomsky commits himself to a certain outlook, rationalism, 
and to certain hypotheses, e.g. the innateness hypothesis. He works with the 
concept of an idealized speaker-hearer, concentrating on explaining the com- 
petence of this hypothetical person. His rationalist approach holds that ‘there 
are innate ideas and principles of various kinds that determine the form of 
the acquired knowledge in what may be a rather restricted and highly organized 
way.’ (Aspects: 48). This restricted and highly organized form of knowledge 
must apply to the meanings of words.

Chomsky commits himself ‘at least in part’ to a referential theory of word 
meaning (SS: 103). He does not state to what the remaining part of word 
meaning may be reduced, or indeed if it can be reduced at all. However, in 
Aspects: 87 Chomsky states that ‘all properties of a formative that are essen­
tially idiosyncratic will be specified in the lexicon.’ Among these are those 
properties ‘that are relevant for semantic interpretation (that is, components of 
the dictionary definition)’. Chomsky’s characterization of lexical entries here 
also establishes that, with four specifications, he seeks—among other things—a 
semantic ‘fix’, a constant in space and time, on a word. This conclusion is 
confirmed in PKF: 18, where Chomsky suggests that scientific investigation can 
determine ‘what words really mean’. Indisputably, then, Chomsky seeks con­
stants under specified conditions.

I

-Another remark on the same page has an interesting implication. ‘We can 
easily imagine’, says Chomsky ‘how an organism initially endowed with condi- 
t’-ons on the form and organization of knowledge could construct a specific 
^stem of interconnections among concepts... on the basis of scanty evidence.’ 

ossibly the organism would have access to intersubjective data, but Chomsky 
oes not mention this. His view of word meaning therefore allows for, if not 
^'iiands, a private language. There are strong philosophical arguments 

^Sainst the possibility of private language, some advanced by Wittgenstein, 
th sketch drawn here of Chomsky’s view of word meaning is correct,

Ac is no way within it to account for synchronic variation of collocational 
p. Atting. Xoj- aj-g diachronic shift and geographical variation explicable.

^^Potisal of a referential theory copuuits Chomsky to an essentialism 
olving meanings as mental objects in the brain (cf. RR: 12-14).

dir Chomsky, Wittgenstein does not commit himself to theses.

Fi

He

Av,
■®ctly examines the ordinary, everyday us 

*^d rnpnn.'v.,» i,.,c anti-referential, antinieaning has‘6 an ;ntialist thrust. Wittgenstein’s

901

\of language. His approach to
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other lines of argument are all subsidiary to the view that ‘the meaning of
expression consists entirely on how we go on using it.’ Before Chomsky -espousgjj
it, his semantics of reference had been satirised by Wittgenstein as the ‘fig 
the word, there the meaning’ view of meaning. ‘The money, and the cow 'ie
you can buy with it. (But contrast: money, and its use.)’ (Pl: § 120). Witt that 

gen-stein consistently denied that words mean anything by themselves, or are mental 
images or objects: ‘... if we had to name anything which is the life of thesign, we should have to say that it was its use.’ (BB: 4; cf. also PI § 340) 

Wittgenstein went on to ask why it is that we cannot clearly define ordina 
concepts. His answer: not because we don’t know the definitions, but because 
there is no real definition to them (BB: 25). It is this indeterminacy in word 
meaning that allows for the conclusion that meanings depend on how we go on 
using expressions (BB: 73). Several examples are provided. For instance, it is

iry

not to be expected of the word ‘to think’ that it have a unified employment:
rather the opposite. (Z. §112; cf. similar and related themes in PI §§ 182 
162-4, 156, 122, p. 224®.p.'i90*).

The realist assumes uniformity in the meaning attached to a word. But 
consider applications of words like ‘to have’. ‘ “A has a gold tooth” means 
that the tooth is in A’s mouth. This may account for the fact that I am not 
able to see it. Now the case of his toothache, of which I say that I am not able 
to feel it because it is in his mouth, is not analogous to the case of the gold 
tooth. It is the apparent analogy, and again the lack of analogy, between these 
cases which causes our trouble. And it is this troublesome feature in our 
grammar that the realist does not notice.’ (BB: 49; cf. also PI p. 224'“).

The lack of ‘surveyability’ in our use of words is clarified by Wittgenstein 
with a distinction between ‘surface’ and ‘depth’ grammar. On the surface is 
that part of the use of a word ‘that can be taken in by the ear.’ But the depth 
grammar of a word, say ‘to mean’, cannot be ‘surveyed’ easily, perhaps not at 
all (PI §664; cf. also § 122). (Chomsky’s attempt in TTGG to co-opt Wittgen 
stein’s depth and surface grammar with his own very different ‘deep and suifac^ 
structure’ indicates a superficial reading of Wittgenstein, a matter whose con
sequences for linguistics are worth exploring).

Wittgenstein presents an analogy between a symbolic machine with a 
movements predetermined and the realist view of word meaning. A real, 
machine can have its parts modified, its functions totally changed, during 
course of its operations. This is analogical to the ‘depth grammar of a "

rd:

the realist view sees but the surface grammar.(Cf. PI §§ 191-194).

Abbreviations
Chomsky: 
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PKF
SS
RR
TTGG

Aspects of the tlicory of syntax, 1965.
Problems of knowledge and freedom. 1971.
Syntactic structures, 1957.
Rules and representations, 1980,
Topics in the theory of generative grammar, 1966.
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Some Problems of Homonymy

L. Cseresnyesi, J. Hidasi
J.ATE Vniversity, Szeged Foreign Trade College, Budapest

I

The purpose of our paper is to summarize certain current views of 
’■ering the spoken 

and/or the written substance of language. Homonymy and other lexico-semantic 
terms make up a single terminological “Bedeutungsfeld” with a considerable 
history^*. As a common term in Renaissance logic, homonymy was defined bv 
T. Wilson (Logic, 1551) as the “doubtfulness of one word, when it signifieth 
diversely”—a statement not easy to interpret. Whether tokens of the same

lio/nonymy, conceived as a formal identity of lexical items cov

phonological shape are grouped under one or Jnder more lexicological types, 
the procedures we adopt are the same; intuitive judgements are made about 
the (dis)similarity of meaning, whether we establish a single entry for, say, HOT

luater-bottle,-— Mexican food,—' music, ~ watch, — number), or, though it is 
less often stressed, when establishing several entries for e.g. PLAIN {^s, 
— fabric, —talk, —and purl). The type-token problem in lexical semantics' 
cannot be sidestepped by discarding polysemy and using homonymy as an over­
all term. The theoretical distinction between homonymy and polysemy, which 
has attracted a great deal of attention, is a minor quibble beside the major 
issue of the identification of linguistically relevant semantic units (meanings, 
homonymic sets).

Breal defines polysemy as a process of constant multiplication of meanings 
(“valeurs”) in language use(2>, and Weinreich reveals, in fact, the vulnerable 
point of Brial’s definition, infinite polysemy, in his criticism of KF’s semantic 
theory<3). Katz dismisses the alleged possibility that the differentiation of sub 
meanings can be infinite: the dictionary is supposed to be the reconstruction

.1
■I

the other hand.
of an aspect of the speakers’ finite semantic competence; on
Katz claims that Weinreich has failed to make the important distinction be-

tween semantically irrelevant referential features and genuine semantic con-

siderations, though, he admits, the line is hard to draw**’. At present, 
neither a broad theoretical' basis, nor practical procedures for the dehnu 
of relevant semantic units, and we are in need of a principled concept!^ 
homonymy and the related lexico-semantic terms (polysemy, synon}in). P

practical procedures for

have

of
laiO'

nymy, antonymy, hyponymy).
Homonymy is said to bear on the communicative efficacy of language. 

sequently, it is supposed to be an important factor inducing language c ° 
The generalization that homonyms tend to be self-destructive is based ^^'^[¡(jii 
assumption that linguistic change does not occur irrespective of commuu* 
needs. A clear statement of this view wn« fii-st mnde Hv T.akobson**'* andwas first made by Jakobson

904
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counterpoint to the Saussurean concept of sound change, claiming that 
has a teleological!therapeutic nature. Although it is clear that basic 

” s of structural lexicology are, in fact, teleological (“functional pull” in 
'^’^rding/differentiating synonyms, filling lexical gaps), we have no reason to 

i ■ e that the teleological criterion forms a safer background to the study of 
structure, than to the- study of sound change. Almost certainly, teleology 

principle, but a variable (with values 0/1) to be considered when 
vestigadi^S language change. In a computerized study of homonymy in 

' Iish<®b based on the material of five dictionaries, an exhaustive list of 
homonymic sets of monosyllabic entries was compiled. About half of the 5757 
homonymous items was involved in at least one homonymic set. Despite these 
figures, it is possible to defend the traditional concept of homonymic collision 
arguing that formal identity does not necessarily involve an excess of mutual 
interference, if the partners pertain to different word classes or distant varieties 
of the language, incapable of occurring in identical contexts. On intuitive
grounds, however, this explanaxion accounts for a fragment of homonyms only 
and we have no way of proving the teleological factor against actual cases of 
semantic interference, both being unknowns in the same equation. Assuming 
the case to be real, we would be able to analyse diachronic processes, if we knew’ 
what relevant semantic properties compete in a clash. A promising attempt to 
establish exact criteria for identifying and rating homonymic clash was made 
by Japanese linguists using a corpus of 48,000 words’^’.

Another problem is that universal rules of homonymic interference can 
hardly be established, as the communicative significance of homonymy is prob­
ably not independent of the phonotactic freedom and the writing system of 
the language in question, e.g. homonymous forms are more likely to occur in 
Mandarin Chinese where the total of morphs only amounts to about 1400, or 
*r> Japanese where Chinese readings of kanji (kango), forced into the Japanese 
phonological system, resulted in an enormous number of homophones, cp.
Occurrences of shô'hô (31 entries), shoko (46) or kôshô (85) according to Nihon
^^okugo Daijiten.

In a recent study Malkiel<®> argues that speech communities adopt four 
taracteristic patterns in the event of a homophonic clash: maintenance, elimi- 

lexical split (semantic polarization) and merger. The classification has 
t«/i ^tcplanatory nor predictive power, neglecting answers to questions of 

'^^y- And again, it is extremely difficult to interpret concepts 
Us^ polarization or merging, the latter “producing a third word,
*he\^ extended semantic ambit”. How can the statement that the senses of 

adjectives light have become contiguous over a shared semantic
’mbit”

'“I'ght 
"hich

L —Id

L
be (dis)proved? A par excellence; example of contextual interferenceice; exa 

degre 
t? He 
:■ h/A 
re ‘va.

to be polysemy(8>, or is there a 
.homonymic clash ceases to exist?

tlifferentiation of synonyms (e.g. . 
Latin aware ‘love’ and aestimare

of semantic similarity beyond;ree
.ow can a parallel between the

heave) be shown? The descend-
lue, esteem’ show an oft-quoted
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morpho-syntactic convergence in French, usually explained as a case of sem 
attraction. However, semantic interference as following homonymic coincid ****' 
will not necessarily be thought of, if the instances of formally conditioned 
vergence (in defiance of regular sound change) are considered—as described'^*' 
Coates’^^>. Coates proved that three lexical items of nearly identical phom 
shape, but rather dissimilar in meaning (‘beam, pole’/‘adze’/‘thistle’) develo 
identical forms over two or three of these senses; German Deichsel (va^ 
Dechsel ‘adze’), Dutch and Afrikaans dissel, Frisian tiksel, Swedish tislel

by
letic

We 
have no way of judging the significance of semantic (vs. phonetic) factors ' 
any of the cases mentioned.

We may also challenge the view that similarity of meaning might be a 
decisive factor. In a dialect study by Kolb<ii> the case of English sun and son
is reconsidered. Although these items have been homonymous in large parts 
of England, certain dialects have eliminated this “irksome” homonymy, either 
by lexical replacement or by a secondary differentiation in vowel or initial 
consonant. Furthermore, some English dialects have retained the OE verb 
erian^ear ‘plough’, while the obsolence of the verb in standard English is 
usually explained by a homonymic clash (with ear ‘ripen’<-car/of a corn/, and, 
probably, ears, hear). What is responsible for these differences? What is re­
sponsible for “delayed timing”, i.e. the maintenance of homonymy over a 
long period, as in the case of the ME homonymic collision of OE lettan ‘hinder’ 
and láétan ‘allow, permit’? The supposedly extinct sense occurs in Hamlet’s 
warning to those who try to prevent him from following the ghost: "Unhand 
me gentlemen .. .1’11 make a ghost of him that lets me’’ (1. 4. 84). The earlier 
loss of one member in each of the following pairs would suggest that compara­
tive delay may be connected with the antonymy of the partners, cp. OE helanf 
hielan ‘cover, hide’/‘heal, cure’ or herianfheran ‘praise’/‘hear’-»MoE heal, hear. 
Another possible inference that may be drawn is that timing as putative evid-
ence for homonymic loss is highly unreliable and uncertain.

However, we may rightly assume the existence of homonymic clash, if the
area of lexical replacement is limited by an isogloss marking out the boun^’^ 

_________________ .1________ t___ •_ r__________ 1________ ________f__________________________________1 z^koniTP.of the region where homonymic forms have resulted from sound change. ---- 
of the stock examples of dialectological evidence: only those dialects of Eng 
have retained quean ‘whore’, where it is distinct from queen, i.e. where the

{/£:/-/e:/} —>/i;/ merger did not work; or the "Gascony case”, i.e. the ,d-
ants of Latin gallus ‘cock, rooster’ were replaced by obvious makeshifts in , 
where sound change would have rendered them homonymous with the r-refle*^

of cat tus ‘cat’<i2>. ofNevertheless, our concern has not been to (dis)prove the existence 
phenomenon homonymic clash, just to show that even the best proven in^t2^*.v,*ivfnivuuii nujnonymic ClUCiH, just to snow inai even inc uch nt-^
of homonymic clash are completely obscure and, in themselves, self-rete
just like a patient’s symptoms if we do not know the illness they indicate
so

----- - M |/UUVlll a ------ ---- <41^ tiVIL l&ix. - -------

they remain, until we have a clearer understanding of the interact!
¿1 ff

semantic properties on the synchronic plane.
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Hintikka: Different Kinds of Equivocation in Aristotle (Journal of the History of

/ Kefercnces
Î HinllKKa: uuiucin nmu» c»i. iij nii’iiuiJV (JOUIT
philosophy/L. Tarân: Speusippus and Aristotle on Homonymy and
Synonymy (Hermes/1978/.106.73-99); cp. Chap. 9 in J. Lyons; Semantics (Cambridge 1977V 
for 3 detailed discussion; ° ’ '
M. Bréal:(2)

(S)

Essai de sémantique (Paris, 1897), pp. 144-145;
U. Weinreich: Explorations in Semantic Theory (in: T. Sebeok,/ed/;Current Trends in 
Linguistics/1966/.3.395-477), p. 411;

<5)

L. L. Earl et al.:(6)

(4) J- J K»«= Semantic Theory (Harper and Row, 1972) pp. 59-60;
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1928/; Selected Writings, Mouton, 1962, pp. 1-2); revision; “Principes. . in SW pp. 218— 
220;

Statistics of Operationally Defined Homonyms of Elcnicntarv Words 
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1979/.55.1-36)
(9) R. J. Menner: Multiple Meaning and Change of Meaning in English (Language/1945/ 
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(10) W. A. Coates; Near-Homonymy as a Factor in Language Change (Language/1968/.44. 
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(11) E. Kolb: Sun and Son in England (English Studies/1979/.60.498-504)
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la France, pp. 121-131 (Paris: Champion, 1912) /or: T. Bynon: Historical Linguistics 
(Cambridge, 1977), pp. 186-190/.



A Lexical Entry for Function Words:
The Italian Preposition da
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The semantic part of a lexical entry consists of a set of senses. These senses 
are not completely isolated from each other; generally, there is some relation 
between two different senses. Since I will talk about the Italian preposition da 
I give the following example: da has a spatial sense in:

(1) Vengo da Milano ‘I come from Milano’
and a temporal sense in:

(2) Aspetto da ieri ‘I am waiting since yesterday’ 
but it is not an accident that the same preposition expresses just these two 
senses; rather, there exists a semantic rule:

(3) [+ spatial] — [+ temporal]
This rule is a universal, i.e. it belongs to the cognitive equipment of the 

human mind.
In Jackendoff 1975 semantic rules are discussed mainly in relation with

derivational morphology. They have the status of redundancy rules between
lexical items, similarly to the rules which link the form of the items. But in
his example smoke, he studies the same type of semantic rules within a single
lexical item. I will follow him in this respect and discuss not “separate but 
related lexical entries, but “separate but related’’ senses of one entry. As is well 
known, redundancy rules are not obligatory: languages may differ in the use 
they make of them. This is clear from the English gloss of my examples (1) 
_ ____ ] zn\ _ 1. • 1 1 - -- —and (2), which have from and since respectively, corresponding to two differen*^

* '' X о VVesenses of da. Now, not all senses of one item are linked in the same way.
have the following possibilities:
(1) Senses are linked by semantic rules of a general, language independent

» O ------- ------ 7 ----------Q-------Q- A .
nature to some basic meaning, i.e. a universal cognitive primitive. An exainp^^
is the source meaning of da.
(2) Senses have undergone an autonomous development by a process of seni3®
tic drift, similar to the process of lexicalization in morphology. E.g. the tyP® 
pendere da to hang on’, which develops the extent type of the source roeanioS 
in a vertical wav, while manv other hnoinorpc rhoose other wnvs of eXOreSSiii^_ ------------r...... /...............TTf'exoressioilway, while many other languages choose other ways o r 
the same content.
Ld d • “ “ "on-e’^istent basic sense. An example is the pla^^

‘I SO to a person’ and vado da d si these two senses, as seems indicated, invol*«*

disjunctive pair of conditions: the NP must indicate either a person

(3) Senses are linked to a non-existent basic

elves

908

1 or
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tion of side. The disjunction is an indication of a missing basic meaning,
. nable by eliminating the conditions: t’1 ------ ------------__

^^X'itfity, coihparable with one meaning of English by, which by the way
^'^ted in older stages of the language (see De Felice 1963)

Senses are completely unrelated: then we have pure homonymy. But cases

M-

this basic meaning would be

, (4)
(3) 
oil

are sometimes hardly distinguishable; the choice depends on decisionsand (4)
Pow far semantic drift can go without obscuring the basic meaning. 
For da, I would like to distinguish at least six different meanings: Source,

Proximity, Passive Agency, Characterization, Comparison and Destination, 
•here Passive Agency and Characterization may or may not be linked to Source. 

Source is the only full-fledged set of meanings; the other sets are limited and 
be seen as intrusions upon the domain of some other basic meaning.can

In the remainder of this talk I will discuss the source senses and give one
example of a non-source sense.

2. For. the representation of Source, I follow Jackendoff 1976, who assumes a 
basic predicate GO(x, y, z), which formalizes the movement (GO) of an object 

I (x, called the Theme) from a location (y, or the Source) to another location (z,
I or the Goal). The most concrete kind of movement indicated by GO is that of
j. a physical object from a spatial location to another spatial location: this is called

I the positional mode of movement (GO'pog„, where Posit is a feature ascribed to
the movement predicate). In order to be able to state most of the semantic 
relations which can be derived from spatial source, we need the following 
parameters:
(1) The dimension of the location, which distinguishes between

(4) 11 treno parte da Milano ‘The train leaves Milano’
(5) Il treno esce dalla stazione ‘The train leaves the station’
This distinction opposes a non-dimensional source (a point) to a dimen­

sional source (i.e. something that has an inside and an outside). The Italian 
preposition da ignores this distinction, which, however, opposes e.g. English
owt of to from.
(•■) The distinction betw.een movement and extent, which accounts for

(6) Siamo a 10 km dalla meta ‘we are 10 km from the goal’
Extent is the result of a previous or imaginary movement. Jackendoff 1976 

as a ‘hypermode’ of location.
' ) The distinctionf 00 distinction between concrete and abstract moving objects. Instances 

die latter are voices, looks, smells, etc. They are viewed in the same way as 
otijects which move along a path. The path is concrete in these cases.

The
^^’taiiçç
status 
hoiis,

distinction between concrete and abstract locations. Possession is an 
of an abstract location, which in^ackendoff’s model has a privileged

•'s a separate mode of location. Therfe are, however, other abstract loca-
such as control or power. 1 used c,

•q (De Boer 1981) for the sense of
«1 AVITHIN CONTROL to OUT OF

'erb
ft,

irol in my paper on the Italian
at go’, where we have a movement
CONTROL. We need something
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similar for combinations such as liberare da ‘to free from’.
The combination of abstract objects and abstract locations accounts

cases of movement of knowledge (e.g. imparare da ‘to learn from’). The

Word Sen,“’»tic,

dist'^'^^ 
tion between space and time is another case of concrete versus abstract loc 
(5) The distinction between concrete locations and events considered as^lo°''' 
tions. This distinction explains a case like

(7) Mi astengo dal fumare ‘I refrain from smoking’ 
which can be construed as ‘I keep away from (I smoke)’ 
(6) The configuration of the path. Not all movements have a path, the 
celebrated case being Galilei’s dictum:

(8) Eppur si muove ‘And yet it moves’

most

Similarly the path can be absent in the type of movement expressed b 
verbs of detaching or separating, which can be seen as a movement from .x to 
not-x without intermediate stages. When a path is present, it can be defined 
by one location, as in:

(9) passare dalla porta principale ‘to pass through the main door’
What is interesting in this case, is that Italian uses the ‘source’ prejiosition 

by a semantic rule which consists of ignoring the feature [+ starting point], 
normally associated with [+ path] in the source meaning. Thus we have an
example of a new sense, which intrudes upon a notion more often expressed
by prepositions of the through type.

The path can also be defined by two locations, which coincide with the 
source and goal of the movement.

Finally it can be defined by an ordered range of (mostly abstract) locations.
as in counting or in the passage from one rank to another e.g. in military life.
The source and goal coincide then with determinate locations within the range 
of possibilities, which is given independently, e.g. by the meaning of the lexical 
items concerned. I mean by this that in

(10) essere promosso da tenente a capitano ‘to be promoted from lieutenant
to captain’

the path consists of the whole system of ranks, but the source and g’oal of the
movement only of the ranks mentioned explicitly. If the path is temporal, th* 
case accounts also for examples like cominciare da NP ‘to begin with N'P

3. The senses which are not explained by the parameters discussed up to 
are those which are usually labeled as ‘origin’ or ‘cause’. Some example5 a

(11) Il bambino e nato da genitori ricchi ‘The child is born fioi»»

, 110"'' 

are:
rich

parents’
(12) I suoi mali vengono dal fegato ‘His ailments come from the live»' 

.•eii»e»>‘’1 propose for the analysis to introduce another kind of abstract nio' 
called the causative mode, which expresses the transition of objects from
existence to existence. An example would be

(13) GO,

IlOO'

(AILMENTS, LIVER, z)
where the unspecified goal is to be interpreted deictically as ‘this

Cause rid' of
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.ething similar.
— is leads me to some remarks on the notion Cause. I think we should

0-
5«'«' .

This
sharply

distinguish between at least three different notions:

(1)
j4g£nt, as in

Paolo viaggia da Milano a Roma ‘Paolo travels from Milano to Rome’

(2)

(14)The Agent is the person "which acts deliberately. 
Causative Agent, as in

(15) Paolo manda Giorgio a Roma ‘Paolo sends Giorgio to Rome’
f usative agency is an argument of a causative predicate, as in 

' (16) CAUSE (PAOLO, GO (GIORGIO, y, ROMA)
-phe distinction between Agency and Causative Agency liberates us from

as Paolo causing his own journey by doing it deliberately.absurdities
The causative made of location, as treated before.(3)

4 One of the most frequent uses of da is Passive Agency. It accounts for 
approximately one third of the cases in my corpus. We should note, however, 
that it is not a semantic, but a syntactic category. It has the same range of 
semantic interpretations as a subject. Thus the term ‘agency’ is a misnomer; 
it should be replaced by a syntactic notion like demoted subject. Although this 
category is fairly common in the world’s languages, there does not seem to be 
any specialized preposition for it in any language. This means that it is not 
among the basic relation-s such as Source, Goal, Comitative, etc., but it is a 
typically derived relation. The lexical means which indicates the demoted 
subject is different for each language, but there are some preferred candidates, 
among which the source preposition and the path preposition. This means 
that for Italian there is a semantic rule which links the semantic notion of 
source to the syntactic notion of demoted subject of the verb.

a- Among the non-source senses, I mention only one, namely the type
(17) Il ragazzo dai capelli neri ‘The black-haired boy’
It expresses the notion of characterization, that is identification of an object 

) means of a particular sign. The same notion, however, can be expressed by
1 propose to consider the characterization sense of da as a highly marked 

Use, ■intruding upon the domain of con, with the following arguments:
-t is always possible to substitute con for da without rendering the sentence 

anomalous.
(2) The

0) It

(18) [ 
It is nr

syntactic use is very restricted: the only possible frame is
_def. art. N A]

Co possible to omit the article (unlike what happens in its Spanish
5Ç '^^^P'li't), nor to omit the adjective. Adding a locative phrase renders the 

^^nce unacceptable, cf. \
(19) «

''’¡th

Addi

teaa11 ragazzo dal cappello nero in teaa ‘The boy with the black hat on
his head’
con all these things become possible.
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(3) The choice of the preposition is language specific, cf. French d, Spanj,
and Portuguese de. Moreover, only these four languages have the constrr - ”

1
'»tic,'’“'ic,

1

Germanic languages and Rumanian have only the equivalent of con. '«Ctiotl;

This sense can possibly be linked with the causative source in
(20) Lo riconosco dalla voce ‘I recognize him by his voice’ in which la 

is also a sign, but the semantic rule would be very marginal and have ;
input a sense which in itself is already marginal within the set of source its

so that it is not very clear what is to be gained by linking it to the source 
instead of setting up a homonymous meaning.

' senses, 
notion,

In the 15 minutes allotted to me I have only been able to give a very sketcl 
outline of the kind of research I am conducting with respect to the description 
of the meaning of prepositions. I hope nevertheless that I have been able to 
show some differences with other approaches. First of all, contrarily to struc­
turalist approaches, I take seriously the set of senses we find in dictionaries, but 
I concentrate on the semantic rules which link the single senses, while generally 
the links are taken for granted. Secondly, I have no a priori need for a general 
meaning, or Gesammtbedeutung, covering all senses: on the contrary, if the link 
is not clear, I prefer assuming more meanings. Thirdly, not all the senses are 
on the same level: there is a hierarchy among them, dependent on the number 
of semantic rules involved, and there is a distinction between senses integrated 
in a basic meaning and marginal or intrusive senses. Finally, since I insist on 
the language independent nature of the more general basic meanings and 
semantic rules, I hope to offer a basis for comparison among languages.
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I

The purpose of the present paper is to make a sort of parallel classification 
of onomatopoeic expressions in Japanese and English in terms of the four 
degrees of lexicalization, and at the same time to state the co-occurrence of the 
Japanese particles, to, ni, da, and no, with regard to onomatopoeias.

I. Four degrees of lexicalization
(a) Nonce words (Degree 1)

Onomatopoeic nonce words are created for an occasional use and it is usual 
that they are not found in the dictionary. Each of them describes a unique 
situation, e.g., in English, boozle, chu-chu, zzzm, etc. and in Japanese, bakyuun, 
gachoon, mowa-mowa, run-run, etc. Such expressions are widely spread through­
out our daily conversations, comic strips, and advertisement. Very few of them, 
however, survive to establish themselves as regular linguistic forms.
(b) Onomatopoeic words proper (Degree 2)

These words constitute onomatopoeic expressions proper, w’hich describe the 
phenomena ranging from physical sounds to figurative manners of actions or 
mental states. They are usually found in the dictionary, but in almost all cases 
they lack grammatical inflections. The Japanese language abounds in this type 
of wotds.

To cite only a few from animal cries, we find in English bow-wow, baa, and 
^ock-a-doodle-doo and in Japanese wan-wan, mee, and koke-ko’koo as their

t

counterparts. As fur
position of

as these expressions are concerned, in Japanese the juxta-
an onomatopoeic word, the quotative particle to, and a verb is the 

commonest pattern, e.g., ‘Inu ga wan-wan to naku,’ ‘Hitsuji ga mee to naku,’ 
®od Niwatori ga koke-ko’koo to naku.’ In the English language, on the other 
band.‘A 
be
sho^

more lexicalized expressions, e.g., ‘A dog barks,’ ‘A sheep bleats,’ and 
t^ock crows,’ are considered central, and their onomatopoeic versions tend to 
mther peripheral. Notice in English a specific animal has its own verb to

®SSOci
Its cry, while in Japanese it is onomatopoeic words that are directly 

t^^ted with respective animals, with the neutral verb naku attached to them.’•> P.WÍally and fully lexicalized words (Degrees 3 & 4)The English language has such group of w’ords that are etymologically 
‘‘topoeic and are more or less lexicarized enough to be inflected. This 

le one that contains those words fully 
e.g., chatter, scream, whistle, etc.\(Degree 4); and the other that 

those words which still retain something of the onomatopoeic tones.

L k . P II, ^’‘‘ca

English language has such grou]

further falls into two subgroups; the 
‘calized. e.g., chatter, scream, xvhistle. (Degree 4); and the other that

913
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e.g., bang, crash, plop, etc. (Degree 3). To be more precise, the latter gj.
could be ranked between degree 2 and degree 3, because this group of words
be used in quoted forms, such as "Bang!”, "Crash!”, and "Plop!”7"

Word Serti; 1 
‘»«Itiç, 

n-r,.
'p

eau
A similar distinction can be made in Japanese. In the case of degree 3 wortj 

the combination of onomatopoeic elements and the verb -suru is so tight th 
normally the quotative particle to is not inserted between them, and the -,c 
part is inflected as a verb. Examples are: bi’kuri-suru (be surprised), ga’karis 
(be disappointed), u’kari-suru (be careless), etc. The degree 4 group consists
such words as odoroku (be surprised), sawagu (make a noise), sosogu (pour) 
They are fully lexicalized as a verb; therefore, as is often the case with

of

onomatopoeias at this level, few of the native speakers realize that they 
etymologically sound imitative.

the 
are

II. Occurrence and non-occurrence of the Japanese particle to
(^y Occurrence of to

The principal function of the Japanese particle to is to indicate that its 
preceding part is a quotation. So to goes not only with the quoted speech in 
direct narration but also with onomatopoeias, the combined forms functioning 
as adverbials. As to the latter, it is pointed out that some occurrences of to are 
obligatory and others are optional, of which we can tentatively set up the 
following rules.

i) To is obligatory after the words ending with /Q/, /'N/ (Japanese moraic
phonemes, represented here phonetically as [’], which occurs between
vowels and consonants as [V’C], and is identified with the following con­
sonant, in this case [t]; and [n.], respectively), or after long vowels.
Examples: basa’, do’, gyu’, kiri’, mu’, pa’, so’, etc. + to

ban., den., gan., kichin., pon., ton., tsun., etc. -b to 
gaa, gee, gii, goo, guu, gyaa, gyuu, etc. + to

To is also obligatory when /Q/ occurs between identical syllables. as in:

ii)
ka’ka, sa’sa, se’se, pa’pa, etc. + to

If the words ending with -ri do not take the reduplicated form nor contain 
either /Q/ or /N/, to is obligatory as in: darari to tareru (dangle), karan

iii)
to hareru (clear up), porori to koboreru (trickle down), etc.
To is optional either when the words follow a certain phonological pattern 
which is typically identified as onomatopoeic, such as reduplication, 
chibiri-chibiri (to) nomu, kusu-kusu (to) warau, etc.; or when the 
contain /Q/ or /N/ at the non-final position and also end with -n-

or when the

example, po’kiri (to) oreru, bon.yari (to) mieru, etc.
series of words with both obligatory and opti®Thus we have the entire

occurrences of to.
bata’ to, batan, to, batari to, ba’tari (to), bata-bata (^1For example:
taoreru
(fall with a thud, or fall one after another) 
putsu to, putsun. to, putsuri to, pu’tsuri (to), putsu-p^
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(to) + kireru (snap off, or be cut into pieces)
tí-

jjakthi

the 
the
might
the 1 

1

jn spite of the slight differences, stylistic or others, which might exist in 
series, we are inclined to classify all these into degree 2 words, regarding 
forms with to as more general, therefore unmarked, ones. This position 

• further be supported by the obligatory occurrence of to, when we operate 
"ost-posing transformation^’ to the words with optional to. ~
I a. Rare wa chibiri-chibiri (to) sake o nomu. (He enjoys drinking sake

Compare:

2

3

4

little by little.)
b. Rare wa sake o nomu chibiri-chibiri to.
a Kanojo wa kusu-kusu (to) wara’ta. (She giggled.)
b. Ranojo wa wara’ta kusu-kusu to.
a. Rinoeda ga po’kiri (to) oreta. (The branch of a tree broke with a 

snap.)
b. Rinoeda ga oreta po’kiri to.
a. Fune ga fcon.^iari (to) mieru. (The ship is seen dimly.)
b. Fune ga mieru bon.yari to.

(b) Non-occurrence of to
As stated earlier, the Japanese language has a special type of combination

of onomatopoeic elements and the verb -suru, e.g., bi’kuri-suru, ga’kari-suru, 
u’kari-suru, etc. The cohesion in these words is so tight that the construction 
cannot be separated by the particle to. The post-posing transformation, therefore, 
generates ungrammatical sentences.

5

6

7

a.
b.
a.
b.
a.
b.

Watashi wa bi’kuri-shita. (I was surprised.)
•Watashi wa shita bi’kuri to.
Rare wa ga’kari-shiteiru. (He is disappointed.)

•Rare wa shiteiru ga’kari to.
Anata wa u’kari-shiteita. (You were careless.) 

•Anata wa shiteita u’kari to.
So far as this group of degree 3 words is concerned, the onomatopoeias with 

optional to (cf. Il-a-iii) are combined with -suru. The combination of onomato­
poeias with obligatory to (cf. Il-a-i &: ii) is also possible. Examples:

8
9

10

a. Watashi wa biku’-to-shita. (I wai startled.)
a- Ranojo wa tsun.-to-shiteiru. (She is proud looking.)
a. Seikaku ga karari-to-shiteiru. (He is straightforward.)

th the particle to is obligatory in the above -suru forms according to
rules stated in Il-a-i & ii, yet the cohesion, being as much tight as the caseWith optional to, the post-posing generates ungrammatical sentences.2’

Actually, not only the post-posing transfprmation but also the pre-posing transformation
®PPlicable

^Pecialiv ir "

as fk " ------------problems of topicalizatioi
2^ further elaboration in connection witn\ the positional shift of onomatopoeias.

‘Siirii fornn« hpri» fiinrtinn n« T-l-sfnHvpT ivprbs. T-Towpvpr. if wp use onomatODC

to these sentences to fortify our a ¡ument. Yet in some of the example sentences,
y in 8 ancl 9, the application of the pre-posing transformation yields somewhat different

The phenomena, we presume, might be explained from another point of view,
in and subjectivization in Japanese. This, however, would

-Sinti forms here function as [-(-stative] verbs. However, if we use onomatopoeic
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I

8
9
10

b. ‘Watashi wa shita biku’-to.
b. •Kanojo wa shiteiru tsun.-to.
b. ’Seikaku ga shiteiru karari-to.

III. The alternation of the Japanese particles, to, ni, da, and no
Unlike the quotative particle to, onomatopoeic words with the particle ni 

indicate the results of actions or mental states presented by the verbs which 
they modify. Compare:

11

12

13

Byoonin ga fura-fura (^to) aruku. (The patient is walking unsteadily) 
b. Senshu ga fura-fura ni tsukareru. (The player is exhausted.)
a.

exhausted.)
a. Kazaguruma ga kara-kara (to) mawaru. (A pinwheel is whirling in 

the wind.)
b. Nodo ga kara-kara ni kawaku. (I am very thirsty.)
a. Pisutoru o pan.-pan. (to) utsu. (He shoots a pistol with a bang.)
b. Kaban ga pan.-pan. ni fukureru. (the bag is filled with things.)

Here the particle ni is obligatory even with the reduplicated forms. This 
kind of ni can, in turn, be replaced by the predicative da (or desu, dearu) when 
the onomatopoeias and the verbs are permuted, and te (л connective indicating 
the cause-effect relation) is inserted between them, as in the following sentences.

11 c. Senshu ga tsukare te fura-fura da.
12 c. Nodo ga kawai te kara-kara da.
13 c. Kaban ga fukure te pan.-pan. da.
These da can then be replaced by another particle no, with the function of 

adjectives modifying the nouns that come directly after them.
11 d. (tsukare te) fura-fura no senshu
12 d. (kawai te) kara-kara no nodo
13 d. (fukure te) pan.-pan. no kaban
The pitch patterns in these constructions are normally high-low with Ю 

forms, and low-high with the rest.

The present research is by no means complete and far from being exhaustive. 
There are a number of fuzzy instances, and exceptions are not difficult to fin^i- 

elements with ordinary verbs of action, then fo is obligatory in the final positions, ononiato 
poeias in this construction belonging to degree 2. Compare the following pairs:

1 a. 
b.

2 a. 
b.

3 a.
b.

4 a.
b.

5 a. 
b.

6 a. 
b.

Kare wa kose-kose-shiteiru. ( 
Kare wa shiteiru kose-kose to.
Kare wa kose-kose hataraku. 
Kare wa hataraku kose-kose to.

(He is fussy about trifles.)

(He works restlessly.)

Kanojo wa a'sari-shiteiru.
•Kanojo wa shiteiru a'seti to. 

Kanojo wa a’sari hakujoo shita. 
Kanojo wa hakujoo shita a’sari to.

(She is frank.)

(She confessed frankly.)

Kanojo wa kichin.-to-shiteiru.
•Kanojo wa shiteiru kichin. to.

(She i.s neat.)
^rdfr-)fl:

1
I

JKanojo wa kichin. to heya о katazuketa.
Kanojo wa heya о katazuketa kichin. to.

(She put the room in peifect



t we hope we have been fairly successful in illustrating a common framework
which both Japanese and English onomatopoeias can be put in contrast.
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in Another point we should like to make here is that in Japanese the ono-
jjjatopoeic expressions are not peripheral but constitute an essential portion of 
the language. In general, Japanese people do not regard it as childish, un- 

or informal, to express their inner or outer world in onomatopoeiceducated
terms. This is partly proved by the fact that, in degree 4 group, the juxtaposi­
tion with degree 2 words occurs quite naturally in Japanese^, e.g., ha’to odoroku

taken aback), gaya-gaya (to) saivagu (make a racket or chatter noisily), 
ta’puri (to) sosogu (pour amply), etc., whereas in English such redundant expres- 

*The (log barks bow-bow and *The sheep bleats baa, are not permissible.sions as

Further problems
.Among the tasks which are left for us to perform, the most basic is the one 

to sort out onomatopoeic expressions both in Japanese and English according 
to the four degrees of lexicalization established in this paper, and to see how 
valid our hypothesis might be, though fairly wide spectrum of variation could 
be expected among native speakers. The rearrangement of onomatopoeias, 
especially in Japanese, in terms of selectional features, is another difficult but 
worthwhile subject. Here again, the problem of systematic treatment of the 
semantic features and their overlap in each onomatopoeia might remain tough 
with us.

I, however, should like to conclude my presentation by referring to a paper 
written by a Korean linguist, Kong-On Kim. In his paper entitled “Sound 
symbolism in Korean,” the author asserts, quite contrary to the traditionally 
accepted view, that “/a/ is associated with smallness and /i/ with largeness.” 
His argument is tenable so far as the onomatopoeic data presented are concerned, 
and the native check with three Korean informants, one in Hawaii and two in 
the campus of tlje University of Kobe, proved in the affirmative. But strange
enough, the results of the questionaire on sound symbolism show that the same
i^orean informants give a unanimous response which accords with the tradi-
tional view'll. This contradictory reaction is unexplainable unless we set up

The juxtaposition of the degree 2 and 3 words is also possible in Japanese. For example: 
<'lio'pir! (to) (n little bit) + bi’ktiri surti, gn'ktiri-siiru, u’karistirii, etc.

Thus, the higher level of lexicalization of the -stirit form is confirmed, though the degree
"urds which occur in this construction are limited to the onomatopoeias denoting degrees.
■^) The questionaire is based on t’emiira (1965), which consists of five items concerning 
^'ge or small 'small or large,'square or round/bright or dark /male or female.” Here listed are 

■ noiispn.« ------1- _£ i— ---------1„ ,he following
go or small 'small or large,'square or
nonsense words, of which, taking gtiltilo, geh'lo, gitilo, for example, 

’'^'dts with regard to the question of ‘ large or small.”
we

gatálo 
getélo 
git 11 о

lYmura (Japanese inform^Tis) Kakehi (Non-Japanese informants)
I 

78% 
19% 
3%

II 
84% 
12% 
4%

90%
7%
3%

Korean informants arc among the of (Jie people wlio marked gattilo as "large.
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the zero degree of lexicalization, i.e., the level of such nonsense words

1Iticj

in the questionaire. So the reexamination of the universal tendency of 
sound symbolism in terms of the degree of lexicalization would be necessa 
Especially, the clarification of the relationship between degrees zero, 1,

the
'ry.

with enough attention to the sound system of the respective languages, 
be the central concern of our next investigation.

and 2 
'vould
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Lexical Semantics in Montague Grammar

Susumu Kubo
, Matsuyama University, Japan

I

The aim of this paper is to develop a possible mechanism for the analysis of 
lexical meanings in the framework of Montague Grammar. Traditional theories 
such as componential analysis, or generative semantics are not adequate candi­
dates for the description of lexical meanings, since those approaches do not у 
have any device to assign semantic interpretations to lexical items. As David I' 
Lewis (1970) claims, semantics without any treatment of truth condition is not
semantics. In the past, Montague grammar was not a possible candidate either.
since most Montague grammarians were rather reluctant to expand the PTQ 
framework to incorporate analyses of lexical meanings into it. Richmond 
Thomason (1974) claims that we should not expect a semantic theory to furnish 
an account of how any two expressions belonging to the same syntactic category 
differ in meaning, since the making of a dictionary demands considerable 
knowledge of the world. Thus, in traditional Montague grammars, lexical items 
except proper nouns and logical words translate into numbered or indexed non- 
logical constants in intensional logic. As you see in the table below, logical 
words such as be, necessarily, every and a(n} are represented by using lambda 
notation, and non-logcal words of the categories IV, CN, and TV are represented 
by primed expressions which are usually used in place of numbered expressions. 
Here, we have to note that lexical items of the same syntactic category are 
assigned the same semantic type. In other words, there is no way except indexing 
to make a semantic distinction between IL-expressions of the same semantic 
^ype. Moreover, although the indexing device guarantees the interpretation of 
^■expressions with respect to a given model, it does not reflect what we know 

concerning the semantic distinction between two lexical items.

expression 

run, 
^'vitn, dance

CATEGORY
IV

1 hoi
I kill
В be

Чес 
^very

cat, 
'’Wse, zebra 
Ehl, love

“ecessarily

CN

TV 
TV 
t/t

TRANSLATION
walk', run', 
swim', dance' 
dog', cat', 
horse'x zebra'

SEMANTIC TYPE

kill', lo\

ЛР ^QA 
xP aQv

y]}

;[it{x}-.Q{x}] 
:[рЫ fe Q{xl]

<<s, f(T)>, £(IV)>
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Asa Kasher (1975) argues that the traditional PTQ grammar should be rev' 
so as to let it be an empirically adequate framework for describing natu^^*^ 
languages and claims that we have to capture in the theory the differen 
between the two lexical items. David Dowty (1979) tries to capture lexical 
meanings in terms of lexical decomposition. However, his primary concern ' 
the treatment of logical words and he is reluctant to the analysis of non-logicai 
words. In what follows, we would like to sketch our system for the description 
of both logical and no-logical word meanings, based on the philosophy that a 
lexical meaning of a word can be described without knowing its total concepts

as to let it be an empirically adequate framework for describing

II

Let us briefly explain how our system is organized. Our system is composed of 
the set of basic expressions consisting of, what we call, accessible partial expres­
sions which are similar to but more complex than traditional semantic features 
compositional morphological rules which combine accessible partial expressions 
to make larger accessible partial expressions in “bottom-up” fashion, and 
semantic rules which are the translation rules of their corresponding mor­
phological rules. The general form of compositional morphological rules is 
given in (1), where a and b are accessible partial expressions. A, B, and C are 
morphological categories, and F, is one of the following operations: concatena­
tion, conjunction, and disjunction.

(1) if a e A and b e B, then Fi(a, b)gC.
The general form of semantic rules is given in (2), where a' and b' are acces­
sible partial concepts which are the translation of accessible partial expressions.

(2) if a and b translate into a' and b' respectively, then F, (a, b) translates 
into a' (''b').

Accessible partial expressions shall be determined in terms of the examination 
of sentences such as the following.

(3) a. When a person is walking, there is such a moment that both of

b.

c.

feet are on the ground.
•When a person is walking, there is no such moment that both o 
his feet are on the ground.

•When a person is walking, there is such a moment that both of

d.
feet are off the ground.
When a person is walking, there is no such moment that both of

(4) a.

b.

c.

his feet are off the ground.
•When a person is runnng, there is such a moment that 

feet are on the ground.
When a person is running, there is no such moment that 
feet are on the ground.
When a person is running, there is such a moment that 
feet are off the ground.

both of bi’ 

both of bi’

both of 1»'*

d. •When a person is running, there is no such moment that 
his feet are off the ground.

both
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Sentences in (3) and (4) assure us that the difference between walking and

feet
depends on the existence of such a moment that both of a person’s 

are on/off the ground. Based on this observation, we count (4-BOTH

I

I
fEET BEING ON THE GROUND) as an accessible partial expression which toms a part of the .„.ernal structure of the verb, such a, waH or run l” S 
same way. we shall get sone other partial accessible expressions lor the'deirir, 
tion of motion verbs such as (4-BOTH HANDS BEING ON THE GROnS’ 
(+BOTH KNEES BEING ON THE GROUND), (+BOTH Bt^or^c 
being on the GRO_UND), _(+ONEB_STOMAci SnG o7 THE

GROUND), (¿-ONE’S BODY BEING VERTICAL), and (4-ONE’S BODY 
BEING HORIZONTAL). These accessible partial expressions shall translate 
into corresponding accessible partial concepts as shown in (5).

(5) 1. (-I-BOTH FEET BEING ON THE GROUND)'=APC1
2. (4-BOTH HANDS BEING ON THE GROUND) '=APC2
3. (4-BOTH KNEES BEING ON THE GROUND) '=APC3
4. (-I-BOTH BUTTOCKS BEING ON THE GROUND) '=APC4
5. (4-ONE’S STOMACK BEING ON THE GROUND) '=APC5
6. (4-ONE’S body BEING VERTCAL) '=APC6
7. (4-ONE’S BODY BEING HORIZONTAL) '=APC7 

where: APC’s are of the semantic type f(IV/iV).
Semantic types of these accessible concepts shall be determined by the relations 
given in (6).

(6) 1. f(t) =f(t) =t
2. £(CN) =£(CN) =f(lV) =f(lV) =<e, t>
3. For all categories A and B, f(A/B) =< s, £(B)>, f(A)>

Thus, the formal representation of the relation between the translation of a 
lexical item and its accessible partial properties can be shown as in (7). Here, 
■^PCn denotes set of individuals and those of other APC’s denote function from
the properties oi individuals to set of individuals.

(7) a.Axn[walk'(x)^(APClCAPCn))(x)] 
b. A X □ [run'(x)->( ~ APC1 (-'APCn))(x)]

(8)

c.Axn[walk'(x)-*(APC6CAPCn))(x)]
d. A xn [run'(x)->(7^C6(^APCn))(x)]
a. AxQ[walk'(x)->(P[APC 1 (P)''APC6(P)] ("APCn))(x)] 
b.Axn[run'(x)->(P[~APCl(P)''APC6(P)] (''APCn))(x)]

where: APCn = (4-MOVE) and of the semantic type f(iV).
dern'^'*^^ (7) gurantee that the partial lexical meaning of a lexical

be represented by set of accessible partial properties. (8a) and (8b) 
Itt ' conjunction of the meaning jposturates of each lexical item in (7). 

these devices, our system pas a set of redundancy rules which

‘^‘‘ion:

semantic relation between accessible partial properties and which 
the occurrence of accessible oartialX properties in the formal represen-occurrence of accessible par

a • A X A P □ [APC6(P)(x)-4. [ ~ APC2(P)(x)'A APC3(P)(x)^ ~ APC4(P)(x)(9)
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~APC5(P)(x)]]A

b. A X A P □ [APC7(P)(x)->APC 1 (P)(x)] 
c.VxVP[~APC6(P)(xf ~APC7(P)(x)], then
* A X A Pn [APC6(P)(x)-> ~ APC7(P)(x)]

Here, for instance, (9a) shows that if APC6 is in the logical form then APr 
APC3, APC4, and APC5 need not be in the logical form. (9c) shows that 
long as there is a case such that someone’s body is neither vertical nor horizontalSo
the complementary relation between APC6 and APC7 does not hold.

Ill

In this paper, we have shown how our system can determine the partial meanin 
of a lexical item. We have suggested that lexical semantics is not different from 
compositional semantics.

Notes:

1

a. Each accessible partial concept shall have its equivalent logical form. For instance

1

APCl(x) is equivalent to Vy[MOMENT'(y) 7xBOTH z[FOOT OF'(z, x)-»ON THE GROUND') 
(4]]-

b. What we call accessible partial concepts can be understood as what Karttunen & Peters 
(1979) calls conventional implicature. This shows that the notion of accessible partial concepts 
is independently motivated.
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I
A Sociosemiotic Approach to Contrastive Lexicology:

“BEAUTY” in English and French

Wolfgang Kühlwein
University of Trier, West Germany

Despite the large number of word-field studies on the basis of language as a
f^stem contrastive, cross-language lexicological studies have remained scarce 
though there is a g ’ ’ - ’ ’growing demand for them from both language typology and
foreign language teaching (cf. Kühlwein-Thome-Wilss).—In addition to pro­
blems inherent in any lexicological study (e.g. the definition of semantic primes), 
contrastive lexicological studies are facing two further problems: the question 
of tertium comparationis respectively the equivalence problem, and the question 
which linguistic models and procedures are suited best for language comparison.

As a consequence of the respective discussion we are witnessing a widening 
of the scope of contrastive research beyond the confines of systemic linguistics 
into two further dimensions:
(a)

(b)

into the investigation of language as knowledge via manifold associative 
experiments or via a re-interpretation of the findings of contrastive linguis­
tics from a psycholinguistic perspective which is supposed to lead to a 
conceptual basis for contrastive analyses instead of a formal/functional one; 
though we need not follow this latter approach to extremes one can look 
out for language specific conceptual strategies which account for the forming 
of concepts which interrelate with correspondingly differing language struc­
tures; the problem of a universal conceptual grid as tertium comparationis, 
however, remains unsolved—and the long history of onomasiological tradi­
tion IS telling us sad story in this respect;
into language as behaviour, setting out from the assumption that different 
languages are different emanations of different cultures; the core of this 
approach is the question of how people behave and what is expected from 
them in a given culture and ties in with Halliday’s sociosemiotic argument 
that we can only say what we can mean and we can only mean what we 
can do (wherein ‘do’ should be interpreted in a very wide sense beyond the
limited sphere of mere physical or social activities, however): for cross- 
language analysis this approach will ultimate^
of contrastive communicative performance.

have to include the study 
le sociosemiotic properties

AsL nsh
of language compared are in focus. \

an example we draw on BEAUTY (B) in Engnsch (E) and French (F)
^tricted to human beings). What should be found lut is

the general inclination or disinclination towards resp. against attributing
Or expressing B, i.e. its degree of importance in different cultures,

923
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(2) which sociosemiotic conditions must be met to assign B to somebody
different cultures: the way a person dresses, looks, bears himself/herself.

(3) the language specific possibilities to realize these constellations.

" ord Senji 1
tics‘^titles

‘y in

This paper will concentrate on (1) and (2); for (3), for methodology, 
statistical evidence of the corpus-bound empirical analysis cf. Nies. - and

The three most relevant criteria according to which B is assigned to
in both languages seem to be:
(a) semantic reference to clothing

persons

vs. body (P1-P2), (b) aesthetic judgment 
(P3-5), (c) non-aesthetic judgment (P6-11).
As a whole members of the F speech community are more generous in attri 
buting B to persons than members of the E speech community. In both
languages B is attested to females ($), considerably more frequently than to
males (3), but: the relation [-f-B] : [—B] equals 2:1 for 9 in E, whereas it is 4:1 
in F—and the only creature that ends up with a global dominance of [—B] is 
the 3 in E.
Pl, P2 [± well-dressed vs. ± physical appearance]. — F9 vs. E2: For the F9
adjectives which primarily refer to being well-dressed can at the same time more 
easily evoke the impression of physical B than E counterparts. The same 
tendency is evinced even more clearly by F adjectives primarily denoting 
physical B of a 9 when they come to be used for being well-dressed. — F S vs. 
Ei: for $ adjectives primarily referring to being well-dressed evoke the impres­
sion of good physical appearance also more easily in F than in E, but the 
difference is a slight one only; there is, however, a greater reluctancy in F than 
in E to use adjectives which primarily refer to physical B of the 3 at the same 
time for being well-dressed of the $. — It seems that on the whole the semiotic 
impact of good clothing is related more closely to that of good physical ap­
pearance in F than in E, in particular for 9.—F 9 vs. F $ : The a. m. association 
of good physical appearance triggered by adjectives that primarily refer to being 
well-dressed is stronger for 9 than for 3 in F. The analogous tendency is even
stronger with adjectives that primarily refer to physical B in F: They allow to 
associate being well-dressed considerably more easily for the 9 than the 3.

E9 vs. E3. In E adjectives primarily used to indicate a state of being well- 
dressed for the 9 may be used to refer to physical B just a little bit more easily 
t lan this is the case with 3; when it comes to the effect of adjectives primarily 
referring to physical B upon the associating of a state of being well-dressed 
well there is no distinction between 9 and 3 in E.—Obviously sex-specific*‘y

ns

plays a more important role in this respect in F than in E.
P3: Constitution [refined vs. coarse features}.—F (vs. E) is rather strongly i*’
dined towards attributing B-adjectives which primarily refer to 1 , 
ance on the basis of refined features; with coarse features, however, F tend®

towards attributing B-adjectives which primarily refer to clothing—whereas in
extent

:d
ine^

E B-adjectives which primarily refer to clothing are used to un equal
irrespective of refined or coarse features; on the other hand E is more inchnC
towards attributing B-adjectives which primarily refer to physical appeara'

I

1
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r

I de
, ^pite coarse features (with the exception of beautiful, however). Obviously
1 distinction refined vs. coarse features is more important in F.
L. (i- Perfection of appearance], P5 [±Harmony of appearance].—Both features 
3,-e more important in F than in E, especially as regards clothing-related B- 
adjectives; but: the chances of receiving body-referring B-adjectives are higher 
for a perfectly appearing person in E than in F, especially for the E3.

Age [± looking one’s age (mid-age)].—Altogether in this respect F is rather 
to the 9, E being somewhat more lenient with the 3, but harsh 

for a

generous
towards 2 who try to look younger than they are.
py-. Sexually typical appearance [± feminine/masculine looking],—For $: No 
sex-typicity, no B-adjectives in both languages; for 5 : distinctly 3 appearance: 
ea.sy evocation of B-adjectives primarily referring to the body in both languages; 
only slight evocation of adjectives primarily referring to clothing with E3. 
PS: Vanity [± intention to impress by a good appearance], P9: Warmhearted-
ness [± amiable, friendly], PIO Naturalness [± natural, unassuming vs. well­
groomed, cultivated], Pll: Seriousness [± serious, earnest vs. cheerful, serene]. 
—P8 is quite relevant for the F9 (ys. E5 and $); the impact of P9 and Pll is 
low in E and F, cheerfulness, however, scoring positively for the F S; as for 
PIO F reacts very sensitively towards both natural and cultivated for the 9.
Ranking of criteria.—The analysis distinguished B-adjectives which are “com­
patible” with both S and 9 from those which (largely) go with one sex only. 
The adjectives of both groups can be evoked by a far greater variety of features 
for the F9 than for anybody else. Within the “compatible”-group of adjectives 
even contrary features are found among the top ones for the F 9 like [-f- natural] 
and [— natural] or [-t- harmony] and [— harmony]. In E the attributing of 
these B-adjectives seems to follow a more clearly profiled image of the 9, 
"■hereas in F it seems to be much more strongly oriented according to the speci­
fic person concerned. Within the other group of adjectives psychosomatic 
features rank considerably higher for the F 9 than for the E 9. As for 3 
aesthetic features rank higher for the F 3 than for both the E 3 and 9.
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A Multi-Level Approach to Word-Formation:
Complex Lexemes and Word Semantics

Leonhard Lipka
University of Munich

.'b Complex lexemes differ in a number of respects from simple lexemes. Thes 
differences can best be captured by a multi-level approach to word-formation 
that describes analysable and more or less motivated lexemes and their creation 
and interpretation.

;ion I
I

In his classical book on English word-formation with the subtitle “a 
synchronic-diachronic approach” Marchand (21969:53ff) offers “a pattern for 
the description of composites” which distinguishes between morphologic shape, 
morphologic structure, grammatical deep structure, grammatical and semantic 
content, and what he called “type of reference”. By this term he understands 
“selectional patterns of information” relating complex lexemes to underlying 
sentences. Word-formation is thus regarded as pertaining to several interrelated 
levels.

More recent treatments by Kastovsky (1977) and Dressier (1979) go in the 
same direction. The former considers word-formation to be “at the crossroads 
of morphology, syntax, semantics, and the lexicon”, while the latter proposes
“a polycentristic theory of word formation” with basically the same “serai-
autonomous components” (1979:426). In the following it will be shown that 
even more levels and distinctions have to be taken into account and that only 
an integrated approach can capture all aspects of complex lexical items.

The levels and approaches to be recognized include six points:
1. An analytic and a synthetic procedure must be distinguished, and the

presupposes the former. The analytic view-point starts from a structured I

lexeme (e.g. theatregoer') and, by paraphrasing, arrives at an u: 
syntactic group or sentence. The synthetic method, often found in

inderlying

■^7 i ...------------ ----------—-— -

tive treatments, takes a proposition or sentence as the starting poiu jjj. 
someone goes to the theatre) and derives a reduced syntagma from it- ' 
tional semantic features have to be added in the process, such as [•+■ Ha *
with theatregoer, or [-f- Purpose] in writing-table, drawbridge.

2. A methodological seperation between synchronic and diachronic j 
absolutely necessary. The speaker has no historical memory. AlthoUg

is
the

essary. The speaker has no historical memory, /uiim'o. jjy 
is genetically derived from pedlar ¡peddler, synchro’^* 

_____ ,i_ • , r 1 - the .
verb peddle i
peddler is an agent-noun derived from the verb to peddle. On the ” 
hand, lexicalization and some aspects of productivity can only be exp* 
diachronically. The diachronic yield of certain patterns must, howevo*^’

can only be exP
;d I

be confused with the present-day creativity of ad hoc formations,
..............
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‘conteittuals’ (in the sense of Clark & Clark) and ‘deictic compounds’ (in the
sense of Downing).
“Morphologic shape” could be considered independently of meaning.

3.
ac-

‘noun + Í + noun’,cording to Marchand, by describing craftfs/man as 
pottfer as ‘noun-P suffix’ and refwrite as ‘prefix-P verb’. Obviously such a 
description in terms of morphemes and word classes alone, misses important
differences, such as those between crybaby and drawbridge (both V + N) or 
steamboat and girlfriend (both N N). Semantic aspects must be included 
in the description, as soon as we compare suffixes like -er in bak/er (Agent), 
blottfer (Instrument), sleep ¡er meaning ‘train with beds’ (Adverbial of 
Place). On the other hand, the following are all agent-nouns in spite 
of different morphologic shapes: grave-diggER, cut-throat0, car-THIEF, 
cook0 [where 0 symbolizes a zero-morphemej. In nominal compounds such 
as opera house, gunpowder, and baking-powder a common semantic feature 
[-P Purpose] can be established, but this, obviously, does not exhaust their 
semantic analysis.

4. The syntactic level is most obviously relevant in nominalizations, which ac- 
cordintr to Motsch, function as syntactic recategorizations. The examples his 
rapid drawing of the picture, theatregoer, latecomer, and essay-writing can 
and must clearly be related to sentences. This is more difficult with com­
posites not containing a verb, and completely unrevealing with lexemes such 
as whitish and booklet. Again, a combination of the syntactic description 
with semantic aspects seems most rewarding. This can be done by assigning
the head or ‘determinatum’ of the complex lexeme to a specific deep case in
the underlying sentenpe. Thus superficially similar words can be distin-

lifr' R’^'l^lted such as payER (Agent), cookER (Instrument), mournER (Expe­
riencer), containER (Object) but also ambiguous lexemes such as dishwashER 

, (Agent or Instrument), dinER (Agent or Locative), payMENT (Object or
‘ Activity).

An indenindependent semantic analysis is required for the lexical aspects of word­
formation. i.e. the inclusion of complex words in the lexicon. This is tied
np with the naming function of lexemes and is particularly relevant for 
die gradual ‘lexicalization’ process and its result. By this term I understand 
die phenomenon that complex lexical items, by frequent usage, may lose

sir syntagmatic nature and tend to become units with specific content (cf. 
J-ipka 1981). This involves a demotivation and Idiomatization, a.s in 
°mckboard.

1981). This involves a demotivation and idiomatization, a.s

6.
ctiboard, holiday, watchmaker, hi^hzuayman, and jorehead. Here the 

^order betw'een complex and simple lexemes becomes fuzzy.
'‘‘tgmatic aspects, finally, must b^considered, both with respect to the 

’^‘•niiinr function of complex lexemesXand the level of ‘parole’. The inter- 
station by the hearer/reader of 

^^^^e (demonstrators'), and ‘deictic 
'"^eanin;

itextuals’, such as pumpkin-bus, to 
mounds’ such as the applejuice seat 
ilass of applejuice had been placed’) 
«1. Often extralinguistic knowledgeC ‘Clearly depend

‘the seat in front of which
on context and situatii
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of tlie world is also relevant, e.g. when analysing Downing’s cowtree,
we would not presumably interpret as ‘tree on which a cow sits’. Althi

‘oughone may argue that all such formations show systematic ambiguity, on if,, 
level of ‘langue’, their actual interpretation on particular occasions j, 
determined by pragmatic factors. Functional considerations may also 
regarded as belonging within the domain of pragmatics. Complex lexemes 
serve various functions, such as classifying (e.g. wine glass, beer glass; from 
door; bilge water), naming (e.g. Reagonomics, space shuttle), pronominal!- 
zation in texts (as in the sequence: spring thaws begin to break up the win- 
ter ice. Taking advantage of the breakup... etc.), and finally the function 
of information condensation (e.g. pen friend defined in the Dictionary of 
Contemporary English as ‘a person, esp. in a foreign country, whom

the
IS

be

one
has come to know by the friendly exchange of letters, but whom one has 
usu. hever met’). Thematic meaning on the basis of a topic-comment struc-
ture is also signalled by complex lexemes as in apple-eating vs. eating-apple.

I
I

I

Only a multi-level approach can do justice to all aspects of word-formation. 
A morphological and a limited syntactic description may be given independ­
ently of meaning. However, an adequate account must recognize the role 
of semantics on all levels and their interrelation. While deep cases and 
pragmatics, on the level of ‘parole’, presuppose a sentence semantics and a 
text semantics respectively, all the other aspects of complex lexical items fall 
within the domain of word semantics.
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r Hebrew Verbs of Dress:'
Semantics and I3ollocation in a Contrastive Setting

- Aryeh Newman
The Hebrew University, Jerusalem

The tendency of contemporary linguistics is to focus on the wider human 
context of utterance as providing a more satisfying and appropriate source of 
explanation of the way stretches of language are put together in patterns of 
sound, sense and linear structure than the context-free “grammar” approach 
associated with the earlier Chomsky.

The study of verb/noun-object collocations within a specific semantic field 
enables the linguist to direct attention to the constant interaction between the 
speaker’s creative contribution to the models of speech that he hears, i.e. 
meaning and culture awareness and the impact of the patterns themselves, in 
the sense of their distributional configuration. In my opinion, these two aspects 
cannot be isolated, they impenetrate. The interplay of factors is forcefully il­
luminated by the language of the examples I have chosen—modern Hebrew. 
It was, as is well known, revived as a spoken, everyday medium within living 
memory after millenia of a more or less liturgical and literary existence. It

n

thus provides a peculiarly accessible example of the impact of a colloquial
register on literary-inspired collocational models which strive to persist through 
the activities of the scholarly linguistic establishment statutorily represented by 
the Hebrew Language Academy. The lexicographical apparatus in the standard 
dictionaries illustrates the clear divide between modern usage and coinage and 
the Biblical and post-Biblical models.

I survey here the Hebrew verbs of dress contrastively with English as a 
^nvenient and necessary meta-linguistic analytical device (Backhouse, 1981: 17). 
, field of dress in English is governed by the state verb “wear”tt and the 

titnmy” action verb “put on”>2. The field in Hebrew is, on the one hand, 
»Ot as ----- . . -r J_____ K,._________________ _as parsimonious in specialised verbs of dress as English, but by no means 

S^nerous as Japanese (Backhouse, 1981), a variable, no doubt, as in colour, 
of k'P’ fauna terminology that reflects the needs, past and present

o' ’’^spective speech communities. I have distinguished, in terms of their 
J^*:t restrictions, four types of such verbs, ranging from a relatively promiscu- 

’’on-selectivity to a rigid concatenation with one specific object. Type (1)

as
^inshi

obi
OUs

k 2) 
ir,:_ distinrtir^

Use

3 lite 
in" ve 
YOU qi

infrequent use of a dress verb lite “don”.
■ distinction between “state” and “action” verbs is diagnosed by the acceptability of
mI answer to the question: “What are yoti 

S/Ptitting on my dress”.
“I amoing?” or, “^Vhat is happening?’
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the dummy action verb sam equivalent to the English “put on”; (2) the sp •
but unrestricted dress verb that heads the semantic field: lavash approximat’ '
to “wear” but unlike English clearly operating as a combined state/action

Ic

*«8
verb;(3) a series of three other specific state/action verbs that are restricted in their 

objects to articles of clothing associated with different body parts and/or mode 
of attachment—headgear, footwear and accessories, respectively; and (4) 
Palmer (1976: 97) terms “strictly collocational” or what might be defined 
idiomatic verb/noun-object combinations that are totally restricted.

what
as

Type (1), which is incidentally documented too in Biblical Hebrew ' 
naturally the most frequently used verb in the colloquial register followed b 
type (2), the characteristic dress verb: lavash. In the informal register it is used 
with all articles of clothing. It would seem plausible to assume ex post facto 
that the verb which is associated with the most common articles of dress­
trousers, skirt, coat, etc., that cover the body as a whole, being most frequently 
used woidd tend to become the maid-of-all-work. The noun-objects are the 
focal point in the sense that their commonality and frequency of concatenation 
with the verb tend to de-specialise the latter and lead to it becoming the 
archetypal verb of dress. The appropriacy of the characteristic dress verb 
lavash recedes in the mind of the speaker to the extent that the articles involved 
are less associated w-ith covering the person as with accessories such as jewellery 
but lavash remains a possible option with head and leg coverings. When I out­
lined this paper I had not read Bolinger’s stimulating paper on “Meaning and 
Memory” (1976) which reinfoj"ces the point I am trying to make, that the dis­
tributional holistic patterns, the statistical frequencies of occurence interact
with the creative meaningful operations of the speakers, i.e. memory with 

“the heterogeneous but tightlymeaning to produce what Bolinger describes as
organised character of some spects of language”.

When we come to the third and fourth types we are confronted very vividly

I I

1 
I

by the differences between the colloquial and educated register. Headgear is 
governed by the Hebrew verb xavash, originally reflecting the characteristic 
mode of attachment: winding turban-wise round the head but extended to 
all headgear including wigs and masks. The radio campaign for better Hebrew 

xavash forcontinually reminds listeners to use these specialised dress verbs:
headgear, na’al for footwear, garav for socks, the latter an interesting examp 
of a deliberate back-formation coinage from the noun gerev (sock), 
ties, hirqiv for spectacles. The universal principles of economy of effort, 
simplification and social tension all combine alternately to blur and perp^ 
the differences between the colloquial register that less frequently 
the specialised verbs and the educated purist one which strives to 
their use.

for

to
maint»'”

Another perennial question which such a study evokes is the
relatin"

onbetween the meaning of the verb and so-called selectional restrictions - 
object (McCawley, 1970: 1967; Newman, 1975: 78). The circularity 
problem is what we require to emphasize—once we know the patterns-^'

1967; Newman, 1975:

its

J
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Table of Dress Verbs and Objects in Hebrew

“WEAR” and “PUT ON”

ylebrew< verbs

Type object

General

1.
2.

lavash xavash
I

na’al ’anad

dresswear'i headgear i footwear | jewellery

verb:

’garav 

socks

anav

tie

'xagar I hirqiv

belt I spectacles

“PUT ON”, sain +unrestricted object’

411 articles of clothing in informal or colloquial register 
informal register

is the starting point of speaker operations—we can and so consciously and sub­
consciously set up in our minds as natural speakers or "discover” on paper in
our unnatural role as aspiring linguistic scholars such useful devices as semantic
markers or meaning components. The attribution of the meaning "putting
on headwise” to xavash may be regarded as both the cause and effect of it being
used with headgear. This mutual feedback between both the implicit or explicit 
noun-object and verb is brought into sharper relief when we consider the 
variable collocative acceptability (in the educated register) of the same verb 
in its respective marked and unmarked uses—a point we have made in the field 
of cooking terms in English (Newman, 1975: 57):
(1) mah att loveshet?—kova’, me’il veha-na’alayim ha-’adumot sheli

What are you wearing?—a hat, coat and my red shoes.
(2) mah att osah'?—ani *loveshet ’et ha-na’alayim sheli

What are you doing?—I am putting on my shoes.
In (1) no specific article of dress is implied; therefore lovesh, the unmarked 

dress verb, is in order. In (2) however the restriction to one object evokes the 
acceptable collocation, more especially so'in the context of an action, and the 
■verb that is called for is the one used with shoes (no’el). The specificity of the 
object is matched by the specificity of the verb and vice versa. There is no 
clearcut distinction to be made between semantically and collocatively based 
syntagmatic units (cf. Matthews, 1981: 5). The collocation both expresses and
creates
that

meaning and this is a dynamic process affected by a host of factors
some would prefer to keep out of linguistics proper, relegating to such 

preserves as praermatics, socio- and psvcho-linguistics. I prefer a pluralisticpragmatics, socio- and psycho-linguistics. I prefer-- uguiaiivof auviw
interdisciplinary approach with — 

when it is useful and appropriate.
a separation of levels and disciplines adhered

References

®»ckhouse. \ E (1981). ‘Japanese Verbs of Dress. ]■ langui.dics. 7,
'‘'»inger. n. 1,97.^ Lor  tinau..,,rn.n l.LBl

r*- (1976). ‘Meaning and Memory’. Fqriiiii I.ingiiisticum.
‘Idioms have relations’. FL 2,2.

^'*lc\, T (I970(. 'Where do noiin nbrases f:ome f 
altliBm 
mbridf 
llish hl

_ '• J- (1970). ‘Where do noun phrases coi
"ui/igi i„ Transformational Grammar. Waltliflm. Mass: Ginn and Co.

Bal A.

F. R.

(1981). Syntax. Cambridge: Cambridge University Press.
(1975). ‘.\ Semantic analysis of English and Hebrew cooking terms’. Lingua 37.

(1976). Semantics. Cambridge: Cambridge University Press.

from?’ In: Jacobs et Rosenbaum (eds.).



I

. , J

Ordinary Language as Metalanguage in Word Semantics

Bo Ralph
University of Stockholm

Lexical heterogeneity

The principles of organization in the lexicon have attracted relatively less 
attention than non-lexical branches of linguistic theory. This fact is probably 
due to the common view of the lexicon as merely a list of idiosyncratic entities 
in particular such phenomena in a language as cannot be captured by rule­
writing. Furthermore, the very complexity and heterogeneity of authentic lexi-
cal inventories present serious obstacles to the analysis of the lexicon as a
subsystem of our language competence in general. This might be the reason 
why the typical lexico-semantic study deals with single lexical items or small 
groups of semantically related items (word-fields or semantic domains).

The heterogeneity of spontaneously developed lexicons is manifold. It has 
been suggested that word semantics in different languages may be sensitive to 
a whole array of typological features, such as relative analyticity (i.e. the degree 
of semantic transparency characteristic of the total lexical system), taxonomic 
depth (i.e. the proportion between particular and generic terms), patterns of 
meaning extension, areas of synonymy, collocational patterns, etc. (Fillmore 
1978). It is obvious that different domains within the vocabulary of a single
language may vary extensively in these respects, too. Other types of differences 
in word-semantics displayed by different words may be associated with the role 
played by the respective items in the grammatical system. Thus there is a 
gradient ranging from more or less purely grammatical operators and structuie 

Lexica*dependent items all the way to conceptually very loaded items.
one niayheterogeneity is likewise brought about by sociocultural conditions: 

find particular vocabularies used in specific social settings, honorific langu^g >
religious language, secret languages and jargon, technical language 
fields etc. Methods for reducing all this lexical heterogeneity and i

in varion’
ledundaiicy

are needed in order to come to grips with the essential lexical system.

Controlled vocabulary
Several factors have lately influenced lexical study. Although

usually

designed for other than theoretical purposes, existing dictionaries 
abundant lexical information, largely in implicit form. A number of 
lexical projects have been directed towards recovering and systematizing 
information. Recent lexicography has itself relied more on solid 
considerations than was earlier customary. Converseley, a host of theoi

more on

932
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bleins tend to arise from practical lexicographical work in this vein.
mother field which has had a strong impact on lexical study is computa-

• nal linguistics. Not infrequently, the computational linguist has to solve
*'^icological problems, whether his task is basically linguistic or not, because

*

is system requires some kind of lexicon to function properly. My own ex- 
l^'^ience of lexicology stems primarily from computer-based lexicological 
investigations. A rather extensive project at the University of Gothenburg, 
called Lexical Data Base, aims at establishing a well-structured, machine- 
readable data base containing a wide variety of lexical information, stored in 
network form, about some 150,000 words. An integrated computational system 
is being developed, covering the whole procedure from implementation and 

computer-based production of practical dictionaries. The data base

his

storage to
may jointly serve as reference material in lexicographic w’ork and be taken as 
a point of departure for machine dictionaries with more specific scopes.

The basic lexical entity is the lexeme. As taken here, it is based on kernel
senses. The potential semantic range of a kernel sense, hence of a lexeme, is
defined by a set of principles for sense extension and sense restriction. The 
notion of kernel sense and the rule system for defining its maximal semantic 
range are fitted into a grammatical model of the case grammar type.

The lexemes could be said to be partially ordered sets of defining proposi­
tions with conventionalized expressional labels (see Jarborg to appear). Their 
semantic definitions are, in the data base, formulated in ordinary language, 
albeit in a controlled manner. Besides being given in precise formats, the
definitions are expressed in terms of a minimal defining vocabulary decided on.

This is a device that has occaiionally been utilized in practical lexicog­
raphy. By crystallizing a very restricted subset of the vocabulary and defining
all other words in the language in terms of this minimal vocabulary, one can 
^fep track of the circularity in the definitions, traditionally a vicious problem 
p lexicographers. When dictionaries have made use of defining vocabularies, 

has usually' been for pedagogical reasons; “difficult” words are explained by
*3*6305 of "easy” words. It is evident, however, that a defining vocabulary—in
P3rticular when used in a
Seniaantic relations through the whole vocabulary.

machine-readable dictionary—enables us to irate

pefining vocabularies are intuitively attractive. They seem to capture the 
*011 of basic vocabulary, the general lexical subset mastered by everyone, 

lexiiro-semantic decomposition into definitions also seems to parallel a 'lOrtOf ,
'3'tantly; reformulation within the boundaries of the same natural language, 

, ’ more
- substantial semantic prinitiy

’^‘’**'ral entities from the languai''erzhieka '
*i5^fl '*l*ough the units of a defining v

hv - . axiomaticalh, i

’’ndertaking which native speakers of various languages keep performing
■ at

'erv

or less precise level. Indeed, one might argue that, supposing that
in the first place, actual words are

1972).
user’s point of view (as does. e.g..

definition. easy to realize some important
Hilary comprise a finite set of terms
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differences between them and a conceivable set of semantic primitives. For

'Void Sent:

thing, there can be no question of universal validity. Actual defining : 
remain under the sway of the natural language they define, more in some

Otte

of the vocabulary than in others (e.g. flora, fauna, culture-dependent areas parts 
etc.).

Most importantly, there can never be established an optimal defining 
ulary, in any theoretical sense. Every choice is arbitrary, or at least purpose 
dependent. The use of a restricted defining vocabulary remains primarily 
means of investigating word semantics, the semantic relations holding between 
the units in a lexical network, and of detecting lexical patterns; it offers

'’ocab-

a

entrance to the dynamics of a an
lexicon and helps clarify, e.g., what conceptual

areas and which grammatical mechanisms are basic to the lexicon of a given
language.

Semantic strata

When defining vocabularies have been used in pedagogical dictionaries, ; 
number of disadvantages have been noted. In determining the defining- 
vocabulary, the abstractness problem is notorious. An explanation of “glasses

a
Iff

of water” in terms of “vessels of liquid” does not imply a pedagogical achieve­
ment. It has also been emphasized that semantic decomposition creates syntactic 
complexity. Compare, e.g., the following fragment of an English translation of 
an old Chinese poem with its counterpart in Stefan Themerson’s “semantic 
poetry” (Themerson 1975:26, 31; the visual organization of the poem has been 
modified here):

This joy shall last for ever, / Moon, hear my lay, / My shade and I can caper / 
Like clouds away.
“The existence of this emotion shall continue for a period of time which is 
greater than every assignable quantity / Body attendant on the Earth! Let 
the vibrations of my short lyrical song stimulate thine external ear-drum & 
be conveyed to thine internal ear-drum & thence to thine internal eai 
fluids / Let them cause impulses to pass up thine auditory nerve to i 
hearing center in thy brain /1 & the patch of darkness produced by the m 
tervention of my body between the surface of the Earth & thy light / we can
move rapidly like the masses of minute droplets of water suspended 
altitudes in the gases of the air away.”

A strict use of a defining vocabulary gives, in principle, the same
absiiril

“semantic poetry”. An expression like to 0 
approximately ‘to fish with a hook and line’, not ‘to try to get 1*“ 

fish with a hook and line’: the latter naraohrase resultinff from a succe

effect as can be observed in
means

a hook and line’; the latter paraphrase resulting from - 
decomposition of to fish into ‘to catch fish’ and of to catch into ‘to try to get

into to catch fish’ and of to catch into to 07 ¡5
the linguistic analysis is levelled out, if the th^t 

considered exclusively on two fixed levels: that of the lexical entries an
hold of’. The depth in

of the metalanguage.
Instead, W'e need a set of defining terms taken from different senti“’'
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trata, much in the same way r as has been suggested by AVeinreich (1962:38). 
most adequate defining word is sometimes a word which..,-1 e most auc4uaLc crciiiiiiig wuiu is sometimes a word which must itself 

he further defined (e.g. Binnick 1971). Words that are not themselves members 
t,f the metalanguage proper, but eventually reducible to this sort of indivisible 
defining primitives, are occasionally allowed in definitions, which gives a much
more flexible system. The defining vocabulary is rather assigned the status of 
a semantic checklist, where ultimate semantic disambiguation is guaranteed.
yVe find it intuitively attractive that the lexico-sciiiantic systein is built on ex 
tensive cross-referencing between concepts that are actually lexicalized—since 
this is the normal way of thinking of word-meaning—and that the semantic
specificatioris of words directly reflect the character of the lexicon as an associa' 
tive network.
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Linguistic Universals as General Tendencies

Claude Hagège
École Pratique des Hautes Études (Sorbonne), Paris

Introduction
In sciences such as physics or chemistry, it is commonly agreed

»

• - upon that 
if a law applies to 75-80% of the cases, it is acceptable. In a human science 
such as linguistics, we clearly cannot require more, and would rather be satis­
fied w’ith less. This is because languages, as scientific objects, are much more 
complicated than any of the objects that the so-called exact sciences deal with 
since they are spoken by human, i.e. highly changing, societies. Consequently, 
the search for language universals, a quite legitimate search in itself, implies 
that the term “universals” should not be taken literally, but only as an incen­
tive to the broadest possible inquiry. The only true universals are those which 
we include in our definition of what a human language is. But since a defini­
tion is the very minimum for which one does not have to provide a demonstra­
tion, such definitional universals do not by themselves lead to the discovery of 
unknown properties of language. To get at that, one has to test general 
tendencies.

I

1. Justifying the Notion “Tendency”
Two facts can justify such an enterprise: first, all languages undergo pres­

sures, both internal (because of the existence of structures at all levels), and 
external (because of the physical, mental and social characteristics of human 
beings); second, a message in any language can be translated, more or less 
adequately according to the circumstances and to the languages dealt with, mtn 
a message of any other language.

2. Functional Statements and Implicational Statements
whichThis situation leads the linguist to hypothesize general tendencies, 

are essentially of two kinds; 1) junctional statements, relating functions 
structures, e.g. “there is a correlation between word order and, on the one het*’ 
focusing of certain elements, on the other hand, natural limitations on 
memorial and perceptual capacities of human beings”; 2) implicational

anti

the

h"<

or “if a language has both SOV in a full sentence and determining
mined N in a Noun Phrase, then it has at least some postpositions, w
torically come either from verbs (ex. Bengali), or from nouns (ex. 
languages (W. Africa))”. These statements apply to any level of laogt’ 
phonology, morphosyntax or semantics. Furthermore, they come froif 

ments, relating two features, e.g. “if a language has /?'■ and Z'", then it
vhUV

itje
or from nouns (ex.

Furthermore, they come

^30
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uist’s own experience, but they must be involved in a permanent dialectic
■ ^'V'orking on language universals, that is, consists of testing, on the

r"
1 most 

what

numerous and most various possible languages, hypotheses suggested by 
the linguist knows of certain other languages (whose limits he consciously

go beyond, in order to avoid reductionism); he then modifies, slightly
II
(T

deeply according to the qualitative and quantitative importance of the 
°ounter-examples, the initial hypotheses. Among the latter, those which apply 

less than 50% of the examined sample will of course not, though, be simply 
discarded. Just because they do not hold as general tendencies, they will quite
naturally be utilized in the field which is tightly related to the search for uni­
versals, of which it is a counterpart, i.e. language typology.

3. The Three Viewpoints
Now, in order to insert our search for general tendencies, i.e. both func­

tional and implicational statements, within a fruitful framework, we need to 
have a theory of the organization of minimal linguistic utterances 1) in general.

utterances.
2) in the particular case of the semantic relationship between the parts of the 

Fig. 1 and 2 hereafter meet these requirements: fig. 1 gives
the organization of minimal linguistic utterances, which are conceived as being 
analyzable from three viewpoints: morpho-syntactic, semantico-referential and 
information-hierarchical; and fig. 2 gives the semantic types of minimal linguis­
tic utterances, i.e. 6 types: 5 non-active and 1 active.

Figure 1: The three viewpoints

-functions :

Morphosyntactic 
viewpoint___________

SUBJECT OF I PREDICATE OF

Senuntlw-referential Ii Information-hierarchical

•categories :
1) In languages without (verbal) predicate inflect*' 
edforper’on, the subject is represented by any of

viewpoint
PARTICIPANT* 

(agent or 
patlenO,.,-***'

EVENT
Viewpoint

TOPIC I COMMENT

QC

X

Q

the following categories or associations of catego­
ries (»Ohrasesi: Noun. Pronoun. Noun Phrase. Ro-

.. ........g ICI UI I a b I wiia ui vw
î^ies (»phrases): Noun, Pronoun, Noun Phrase, Re­
lator Phrase, etc^.
2) In languages with (verbal) predicate inflected 
for person,

1f the person is 1st or 2d, the subject is the
personal pronoun or Index, discontinuous or not 
0) If the person Is 3rd, the subject Is the per­
sonal pronoun or Index (often a zero morpheme, 
according to languages). If and only If the latter 

be expanded by something else in an enlarg^ 
(*non-mln1mal ) utterance_____ __ _______>_. * ■ - * .......“ function :

'directisequential J
COMPLEMENT OF.

indirect (with’
CIRCUMSTANCES

categories : relator
Noun, Pronoun, Adjective^, Noun Phrase,
Adverb, Relator Phrase, etc*.

spatio- 
temp- 
oral

I non- 
spatio- 

Itemporal

f tr

sr
tn

maws mean "corresponding mainlyXto")

Categories nentioned here are the one^ s 
I any other category, rarer in the known 

; ._________ _____ ,__ , _J cours

and/or 
NEW PARTICIPANT 

(patient or agent)

Çratnreat categories nentioned here are the one^ shared by oiost known languages, past and present. By 
®**n any other category, rarer in the known languages and likely to function as subject.

9uages which possess such a category, of course, since it is not universal (sec Hagdge 1974).
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Figure 2: The six semantic types oj minimal utterances
It is proposed here to tentatively set up a

"vcr.,,,,

universal typology from viewpoint n’?, the 
tico-referential viewpoint. Given the differences between the three types of organiatio
guistic utterances, and given that these differences increase in proportion with the length 
utterances, it is methodologically safer to limit oneself here to minimal utterances. '
there are at least two reasons to do so: More

of >he
precise].

1) firstly, if we include cases with more than one participant and one process, then we 
the chance of getting at a typology likely to apply to all human languages. In other

'y.

reduce
,*■"'■^5- it ishypothesized that the simpler the semantic structure, the more predictable its diffusion

2) secondly, since there is a more or less important, but, at any rate, inevitable distar­
tween the abstract conceptual formula which represents meaning and its realization in 
Crete languages, as an utterance, we reduce this distance if we reduce the number of th' 

ol-vrviit T rv fzMP-m orhr # o «.V. «zxm-v l-kl a fl»» zk_ II ..... _ .

fee be-
con-

talked about. In formerly fashionable terms, the shorter the linguistic utterance, the smaller'")? 
HifFprenrp hptwprn its fnrm /“snrfarp striirtiirp”\ and itcdifference between its form (“surface structure”) and its "deep structure”. .And since. ' -- scoDeIS to get at a typolog)' likely to have a cross-linguistic validity, it is important to reduce 
abstract conceptual schemes to their simplest manifestations. the

Having set up the method, we can now go on to propose the following si.\ types of semantic 
relations between a participant and a process:

Somantic types Participant

1 equative defined by the process

12 attributive

non­
active 3 situative

qualified by the process

identified by its location

4 existential posited as existing

5 descriptive conceived as experiencer

active 6 having control over the process

4. General Tendencies in the Relationship between Form and Meaning 
Utterances

of

a) Dissymetry. i) Type 3 (fig. 2 above) is not the only one in whichy. If 1 ypc ¿1 la iiuu uic vmy vuv .
find adverbs and relator-groups, since we also find them in, e.g., 
k vam (I towards you), “I will go to your place”, which belongs to type 6 ,
structure in many other languages, including, e.g., Malay), and likewise in 
Egyptian X (=Noun) -|- relator m (=:“as”) -|- Y (=Noun), which means -- 
and therefore belongs to type 1; hr, “on” and r, “towards”, in this same lang _ 
are used to express, respectively, the present and future of verbs, and t-

Old-
'X is Y',

therefo’’^

belong to types 5 or 6.
ii) Type 1 is not the only one in which we find nominal predicates-

predicates are also to be found in types 5 and 6, with our more ] 
when “I want this” is expressed by "this is my wanting”: such a
in Comox (a Salishan language of British Columbia), Palauan (an 
language of Micronesia), and in various Melanesian languages.
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dicates also correspond to type 6 in languages which use the same structure
jjie agent of the two-participant utterance with a definite patient and for

C-

for “O ' *oossessor: ex. Eskimo arn-ara (mother-my), “my mother” as compared to 
“T boar him” /—fhp is^ hpnrincr-mvV

/izffl’'/’'>-ara, “I hear him” (=(he is) hearing-my).
The notions corresponding to Engl, can, may, must are expressed byiii)

rdinary (non-defective) 'verbs in French, and by affixes in Turkish, as well 
Keiua (Peru), where “I must carry it” is expressed as “my having to carry

as
is expressed as “my having to carry it

exists”- 
Given this situation, should we think that the forms of utterances are con-

tingent, that they are what they are by mere chance?
b) Symmetry, if we examine expanded, as r—’’ .................

utterances, the relations between structures and meanings appear clearRwe can set up general tendencies: ® clearly, and
well as minimal, linguistic

i) Possessive structures
Sentences expressing possession can present one (or several) of the following 

structures, X being the possessor and Y the possessed:
— X as defined by the fact of possession: type 1: “X (is) Y-possessor” (ex. 

Kefua, Aymara (Peru))
— X as qualified by this possession: type 2: “X (is) Y-ed/Y-having” (ex. 

North-eastern Australian languages)
— Y as being “in”, “for”, “with” X or at X’s place, or, conversely, X as 

being “with” Y: type 3: “at X’s place is Y” (ex. Russian, Hebrew, Aymara), or 
“X is with Y” (ex. many African languages)

— Y as existing: type 4, logically related to type 3: 
Palau (Micronesia), Ke£ua, Aymara)

“Y of X exists” (ex.

— Y as a more or less voluntary agent: type 5, logically related to types 3
and 4 (cf. avoir¡y avoir in French and its equivalents in other Romance lan-

the latter, subject and complement get permuted, according
guages; “X has Y” (“have”-languages, like English, French, or Moore (Upper- 
Volto); in the latter, subject and complement get permuted, according as a 
Guinan being possesses (good) or is possessed (evil).

As is easy to see in these illustrations, it often happens that one and the 
language has more than one process to express possession, according to 

element which is to be topicalized, and to other criteria.the

’*) ^^tnantico-structiiral pairings

general tendency towards an association of the six types in pairs
uiembers contrast, both formally and semantically, in most languages, 

existence of one implies that of the other:
corresponds to the essence and type 2 to the qualities, hence the 

the ¡n Russian, between nominal predicate in the nominative and in
etc, Finnish between the essive and partitive, in Spanish, Irish,

■ ^here

'^tween
‘ypes 3

two verbs “to be”

ice ai 
linal 
the (

oil

essive and partitive, in Spanish, Irish,

and 4 are in implicationall relationship as corresponding to the
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opposition between definite and indefinite cf. Finnish auto on kadulla
street-in), “the car is in the street” / kadulla on auto, “there is 
street”

tin'thea cur in

—the boundary between types 5 and 6 is fluctuating, because there 
various degrees of control of a participant over a process, starting from the 
purely descriptive type, in which the participant is a mere experiencer of thim 
happening to him (sometimes with specific markers, like the na/ma prefix , 
Tagalog) until the most active type, in which he deliberately acts in a certain 
way; Russian makes a wide use of the contrast illustrated by a pair like

ate

‘8» 
of

Russian makes a wide use of the contrast illustrated by a 
xoletsja (to-me wants-itself), “I feel like it” / ja xoiu, “I want”; in most Ian 
guages of India, there is a grammatical contrast (lexical in French or E’lglish) 
between two structures, as illustrated by the following Kanarese sentences- 
avanige ha:du ke:lisitu (to-him music was-to-be-heard), “he heard music” 
/ avanu ha:danu ke:lidanu (he music (accusative) heard), “he listened to '
music”.

For lack of space, I cannot mention other cases of relationships between
form and meaning of utterances, but there are many more than the ones
provided here. They can all serve as illustrations of general tendencies, both 
functional and implicational, in the structure of linguistic utterances. For more 
details on this matter, see Hagège 1982, chapter 2.
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Object Initial Languages and Their Implications
for Word Order Universals

1. Introduction

Kenneth J. Howell
Florida

Research on word order universals and typology since Greenberg’s seminal 
study (1966) has taken little account of object initial languages and it is only 
within the last five years that their unequivocal attestation has been achieved. 
Owing to the work of Greenberg, Lehmann and Vennemann among others, a 
number of implicational statements have become possible which allow for the 
characterization of languages as consistently VO or OV languages. SOV lan­
guages such as Japanese possess a cross-categorial ordering principle which 
serializes its constituents according to an operator-operand order. This prin­
ciple yields objects before nouns, genitives before possessed nouns, adjectives 
before nouns and nouns plus postpositions. The predictive value of such a 
statement resides in the fact that should we discover a language which mani­
fests an OV order, we expect also to find the ordering correlations in the other 
categories. The opposite ordering principle, operand-operator, treats VSO 
languages (Classical Hebrew) and SVO languages (English) 
VO structure.

as special cases of

Until the existence of object initial languages came to light, we had only 
SOV languages as examples of OV structure. This is what led Greenberg to 
formulate universal no. 1.

r In declaiative sentences with nominal subject
V; and object, the dominant order is almost always

one in which the subject precedes the object.

research on object initial languages, this universal can only bethe research
guage tendency. Derbyshire and Pullum (1981) surveyed twelve lan-
basij. Amazon Basin which they argued
ft;>nsirTheir study concentrated on the relation of objects to verbs inT^teir study concentrated

are either OVS or OSV in their

sentences and subjects to verbs in intransitive sentences. They did 
ostigate other word order parameters. This paper brings to the atten- 

'Sical yet another object initial language and studies it from a typo-
'On of

ttal la

;n m
spea^:
inate\

"'ajarP°'"'-
‘‘ language spoken

'c y Lawa rivers. Broadly spewing general linguists have neglected
L languaiZes xvhirli IQ iinfnrtiin

the interior of Surinam along the

‘guages which is unfortunate\because of their bearing on issues

941
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of word order. This paper argues that Wajana patterns in its surface sv
like other OV languages and that its basic order is OVS. Thus object ¡n’
languages are taken to be specific realizations of OV structure in a way sim i
to the classification of VSO, VOS and SVO as specific cases of VO -

initial

I shall employ basic order in both a statistical and stylistic sense
structure.

as Well
claiming that it can be used across syntactic categories. I shall now addu 
evidence from genitive-noun order, main verb-auxiliary order, and '

as 
ice

verbmorphology to argue that Wajana is an OV language. Then I cite some 
examples which tend to indicate that OVS is the basic order in this language

2. Genitive-Noun Order

A brief look at some Wajana sentences indicate that it too uses a GN order 
to express the possessor-possessed relation. Since this paper argues that OVS 
and SOV orders are specific realizations of OV structure, a GN order in an
OVS language would support that claim. Data from Wajana appear to con-
firm this. In all the examples I have seen, Wajana rigidly maintains a GN 
order. In the grammatical variations of the following sentence, a number of 
the constituents can be moved around and yet the GN order always remains 
fixed.

1. Kan Pampilan w-ekale-jai
God’s

tale pileowime-po iwetitomo -ja
paper I-give-PRES here pileowime-at my tribes people-to

‘I am giving God’s Word to my tribe’s people here (on/at) pileowime’ 

I draw the tentative conclusion that with respect to the two features of adposi­
tion and genitive-noun order, Wajana patterns in its surface order are like 
Greenberg’s type III languages. In fact, I have not encountered one example 
to the contrary. The crucial nature of order is also emphasized by the fact 
that there are no morphological markers on either of the nouns to indicate 
which is possessor and which is possessed.

3. Main Verb-Auxiliary

The Aux in Wajana is actually the verb ‘to be’ and may be used as the 
such as in the following sentences:

2. ipok wai 
good I am

‘I am good’

3. ipoke-la wehaken

4.
good -not 1 was

‘I was not good’

5.

enin man
who you are

‘Who are you?’

min man ‘Where is it?’
where it is

When the verb ‘to be’ = eise is used as an AUX, it may be used in conj^o 
with a number of forms of the MV -1- suffixes. In negative sentences

ictio” I
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V is negated) the AUX is used frequently and may even be obligatory. In
. cases, the AUX carries the categories of person and tense. If the subject

ressed, number is not indicated on the AUX. If the subject is included
AUX, the number is also expressed:

6.

K- J-

such

i»
ipok man eluwa ‘The man is good’

1.

but 8.

good is man
ipok man kalipono-tom
good is
ipok naitot 
good they are

people -PL
‘The people are good’

‘They are good’

These data tend to corroborate the conclusion stated above that Wajana pat­
terns like other OV languages in its treatment of the main verb and auxiliary. 
The predominant order is main verb followed by the auxiliary.

4. Verb Morphology

IVinfred Lehmann (1973) brought to light an important structural principle 
in regard to the ordering of elements. The principle is that verbal qualifiers 
(modifiers) "are placed on the opposite side of a basic syntactic element from 
its primary concomitant” (48). If Wajana is indeed an OV language we will 
expect that it will suffix its verbal qualifiers. This is in fact the case. The 
general subject and object markers may precede the verb root while all other 
markers must be suffixed. The following data give us a clear idea of how nega­
tion operates.

9. en-ili-la man

10.
it-fix-not he
k-upana ngm a-la-he

‘he is not fixing it’

man ‘he does not want to hear us’

11.
us-hear 
ew -epa- -la

-not-want he is 
wai ‘I am not teaching you’

12.
you-teach-not I am
en-epa -la in

13.
it-teach-not me

‘I am not teaching it’

en-ale -la erne 'You are not carrying it’
it-carry-not you

Another qualifier is the interrogative particle/-ka/ which also follows the 
verb. If the sentence has an auxiliary it follows /-ka/.

14.

15.

m-umekja ka 
you-come Q 
itwazne ka man

‘did you come?’

16.
well Q you

‘are you well?’

emna tamiitpe ka man, Jakopi .^hpolo'?
very much greater our father Qiyou Jacob our father
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These examples show that while the question particle is not a bound mornfi
OV language,

Linguistic Univer,
Sai,

it does follow the pattern which we would expect for an

5. Basic Order: OVS

:tHe,

Of the three possible orders of OV languages, I shall present evidence herethat AVajana is OVS in its basic order. Wajana allows considerable variat' 
of its constituents; in transitive sentences with nominal subjects and obi 
SOV, OVS and SVO are the most common orders with OVS being the preferre 
order.

17, wewe n-ene eluwa ovs ‘The man saw the tree’
tree 3s-saw man

18.
19.

eluwa wewe n-ene 
eluwa n-ene wewe

SOV
SVO

An OV order also appears to be preferred in transitive sentences with locative 
phrases.

20. omi
God’s word Is heard

w-ipanankma Kan pakolon-tao
God’s house in

21.
22.*

‘I heard God’s word in God’s house’ 
Kan pakolontao Kan omi wipanankma 
luipanankma Kan omi Kan pakolontao

These data suggest that Wajana prefers a postverbal position for the Subject 
as well as a pre-verbal position for the Object.

A final argument for the post-verbal position of Subjects comes from the 
causative construction. The following reveal a crucial pattern:

23. Nuwahe lemepja ‘Nuwahe dies’

24.
Nuwage dies
Kuwake lemep-kapo Tawalijana ‘Tawalijana causes Nuwahe to die
Nuwake die

25.
-cans Tawalijana

pampila titip-kapoi eluwa-ja epatenii-ja

26.

paper read-CAUS man -AGT teacher-AGT
‘The man caused the paper to be read by the teacher’
pampila titip-kapoi epatenu-ja eluwa-ja
paper read GAUS teacher -AGT man -AGT
‘The teacher caused the paper to be read by the man’

Sentence 24 can only mean ‘Tawalijana causes Nuwahe to die’ because 
causer of the action must immediately follow the verb (there are no o 
markings to indicate Subject and Object). This is confirmed by the oi 
sentences 25 and 26. This evidence suggests that Wajana does indeed P 
OVS as its basic order.
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I

6.
Conclusion

jhe preceding discussion leads, in its treatment of Wajana syntax to the 
conclusion diat Wajana has a basic order of OVS. This addition to 'the list 
of object-initial languages in the world supplements the work of Derbyshire 
and others who are engaged in research on this group of languages. Yet this 
paper has primarily examined Wajana in the context of typology and this 
yields one of the most important conclusions. Wajana patterns like other 
prominent SOV languages like Japanese and Turkish and therefore belontrs 
IO essentially the same classification. ®

With the addition, then, of OVS languages to the list of basic orders, we 
find that the division of the worlds languages into two major types VO and 
OV, is corroborated.^ This argues that syntactic typology is to be understood

of

in terms of verbs and their objects. In other words, subjects are not good pre­
dictors of word order whereas the relation of objects to verbs i;
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A Possible Universal: A Dichotomy of Actance Construction 
According to Categories of the Object

8

Gilbert Lazard
La Sorbonne, Paris

1. In this paper actance constructions are defined distributionally as puregrammatical relations between the predicate, i.e. the verb in verbal clauses 
(we will not here consider nominal predicates) and the main nominal mem 
bers of the clause (actants). If we designate the translation equivalents, in any 
language, of the subject and the object in basic, unmarked sentences of standard
West European languages, as X and Y respectively, any combination X Y V
with its morphological and syntactic markers (such as case suffixes or prefixes.
prepositions or postpositions, etc.), verbal markers of person, number etc. 
concord with X and/or Y, and word order, is an actance construction (cf. 
Lazard, BSLP 1978, fasc. 1, p. 49 sqq.).

If two different actance constructions are in use in the same language, 
depending on tense, aspect, person, definiteness, animacy, or whatever, we call 
this actance variation. This variation may consist in as little as the addition 
or suppression of a case marker, or it may involve a complete rearrangement 
of the whole construction: most types of what is usually called split ergativity 
are such rearrangements.

1

A cross-linguistic survey shows that actance variations may appear in cor­
relation with three kinds of factors: verbal categories, either grammatical 
(tense, aspect) or lexical, nominal categories (definiteness, humanness, animacy) 
manifested either in actant X or actant Y, and communicative-intent structure 
(theme-rheme relations). Here we are concerned only with actance variations 
correlating with categories pertaining to actant Y, the object of familiar West 
European languages, primarily the categories of definiteness and humanness 
These notions are taken in a general sense. We regard definiteness as a r
of values, from properly definite to non-sj

on

to generic. The notion of humanness is scalar too:
ipecific indefinite and further 

it is understood a 
amorph«“’including animacy and extending from human persons to inanimate 

substances.

2. Actance variations correlating with these categories of actant Y may
obtai”

as different types of alternation: (post-
— nominal markers vs. 0: Turkish (accusative ending -i), Persian j, 

position rd), Ossetic (genitive ending -i), Hindi (postposition ko), Aymam
position ru), Hebrew (preposition et), Spanish (preposition a); 

— different nominal markers: Finnish (accusative vs. partitive);

946
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different conjugations: Hungarian (‘objective’ vs. ‘subjective’ conjuga-

different diatheses: Tagalog (passive vs. active), Eskimo (ergative VS-

•aotipassive’):
_ autonomous vs. incorporated Y: classical Nahuatl, Oceanic languages.

I 3. Definiteness and humanness, as extralinguistic scales of values, may give

i

in different individual languages, to different oppositions of grammatical 
relevance. The following may be mentioned:

_ definite vs. indefinite (in the usual sense): Turkish, Persian, Hebretv,
Hungarian. Ex.: Persian ketáb-rá xiindam ‘I read the book’, ketab xdndam 
‘I read a book/books’.

Ex.:

__ non-generlc vs. generic: incorporating languages. Ex.: class. Nahuatl 
ni-naca-cua ‘I eat flesh (do flesh-eating)’, ni-c-ma nacatl ‘I eat (some) flesh’.

— human vs. non-human: 
таг vah dekh rahâ hü ‘I see it’.

Hindi. Ex.: таг tis-ko dekh rahâ hu ‘I see him'.

— pronouns and proper names vs. common nouns: in Oceanic languages 
pronouns and proper names are incorporated (differently from generic nouns), 
while (non-generic) common nouns are not.

— individual vs. mass: Finnish. Ex: niien talo-n (acc.) ‘I see a/the house’.
/мои maido-гг (acc.) I drink the milk’, juon maito-a (partit.) ‘I drink (some) 
milk’.

— 1st and 2nd persons vs. 3rd person: Dyirbal, Pashto (in this language 
a 1st or 2nd person Y is in the oblique case, but if it is a noun or a 3rd person 
pronoun, it is in the direct case).

The two oppositions first mentioned fall under the category of definiteness, 
and the other ones rather under the notion of humanness. But in fact these 
categories often interact with each other (and with other factors) in a subtle 
interplay. Since there is a fair amount of natural agreement between the scales 
of definiteness and humanness, it is possible, with some simplification, to unite 
^Iiem in the following overall scale.

i
pron. 
1-2

' pron. 3 
prop, nam

def.

hum.

.4 В

This scale i

I
1 
!

C

indef.

non-hum.

D

mass generic
I
I

E

scale is neither aprioristic nor intuit 
HL its transitions (A, B, C, D, E)

''•‘tiation in existing languages,\and 
p observed in those languages. \

(Tn appears as especially importam:
Persian, Ossetic, Hindi, Aymara, Sj 

Or rather different types of actance varia■L

intuitive, but is the result of empirical
E) correspond to points critical for

its scalar progression conform to

it is critical for many languages
ipanish, Tagalog, Eskimo, Hebrew),
iation. But incorporating languages
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have their crucial point in E, Finnish in D, Dyirbal and Pashto in A
languages have a double split (Oceanic languages in B and E).

Linguistic Unive,.1
s,

I
4.

lal
.An interesting conclusion arises from the comparison, in each indiv'd 

language, of the actance constructions correlating respectively with the • ' 
part and the left part of the scale. We observe that ‘rightside’ c''----construction 
either are identical to, or have affinities with, uniactant (intransitive) constru 
tions, while the ‘leftside’ ones have characteristic markers or syntactic feat ' 
which keep them far removed from uniactant constructions. For instance'^'^^^ 
Hungarian, the ‘subjective’ conjugation used with indefinite Y is nothing ehe 
but the conjugation of intransitive verbs. In Eskimo an indefinite Y enters 
the same construction as words expressing manner with intransitive verbs 
(unipersonal conjugation and use of the ‘modal’ case); it is remarkable that the 
same relationships obtain in Oceanic, in spite of the languages being of widely 
different types: e.g. in Fijian an indefinite (generic) Y is incorporated like 
adverbial terms. In Persian a verb with an indefinite Y (which has no marker) 
forms a syntactic unit (and often a lexical one as well) which behaves like a 
simple verb.

Thus what we observe in languages of widely different structures leads us 
to posit two types of biactant constructions as a general tendency. In one, the 
‘leftside’ construction, actant Y is an autonomous, first rank member of the 
clause; its position is more or less free; it is more or less on a par with actant 
X, the other main nominal member of the clause. In the other type, the ‘right­
side’ one, Y is in a somehow subordinate position; it is more or less tightly 
linked to the verb; it may be incorporated in it, or it is obligatorily or pre­
ferably placed in its near vicinity, tending to form a kind of compound with 
it. In other words, one type of clause is actually composed of three members, 
it has three poles: X, Y and V. The other one has, or tends to have, only 
two poles, X and YV, and in this respect resembles uniactant constructions.

‘Leftside’ 
biact. constr. 
X —Y —V

‘Rightside’ 
biact. constr.

X —YV

Uniactant 
construction 

l — V

The second type meets the traditional description of the clause as compo^
1 . .1 •_ _______I’.r_______1 Xz. ,.Tvr*nff.NP + VP. Our analysis suggests that this traditional view is not wrong,

not the whole truth either.

o. What is the scope of this conclusion? It is based on the empirical
tion of a necessarily limited number of languages. Since these languages 
to rather different types, one may incline to assume that the tendency 
tinguish two types of biactant construction, one with three poles (Y being 
definite and/or human) and one with only two poles (Y being less definite 
or human) is a universal one. This hypothesi.s does not imply an unescsp

dis-
in<”'Á
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■ V for all languages to manifest this distinction overtly, but only a 
' V which may yield different results. In particular the trend to coalesce

,l₽nCV Wincn may yiVIU Ullinun ..... , , , , , 1,,^. 11 ..„u LU cuaicsec
V and V might be counteracted by the morphological structure of the language jt would be worth investigating whether in such languages the trend cL' 

„e'-ertheless be perceived in one form or other.
Another possibility is that that tendency is not universal, but characteristic of 

certain languages only. In that case it would define a linguistic type; the lan­
guages manifesting the tendency would have to be ranged under that type in 
spite of their large differences in other respects. The observations made and 
the conclusions drawn therefrom would be none the less interesting- only 
instead of pointing to a universal, they would be relevant to linguistic typology’

detailed version of this study in a volume edited by F. Plank, Objects. Towards(See a more
a theory of grammatical relations, to be published in 1983 by Academic Press, London.)



The Present Stale of Linguistic Typology

I

Basic concepts.

I

Christian Lehmann
Universität Köln

1. Basic concepts. In order to forestall any misunderstandings, it may be 
useful to begin with some terminology. Linguistic typology might be taken 
in a very broad sense to include the typology of anything that falls within the
field of linguistics, e.g. the typology of the word-classes of a language or the. iiuu UI e.g. uic lypoiogy or me woru-ciasses oi a langu

if 'typology of possible phonological rules. I take linguistic typology
" .„„„I_____ ________________________  .L.. _ •_____ J_____ •_

rower sense as typology of the shapes that
in a nar-

a given domain of the language 
system takes in the languages of the world. The comprehension of such
domain can vary from a single category 

. system.

a
or construction to the whole language

Various authors, especially outside Europe, do not make a clear distinction 
between linguistic typology and language universals research (Greenberg 1974, 
Comrie 1981, Mallinson/Blake 1981). These two main subdisciplines of general 
comparative linguistics are complementary to each other, but clearly distinct. 
Universals research is the search for universals, typology is the search for types. 
Language universals are properties which all human languages have in common 
because they are constitutive of human language as such (Lehmann 1982, §5.). 
Linguistic types are alternative underlying patterns according to which a (given 
domain of the) language system may be structured. I will reduce the scope of 
the present paper by excluding from it universals research and concentrating 
on typology in the sense just defined.

Again mainly outside Europe, we frequently encounter the equation of

typology with classification, of type with class (Moravesik 1979, Anderson 1980, 
Mallinson/Blake 1981). Classification of linguistic phenomena and of lan­
guages is doubtless a useful activity; but it is not typology (Coseriu 1980:157— 
160; Ramat 1980:329). A type is not a class of entities, but a pattern underlyinS 
the form of such entities, a model or a plan in accordance with which they are

toconstructed (Seiler 1979). If we relate linguistic phenomena or languages 
the various types, they will fall into—overlapping!—classes; but this is second-
ary to typology.

The ultimate goal of linguistic typology is the establishment of holist*/- 
language types. When linguistic typology is explicitly aimed at this goal, h 
deserves the name ‘language typology’. Attainment of the goal presuppose® 
the discovery of connections among various structural properties, because it **
the principles governing these connections which constitute the language typ^- 
Most typologists nowadays are pessimistic about the possibility of a finite 
of holistic language types (see Lehmann (ed.) 1982). However, most of them d®

a
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do^lpessimistic about the possibility of
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out research which contributes to this end when they look for relation-
ainong structural properties, for clusterings among diverse features. Fromcany

ships
this point of view, much recent work that has been done under such titles as

of nominal modification’ (Foley 1980), ‘typology of the relative
¿use’ (Lehmann 1979) or ‘typology of passive constructions’ (Givon 1981) is 

merely preparatory if it typologizes only a
jeinonstrate correlations with other subsystems (cf. Yartseva 1979:279 f). By 
an inductive procedure which integrates ever more features into the cluster of 
correlations, we gradually approach the goal of the language type.

(Lehmann 1979)
single subsystem and does not

2. Problems of present-day typology. The central concern of present-day
typologists is morphosyntactic typology. As for semantic typology, there is 
little, if any, activity; and there is not even a consensus among scholars 
as to what it should deal with (s. Lehmann (ed.) 1982). The fate of phonologi­
cal typology is not much different, although here the task, viz. that of dis­
covering types in the sound patterns of different languages, is clear in principle 
(cf. e.g. Hagege/Haudricourt 1978, ch. Iff), However, while there is currently 
much serious research in phonological universals, nobody appears to be inter­
ested in phonological types (s. Dressier 1979). The assumption prevails that 
phonological types are interesting only to the extent that they correlate with 
morphosyntactic types; and the majority of typologists are clearly pessimistic 
about this possibility. Perhaps some advance can be made if Trubetzkoy’s 
(1931:163) claim that morphophonology is the best basis for language typology 
is examined afresh.

There is some theoretical justification for the central position of morpho­
syntactic typology. If linguistic typology is to stand up to its claim of reducing 
linguistic diversity to a manageable number of underlying patterns, it neces­
sarily must approach linguistic structure at the level which displays the greatest 
differences cross-linguistically. While both semantics and phonology are closer 
to universal substance, the combination of sound and meaning constitutes the 
«•rea most intrinsic to human languages, in which they differ most. This com­
bination, insofar as it is subject to rules, is brought about in morphosyntax.

This reasoning provides us with an important principle of morphosyntactic 
typology. It is the patterns of association of sound with meaning which must
t^onstitute the central concern of morphosyntactic typology. To give an
®’^^>iip]e; One may ask, on the one hand, whether a language possesses the 
Category of number, or on the other hand, whether it possesses suffixes on the
'■erb. 
they

sinceNeither of these questions is of immediate typological relevance, 
are concerned exclusivelv either with the content or the expression ofconcerned exclusively either with the content

fstaiuinatical categories. What potentially contributes to the language type is 
association of this content with this expression, viz. whether a language ex-the

Ptesses number (differentiated according to certain
suffixes (of

SU bcategories) by verbal
a certain kind).

For instance, the■Much current typology falls short of this requirement.
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typology of the fundamental relations, i.e. of the accusative, ergative
active types (proposed by G. Klimov (1979) and others), is content-oriented
it more or less explicitly disregards the ways in which these relations'
expressed. On the other hand, traditional morphological typology, establish
types such as the isolating, agglutinative, flexional etc., is exclusively

Linguistic Vnive^
■sals

1-e.

exclusively
oriented; and so are modern syntactic versions of it which ask, for
whether a language has ‘heavy morphology’ and ‘free word order’ or, on th 
contrary, ‘little morphology’ and ‘fixed word order’ (e.g. Vennemann 1974), 

suchSuch models fail to ask the essential question of what is expressed by 
structural means. A basic tenet of structural linguistics is that form covaries 
with meaning, that structural differences reflect semantic or functional dif.
ferences. This covariation of meaning and expression has the consequence 
that one cannot find a strict equivalent to a grammatical category of a given 
language in another language. Some typologists have been reluctant to
acknowledge this truth, because it seemed to render cross-linguistic comparison 
and, thus, typology impossible (cf. Yartseva 1979:279). Quite the opposite is
true. Typology—and indeed structural linguistics—would be impossible if
meaning and expression could vary independently of each other. The fact that 
they covary in regular ways constitutes the basis of morphosyntactic typology.

All partial typologies center around a specific domain of the language 
system. The domain currently most favored is constituted by the verb-actant, 
or predicate-argument, relations. Basic order typology deals with the sequen-
tial order to be observed in this realm, especially among subject, verb and 
object (Antinucci 1977, Lehmann, W. 1978). The typology of fundamental 
relations instead focusses on the syncretisms of case roles in the fundamental 
syntactic relations of the accusative vs. nominative, the ergative vs. absolutive 
or the active vs. inactive (Lazard 1978, Klimov 1979, Plank (ed.) 1979). T. 
Milewski’s (1950) all too neglected typology of the concentric vs. excentric con 
structions is based upon the expression of verb-actant relations eithei Y 
verbal agreement affixes or by nominal case markers. It is astonishing

T.

and

widisappointing to see that these three approaches, which actually deal 
same subject matter under different aspects, have remained almost totally 
connected, although the most detached observer immediately
they can only do justice to it if they are combined (first attempts

th the
dis- 
that

1977, Bossong 1980 and Mallinson/Blake 1981, §3.4.). can«’*’'
All existing typologies are partial typologies, and therefore there

conceivably be any competition among them. For many of them, howe' 
claim has been raised that they are valid as language typologies. For * 
the typology of topic-prominent vs. subject-prominent languages (Li/ 
son 1976), or of role-dominated vs. reference-dominated languages (^^r* 
Foley 1980), have been offered as alternatives to each other and to basic 

to which

1976), or of role-dominated vs.

typology. Such claims illustrate the greatest danger to which * 
typology is exposed, namely reductionism. Building a whole language t 
upon a single feature such as main constituent order, or topic-pro'^*’

v5-I
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h'ect-prominence, or whatever, presupposes that everything else in the lan-
* J J system depends on, or correlates with, this one feature. This has not

‘ jnd will not be, demonstrated for any of the typologies proposed so far.
•¿e the methodological defect of reductionism, such proposals involve two 

1 __________________________ 4-T-* n « 1 4- « fc-k 4- T-k *-k 4- 4- T-k #*k k i** rkk..k
essen tial theoretical errors. The first is the assumption that there is a single
structural property, or grammatical domain, which is basic to the language 

, tern and, therefore, to typology. In reality, language is a balanced combina­
tion of various subsystems (cf. W. Dressier’s polycentristic model); and the 
higher their level of complexity, the looser the connections among them become. 
While there are clear-cut implicative relations among the members of a mor-
phological paradigm, there is no more than an equilibrium, a relation of mutual 
preference (Skalicka 1966), among the major parts of the whole grammar. The 
second false assumption is that types are constituted by structural properties. 
If this were so, types would indeed be equivalent to classes, since a class may 
be defined by a property common to its members. In reality, a type is a set of 
interrelated principles which underly the structuring of language systems. 
Only if we accept this can we avoid admitting that every typology is as good 
as any other.

Reductionism goes hand in hand with oversimplification. We have now 
seen almost twenty years of basic order typology, and still some fundamental 
problems are constantly glossed over. What is the basic order if there are 
variant orders or different orders under different contextual conditions? How 
is basic order typology relevant to a language with free word order? (Mallin-
son fc Blake (1981, ch. 3) address themselves to such problems.) What is 
the basis for equating subject, verb, object, genitive attribute, adposition etc. 
of English with similar categories in any other language? Does the difference 
between accusative, ergative and active construction, between alienable and 
ttialienable possession, between adpositions of nominal and of adverbial nature 
teally have no relevance here? On the other hand, typologies of case systems 
’fe being offered which, on closer inspection, boil down to typologies of the 

^’ndamental relations (Dixon 1979:71; Comrie 1981, ch. 6). That is, only the 
agent and patient relations is analyzed, as if these were not

a'nd^ comprise, in addition, the indirect object, the locative complement
every language, in the whole network of semantosyntactic rela-

r,. several more. Moreover, several authors (Moravcsik 1978, Comrie 1981 
'^‘batani 19821 

"“istruction.
are still dealing with a dichotomy of accusative vs. ergative

®ctiv, as if the existence of at least one more construction type, the
e one, had not been demonstrated by G. Klimov (1972) ten years ago. 

. Suistic tVDoloev is onlv oossible if we are constantly aware of the connec-ti:
'¡Ons typology is only possible if we 

ts’hich a given property has with other parts of the language system.

ste,
5,

^iii

, Suggestions for future research. Efforts in typological work have been
Pped up in the last few years, and some promising results and interesting
Sestions have been put forward (summarized in Comrie 1981 and Mallinson/
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Blake 1981). Despite such achievements, the present state of linguistic typoio 
gives no occasion for contentment. The field is split up, there is not ₽ * 
agreement on what linguistic typology is, let alone a common theoret' ** 
framework or methodology. The very first thing we need is more cooperatio 
among typologists. The present situation in which linguists from the USA 
Western and of Eastern Europe, of Japan, Australia or whatever place remain 
largely ignorant of what is being done in other parts of the world is detrimi

•gy

of

lental
to the discipline. Linguistic typology is an exacting task which demands empir, 
cal analyses and inductive generalizations on a vast scale. Therefore typologists 
must unite their efforts and try to find a common denominator (Dezs6 1979) 
(A first attempt has been made by the East-West Group on Typology, which
has assembled typologists from the USA, from Western and Eastern Europe in 
annual meetings since 1979; see ALHung 29 (3/4), 1979).

Furthermore, linguistic typology is possible only if comprehensive and 
uniform grammatical descriptions are available. In this respect, the discontinua­
tion of the Lingua Descriptive Studies project (1979-1982) is regrettable, 
because despite any weaknesses which one might blame on it, it was a first
and valuable attempt to provide such grammars. Finally, typology must co-
operate with universals research in the following way (cf. Seiler 1979): Uni­
versals research must establish the functional domains or dimensions of the 
language system and collate the various structures by which languages represent 
each dimension. For example, the dimension of possession (Seiler 1981) com­
prises the various possessive affixes, genitive attributes and ‘have’- and ‘be -con-
structions of alienable and inalienable possession, and a variety of other struc-
tural means. Then the laws of covariation of function and expression as well
as the limits of structural variation within the domains must be formulated (cf- 
Keenan 1978). Here linguistic typology takes over. It observes how each lan­
guage makes its selection among the structural means available within each 
dimension, and how this choice correlates with the choices made on other

Nonedimensions, for instance those of determination or local orientation.
of the dimemsions has claims to more basicness than any other. The principles 
which govern these choices and their correlation are typological principles, 
they constitute language types. As more dimensions are gradually integra 
into the picture, it becomes more complex, and from a collection of linguist“- 
types we arrive at holistic language types. This is what we want, in the long 
run: not a variety of competing typologies, but one comprehensive typologV'
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Les tournures passives en bourouchaski*

Yves-Charles Morin et Etienne Tiffou 
Université de Montréal

1.

1.1 
sur

Introduction
Dans son ouvrage sur l’ergatif Cl. Tchekhoff (1978:40) élève des doutes 
l’existence d’une voix passive dans les langues à construction ergative.

“Lorsqu’il y a voix dans un schéma ergatif, c’est dans ce sens que doit se faire 
l’opposition du patient à l’auteur, et non dans le sens contraire comme dans 
une construction accusative.” Nous pensons que le bourouchaski offre un 
exemple intéressant allant à l’encontre de cette théorie. Notre enquête menée 
à Yasin au cours de trois séjours, respectivement en 1975, 1978 et 1979, porte 
essentiellement sur le bourouchaski parlé dans cette vallée. Nous avons pu 
vérifier la pertinence de nos conclusions avec la langue du Hounza en 1982, 
grâce à l’aide de M. Nasir Oudin, qui a travaillé à Montréal avec nous sur ce 
sujet. Toutefois la plupart de nos exemples sera empruntée au premier dialecte.
1.2 Nous avons cru pouvoir distinguer de prime abord deux types de passif en 
bourouchaski. Le premier se caractérisait par un agent marqué en -um[-cum et
le deuxième par un agent marqué en -e. A l’analyse, il est apparu que ces deux 
procédés relevaient d’une même organisation syntaxique et étaient en distribu­
tion complémentaire.

2- La tournure passive avec agent en-umj-cum
2-1 En bourouchaski, il est aisé de constater qu’un verbe transitif peut deve- 
ttif intransitif; le verbe alors s’accorde avec l’ancien objet, qui conserve le cas 
®l>solu. Cette réduction entraîne, le plus souvent, l’élimination de l’agent:

(1) mo güse 
la femme-Erg.

mena
mena-Abs.

gurgiinu 
a moulu

(2)
‘ La femme a moulu le ména ’
mena 
mena-Abs.

dugùrguni 
a-moulu

* Le ména a été moulu ’

CePendant, il est des cas où l’on peut exprimer l’agent, qui devient alors
'^Plément oblique à l’ablatif:

un

, ^'ous
‘»bv, tenons à remercier le Conseil de recherches en sciences humaines du Canada, qui a 

'^•'tionné, pour une grande part, nos recherches sur le bourouchaski.
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(4)

(5)

ne hire
Г homme-Erg.

biànc 
vaches-Abs.

(u)khàci 
enferma

* L’homme a enfermé les vaches ’
biànc 
vaches-Abs. 
jâcum 
moi-Abl.

dukhâiiéum bién 
enfermées sont ' Les vaches sont

biànc 
vaches-Abs.

dukhâèicum bièn 
enfermées sont

enfermées'

. (3)

‘ Les vaches sont enfermées per moi ’

2.2 De telles tournures sont soumises à une contrainte: l’agent doit être 
animé. Elles sont, d’autre part, moins usitées que la tournure à l’ergatif, On 
peut faire un parallèle avec le rapport qui, en français, lie le passif à l’actif 
La phrase la rue a été traversée par le piéton est grammaticalement correcte 
mais reste artificielle. On préférera la tournure active le piéton traverse la rue 
En revanche, une phrase comme j’ai été dévoré par les moustiques ne soulève 
par les mêmes difficultés.
2.3 L’importance de la tournure à l’ablatif est capitale. Elle permet de lever 
un doute important sur l’existence d’un passif en bourouchaski. La présence 
d’un cas distinct de celui du sujet normal d’un verbe intransitif pour marquer 
l’agent prouve clairement que nous n’avons pas affaire à des constructions 
absolues ou à sujet non exprimé, comme on peut argumenter pour le dyirbal 
ou pour l’avar. Dans cette langue, d’ailleurs, une phrase comme (6), littérale­
ment “l’âne vient du fait de l’homme”, ne s’oppose à aucune autre tournure 
simple signifiant spécifiquement “l’homme amène l’âne”. Tel n’est pas le cas 
en bourouchaski où l’on peut opposer à la tournure passive (7) la tournure 
ergative-transitive (8).

(6)

(7)

ci-yas 
homme-Erg. 
hircum 
homme-Abl.

hama 
âne-Abs.

bal 
mur-Abs.

bac’ula 
vient

‘ L’homme amène l’âne

duxâurti 
est éraflé

(8)
‘ Le mur est éraflé par l’homme ’
ne hire
Г homme-Erg.

bal 
mur-Abs.

xâurti 
érafla

‘ L’homme a éraflé le niur

Le bourouchaski du Hounza ne procède pas différemment;

(9) ûwe bâalt

(1»)
ils-Erg. pommes-Abs.
bàalt 
Jjommes-Abs.
‘ Des pommes

ùwacum 
eux-Abl.

süçâan
mangent

‘ Ils mangent des pommes

dusüçiyen
sont mangées

I

sont mangées par eux ’



г 959

tournure passive avec agent en -e.

Le bourouchaski connaît également une tournure passive où l’agent est à
cas oblique en -e, et non en -uml-cumt3.1

un
(11) garúm 

chaude
céle 
eau-Erg.

jâ 
moi-Gén.

* L’eau chaude rétrécit mes chapeaux ’

párcimu 
chapeaux-Abs.

dóskuruSum duá
rétréci est

(12) garúm céle jâ párcimu dóskuruSum bién
chaude eau-Erg. moi-Gén. chapeaux-Abs. rétréci sont
‘ Mes chapeaux rétrécissent sous l’effet de l’eau chaude ’

Cf. Hounza:

(13) tise 
vent-Erg.

ciir
chèvres-Abs.

ósqoríila 
fait-sombrer

‘ Le vent fait sombrer les chèvres ’
(14) tise 

vent-Erg.
ciir
chèvres-Abs.

ôsqoréiyen 
sombrent

‘ Les chèvres sombrent sous l’effet du vent ’

Cette construction pose un problème délicat. Que le verbe s’accorde avec
l’absolutif, cela ne soulève aucune difficulté, puisque, dans les langues à cons­
truction ergative, ce cas peut marquer l’objet dans les tournures transitives et 
le sujet dans les tournures intransitives. En revanche, en bourouchaski, le cas 
erg.Ttif n’est clairement attesté que comme marque du sujet. Faut-il, dans ces 
conditions, considérer la forme en -e dans les examples passifs, comme attestant
i>n autre usage de ce cas? On sait qu’en bourouchaski, la marque de l’ergatif 
f’t homonymique de celle du génitif, sauf pour les féminins. Ex.: Erg.-Gén m, 

) hire ‘homme’, cigire ‘chèvre’, cile ‘eau’; Erg. f gùse ‘femme’, Gén. gûsmo
femme’. Malheureusement, il
un

a été impossible de recueillir un passif en -e avec
agent féminin. Cela est dû à certaines contraintes que nous envisagerons 

phis loin
•^‘guïté

(3.4). L’existence d’une telle tournure aurait permis de lever l’am-
qui pèse sur la forme en -e.

Cette
’’oib avons 

semble

tournure passive en -e est soumise à certaines contraintes. Alors que 
pu relever en hounza pour un même verbe trois tournures possibles.

que pour certains informateurs de Yasin, la tournure dite passive ne
alterner avec la tournure active. L’une s’impose

''1, un informateur de Darkot, accepte seulement la phrase (12) et refuse (11). 
, '*^^bes informateurs, cependant, considèrent celle-ci comme correcte. Si l'on 
’Ppiiie

4pé

à l’exclusion de l’autre.

b’a
s’:

sur l’enseignement du hounza, on peut penser que l’informateur a été
'»cti 'e.

par l’évidence de la tournure passive

rs
D’ailleurs, un de nos informateurs les plus rigoureux a accepté à

reprises les deux tournures.

au point de refuser la tournure
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3.4 En revanche, cette tournure passive est indubitablement soumise à
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tiescontraintes sémantiques. Le bourouchaski distingue quatre classes de noms 
les humains masculins (m), les humains féminins (f), les animés non humai 
et les éléments dénombrables (x), les éléments indénombrables et les abstrait^ 
(y). Il y a lieu de réorganiser ces classes pour tenir compte des restrictions ; 
la tournure passive de la façon suivante: animés humains (h), animés non 
humains (x[-|-animé]), inanimés et abstraits (x[—animé] et y). Lorsque le su’ 
ou l’objet est h, cette tournure passive est souvent rejetée (cf. 15 et 16). n 
va de même lorsque le sujet est x animé (cf. 17). En revanche, lorsque x en

animé 
est objet et que x inanimé et y sont sujet ou objet, la tournure passive est admise 
voire requise.

(15) *huri 
hommes-Erg.

malin 
champs-Abs.

déj-oljacum bicà
brûlés sont

(16)
‘ Les champs sont brûlés par les hommes ’
*haràlte 
pluie-Erg.

daktàr 
docteur-Abs.

dé;-oskinum 
retardé

bâi 
est

(17)
‘ Le docteur a été retardé par la pluie ’
’"cigira 
chèvre-Erg.

béliSe 
mouton-Gén

cel 
eau-Abs.

ménum duà
bue est

‘ L’eau du mouton a été bue par les chèvres ’

Cependant d’assez nombreux exemples relevés contreviennent à cette règle: il 
est plus juste de parler de tendance.

4. Conclusion
4.1 II apparaît clairement, au terme de cette étude, que la distinction nette­
ment établie au cours des enquêtes entre le passif en -um/cum et le passif en -e 
ne se justifie pas. Nous n’avons pas affaire à deux tournures différentes, mais a 
deux tournures complémentaires, qui relèvent d’un même système. Le marqueur 
est en -um/-cum lorsque l’agent est animé, et en -e lorsqu’il est inanimé. Le pru" 
blême délicat à résoudre porte sur la nature du patient. Le bourouchaski 
court difficilement à la tournure passive quand le patient est h. Dans ce cas, 
informateurs hésitent longuement et tendent à se prononcer négativemeu 
Une phrase comme (18) est difficile:

(18) *sà 
soleil-Erg.

hurí 
hommes-Abs.

dô/oljacum ban
brûlés sont

‘ Les hommes sont brûlés par le soleil ’

Ce malaise noté chez nos informateurs permet de noter un trou dans le s)St
passif du bourouchaski.
4.2 Le bourouchaski, qui possède une contruction ergative connaît donc 

et systematisable. Certes, la passivationtournure passive bien identiBable
en
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■haski est peut-être moins souple que dans d’autres langues, car elle est
gorin'in/Tiff»“

bouroucl

liée à
des contraintes sémantiques assez strictes. Elle est toutefois suffisamment

tirer certains enseignements intéressant laJtec “ -productive pour quon puisse en tirer certains enseignements intéressant la 
typologie des langues. Parmi ceux-ci. nous espérons que l’analyse proposée 
permet de mettre en cause, si besoin est, une fois pour toutes la théorie de 
la valeur passive du verbe dans les langues à construction ergative.
la
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A Re-Definition of ‘Ergative’ and ‘Accusative’

TSUNODA Tasaku
University of Nagoya

1. INTRODUCTION In accordance with the usual practice in case-markin 
typology, I will use the three labels A, O, and S for referring to certain NPs- ''g

A: agent, perceiver, experiencer, possessor, etc.
O: patient, perceived, experienced, possessed, etc.

of two-place 
predication

S: sole participant of one-place predication.
‘Ergative (-absolutive) pattern’, ‘ergative (-absolutive) construction’, and ‘ergative 
and absolutive cases’ are often defined as follows:

ERGATIVE-ABSOLUTIVE
pattern
case
construction

ERG ABS'
A-ERG O-ABS Verb.

)

A # S = О

Similarly, ‘(nominative-) accusative pattern’, ‘(nominative-) accusative construc­
tion’, and ‘nominative and accusative cases’ are often defined as follows:

A = S О

NOMINATIVE-ACCUSATIVE
pattern
case
construction

NOM ACC
A-NOM O-ACC Verb.

As will be demonstrated below, these definitions lack a degree of precision, 
and consequently, have sometimes been used misleadingly. Therefore, more 
precise definitions are necessary.

2. MISLEADING USE OF THE TERM ERGATIVE’ In many languages 
—in both so-called ‘ergative languages’ and ‘accusative languages’—expressions 
of perception, knowledge, feeling, possession, ability, etc. involve case-frames 
such as DAT-ABS, GEN-ABS, LOC-ABS, or the like; or DAT-NOM, GEN- 
NOM, LOC-NOM, and so on. (For examples, see Table 1.) They have some 
times been regarded as instances of the ergative pattern, and consequently thej 
so-called ‘accusative languages’, e.g. Russian and Japanese, have been sugge® 
to be ergative/accusative-mixed, containing both the accusative and the ergat* 

ited
re

patterns. Thus, involving the DAT-NOM case-frame, for instance;
accusative pattern 

A = S Ap О
ergative pattern (?) 

A Ap S = О

t

NOM ACC DAT NOM
1) The abbreviations used are as follows: ABS absolutive; ACC accusative; APU apt*'

ides»**'

DAT dative; ERG ergative: GEN genitive; LOG locative; NOM nominative: POSS posse!

962
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direct effect on the O perception pursuit

Table 1-1. Case-frames in eleven selected languages.

1 2 3

meaning

examples kill, break, bend, hit, shoot, eat

subtype lA 2B

see, look, hear, 
listen, smell, 
find

search, wait

meaning j causing change causing no change

I1
I
I

examples I kill, break hit, shoot

English

Japanese

Tibetan

Avar

Tongan

Samoan

Djaru

^’arrungu

^uugu

Ik- L
^•■nidhirr

asque
®sltimi

lO

NOM kill ACC NOM hit ACC
NOM hit at O
NOM tread on O

NOM-ACC

ERG-ABS

ERG-ABS

ERG-ABS

ERG-ABS

ERG-ABS

F.RG-AB.S

ERG-ABS

ERG-ABS

ERG-ABS

NOM-ACC
NOM-DAT

ERG-DAT/LOC

I

I

NOM see ACC
NOM look at O
NOM listen to O

NOM-ACC
NOM DAT

DAT-NOM

ERG-ABS
ERG-DAT/LOC

LOC-ABS

ERG-ABS
ABS-DAT
ABS LOG

ERG-ABS
ABS-DAT
ABS-LOC

ERG-ABS

ERG ABS

ERG-ABS

ERG-ABS

I ERG-ABS

NOM await ACC
NOM wait for O

NOM-ACC

ERG-ABS
ERG-DAT/LOC

ERG-ABS
ABS-APU

ERG-ABS
ABS-DAT

ERS-ABS

ERG-DAT
ABS-DAT

ERG-ABS
ABS-DAT

ERG-ABS

ERG-ABS

ERG-ABS
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Table 1-2. Case-frames in eleven selected languages.

type 4 5 6 7

meaning knowledge feeling possession

examples

subtype

know, understand, 
remember, forget

love. like, 
want. need, 
fear

posses, own

I ability

I capable

meaning

examples

English NOM know ACC
NOM aware of O

NOM like ACC
NOM fond of O

NOM own ACC

NOM capable of 0 1
Japanese NOM-ACC NOM-ACC ! NOM-ACC 1

NOM-DAT I
NOM-NOM

DAT-NOM DAT-NOM i DAT-NOM DAT-NOM

Tibetan ERG-ABS ERG-ABS I 
I 
IABS-DAT/LOC !

DAT/LOC-ABS DAT/LOC-ABS

Avar LOC-ABS DAT-ABS GEN-ABS

Tongan ERG-ABS ERG-ABS

I

ABS-DAT ABS-DAT ABS-ABS

t 
i I

DAT-ABS ABS-LOC
LOC-ABS I

Samoan ERG-ABS
ABS-DAT
LOC-ABS

ERG-ABS
ABS-DAT
ABS-LOC

DAT-ABS

Djaru ERG-ABS
ABS-DAT

ERG-ABS ERG-ABS
ABS-DAT
ABS-LOC

—I.
Warrungu ERG-ABS

ABS-DAT I ABS-DAT

Gnugu
Yimidhirr i abs-DAT

I

ABS-DAT DAT-ABS
POSS-ABS

Basque ERG-ABS ! ERG-ABS ERG-ABS

Eskimo ERG-ABS ERG-ABS ERG-ABS
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yjowever, this view is misleading. For example, according to this view, we
Id have as many as four distinct ergative patterns in Avar, N.E. Caucasus

;;'ee Table I):

involving
action verbs
A S = O

erg ABS

involving involving
perception verbs feeling verbs

A # S = O
LOG ABS

A if S = O
DAT ABS

involving 
jxtssession verb 

A S = O
GEN ABS

But, according to the traditionally accepted view of Avar grammar, only its 
action verbs constitute the ergative pattern/constructions, and other three types 
of verbs do not.

The reason for the misleading usage of the term ‘ergative’ is that the type 
of the verbs employed in its application was not held constant. Thus, in order 
for this term to be crosslinguistically valid, we need a re definition of the term 
whereby the type of the verbs employed is fixed.

3. RE-DEFINITION OF ‘ERGATIVE’ As necessary (if not sufficient) con­
ditions, I propose that ERGATIVITY involve (i) not only the AifS=O pattern, 
(ii) but also true transitive verbs.

It is first necessary, in terms of case-marking, to define true transitive verbs. 
Table 1 shows a ‘transitivity scale’ of two-place predicates/verbs. The transitive 
case-frame—ERG-ABS or NOM-ACC—is more likely to occur as we move 
towards the left end, and in Subtype-1A only the transitive case-frame occurs 
(in every language investigated). This suggests that (among various two-place 
verbs) the true transitive verbs are Subtype-IA verbs; they describe activities 
that directly impinge on the O and cause a change in it. (For further details 
of this ‘transitivity scale’, see Tsunoda 1981).

Under this proposal, in Avar, only the action verbs—which include Subtype- 
*A verbs—constitute the ergative pattern/constructions, and other types of 
Verbs do not. (This complies with the traditional view.) Furthermore, those 
shove-discussed ‘accusative languages’ which are alleged to be ergative/accusa- 
^•'e-mixed, are not in fact mixed; they lack the ergative pattern.

4. MISLEADING USE OF THE TERM ‘ACCUSATIVE’ Tongan and 
'tioan have the following two types of two-place verbs:

0 O
two-place

canonical transitive:

middle

One-place

Verb 
'Verb
Verb 
Verb

e A
0 A
0 A
0 S

Ai O

(ERG-ABS) 
(ABS-LOC) 
(ABS-DAT) 
(ABS)

L
-u, 
oth

■’ttoiiical
ttth,ler transitive verbs include Type-1, while middle verbs correspond to

types, but not Type-1; see Table 1. It has sometimes been suggested that

z O
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(i) middle verbs constitute the accusative pattern and constructions, and 
consequently Tongan and Samoan are ergative/accusative-mixed. Thus-

involving canonical transitive verbs 
A dp S = O

involving middle verbs 
A = S # O

ERG ABS NOM (?)
i * at’ or ki • to ’ 

ACC (?)
e 0 0 0 0

Hotvever, this view is misleading. For example, according to this view 
English would have numerous distinct accusative patterns. To give just four 
examples from English:

involving kill

NOM ACC

involving look
A = S o

involving listen involving fond 
A = S dp O

NOM at NOM to NOM of

But, according to the traditionally accepted view of English grammar, among 
the four verbs/predicates given above, only kill constitutes the accusative pat- 
tern/construction, and others do not.

5. RE-DEFINITION OF ‘ACCUSATIVE’ As necessary (if not sufficient) 
conditions, I propose that ACCUSATIVITY involve (i) not only the A=SdpO 
pattern, (ii) but also true transitive verbs, i.e. Subtype-IA verbs.

Under this proposal, English has only one accusative pattern, involving 
Subtype-IA verbs (among others), e.g. kill. (This complies with the traditional 
view.) Furthermore, Tongan and Samoan are not ergative/accusative-mixed; 
they lack the accusative pattern.

6. CONCLUSION Employment of true transitive verbs (i.e. Subtype-IA 
verbs) in the definition of ‘ergative’ and ‘accusative’ enables a more controlled 
crosslinguistic comparison of case-marking patterns. In addition, according to 
this proposal, some languages which are allegedly ergative/accusative-mixed, are 
not in fact mixed.

Reference
Tsunoda, Tasaku. 1981. Split case-marking patterns in verbs-types and tcnsc^asi>ect/n

LiiigiiLsiics. Vol. 19 No. 5/6, 389-438.



Toward Universal Principles of Word Formation;
A Look at Antonyms

Jessica R. Wirth
The University of Wisconsin-Milwaukee, US.4

i
The question of whether the vocabulary of a language is structured on 

universal principles has perhaps found its most dramatic affirmative answer in 
the work of Berlin and his colleagues studying the distribution of basic color 
terms in the world. In the present research addressing this question,i) the 
domain of investigation is not a semantic field such as color terms but rather
a

I

set of antonymous expressions, or ‘opposites’, which range over many dif­
ferent semantic fields. The two studies reported here are based on data from 
31 dialects representing 29 languages.2> One is an exploration of a suggestive 
comment in Greenberg (1966) about formal markedness and its correlates: the 
other is an investigation of polysemy. Each study yields a universal principle 
of word-formation. We first consider markedness.

It is argued in Greenberg (1966) that “zero expression” correlates with “con­
textual neutralization” in a number of linguistic structures. “Zero expression” 
refers to the fact that one member of an opposed pair of expressions may be 
formally unmarked with respect to one pole of that opposition. For example, 
author (vs. authoress') is formally unmarked for maleness, and thus exhibits 
zero expression. “Contextual neutralization” refers to the fact that a given 
opposition in meaning may be neutralized in certain contexts; for example, the 
tnale-female opposition in neutralized in the sentence I know the author, not 
^he editor. The claim that zero expression is correlated with contextual neu­
tralization is exemplified by the fact that in the neutralizing context given above 
the unmarked form author, not the marked form authoress, is the form that 
appears. Greenberg suggests in a brief discussion (p. 52) of adjectives that this 
claim is also instantiated by at least a few pairs of antonymous adjectives. The 
proposition that, in general, it is the unmarked member of a pair of adjectives 
^''hich appears in a neutralizing context, which has apparently been generally 
Accepted, has not been systematically documented through crosslinguistic
’'^search. The findings of the present studies provide some evidence for such 
3 PPnornl __ 1______ 1-Seneral claim about adjective pairs.

h This paper is a highly condensed version of the paper presented at the Congress. The
'■«search
G,
M.

reported here was supported by a grant from The University of Wisconsin-Milwaukee 
'Taduate School in 1979 and by the UWM ESL Program in 1981. 1 am grateful to Edith 
"tavesik and Fred Eckman for helpful discussions.

J. 2) About ten distinct language families are represented: 18 of the languages are non-Indo- 
'«»Pean, the remainder Indo-European.

967
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such that one is derived from the other by the addition of

Examination of data about 34 pairs of antonymous expressions in each la,^ 
girage revealed that, with two exceptions, across languages, the formal] 
unmarked member of a pair of antonymous expressions always expresses the 
same pole of the opposition, if the two expressions are morphologically related 
such that one is derived from the other by the addition of a single negative 
Thus, for example, for the opposition RIPE-UNRIPE the formally unmarked 
member is the one for the meaning RIPE. (Cf. Gegb6 si RIPE, mii ■ 
LT.’RirE: Yoruba pgn RIPE, ko pQn or aipoR UNRIPE.) This holdsUNRIPE: loiuua pQTi rcirr., «o pQn or aipoii cji\K.irr..j ims noids regard 
less of whether the derived expression is a single word or a phrase (Cf. the
Yoruba example above). The set of attested bases for derivation (i.e., 
formally unmarked member of a pair) is listed in the first two columns of the 
table in (1).

By Greenberg’s hypothesis, the forms corresponding to the meanings listed 
in the Bases Attested columns in (1) should be the ones that appear in a neutral­
izing context. A partial test of this was conducted in a survey of 56 native 
English speakers which sought their judgments of the neutrality of members of 
pairs of antonyms in English. Subjects were asked to determine if either, both, 
or neither of the members of each pair of antonyms could be used in a neutral 
sense in the neutralizing context How ... is X? By “used in a neutral sense” is 
meant that the word can refer to the whole dimension encoded by the antonym 
pair without implying that X is at one pole; for example, in How tall is X?, tall 
does not imply that X is tall, but in How short is X?, short does imply that X 
is short. Thus tall is neutral and short is not. The meanings chosen as neutral 
by this test are listed in the last two columns in the table in (1): 

1. BASES 
ATTESTED 
ABUNDANT 
BRIGHT 
CLEAR 
COOKED 
DEEP
EXPENSn E 
FAST 
FRESH 
GOOD 
HAPPY 
HARD 
HEAVY 
LONG 
LOUD
OLD (vs. YOUNG)

BASES 
ATTESTED
RICH 
RIPE 
SHARP 
SMOOTH 
STRONG 
SWEET 
TALL 
TRUE 
WIDE

•DIRTY 
•CROOKED
DIFFICULT 

•EASY
LIGHT 

•DARK

NEUTRAL 
MEANINGS 
ABUNDANT 
BRIGHT 
CLEAR 
COOKED 
DEEP 
EXPENSnE 
FAST 
FRESH 
iiOOD 
HAPPY 
HARD 
HEAX'Y 
LONG 
LOUD
OLD (ts. YOUNG)

NEUTRAL 
MEANINGS 
RICH 
RIPE 
SHARP 
SMOOTH 
STRONG 
SWEET 
TALL 
TRUE 
WIDE 
CLEAN 
STRAIGHT 
DIFFICULT

LIGHT

PRETTY HANDSOME PRETTY
••CLEAN

HANDSOME MANY

••INDUSTRIOUS
••WHITE?

••BIG 
••HIGH
••OLD (vs. NE"'>

• Meanings were not juilgcil to be neutral
•• No instances found in the crosslinguistic stiitly of these or their antonyms as 

for derivation.
base’J
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jfi all but two cases (LIGHT, WHITE) there was more than 50% agreement 
pj, the neutrality of a given form, and in most instances there was more than 
qqo/ agreement. Since the list of Neutral Meanings correlates closely with the 
¡¡st of Bases Attested, the results of the test confirm the hypothesis.

Based on these results, a universal set of neutral or unmarked meanings is 
roposed here, namely the set of meanings listed under Neutral Meanings in 

(1) and a universal principle of word formation is formulated:

Principle of Antonym Formation
Of the antonymous meaning pair A/B, if A (but not B) is neutral, and if
a language forms antonyms through the addition of single negativea
element to the base, then either

1) A is the base; OR
2) If B is the base, the language must also have another non-derived 

form which means A.

Case 1) is exemplified by the RIPE/UNRfPE data from Gégbé and Yoruba 
given earlier. Case 2) accounts for the few cases where the non-neutral meaning 
is the basis for derivation, as in Gégbé mú ñána, DIFEICULT, which is derived 
from non-neutral ñána, EASY. In these cases, the language has another non­
derived word for the neutral meaning; thus Gégbé also has non-derived siu for 
DIFFICULT. This principle implies that for neutral meanings an implica-
tional relation holds, namely, that for a given neutral meaning, if a language
has a formally marked expression for it, the language will also have a formally 
unmarked expression for that meaning.

We turn now to the study of polysemy. The question in this case is whether 
the frequent polysemy of words in languages is systematic across languages or 
random. For example, in English, the word hard can mean FIRM (hard as 
opposed to soft) or it can mean DIFFICULT (hard as opposed to easy). Cross- 
linguistically, do the same pairs of meanings become encoded in a single form? 
That is, for example, do other languages also use a single form for the pair of 
ttteanings FIRM and DIFFICULT just as English uses hard?

The answer seems to be yes. Though the numbers are small, the kinds ol 
’Meanings which are encoded by a single form are significant. Listed in (2) are 

instances of polysemy found in the data examined.

2. ^Iteslations of polysemy
hi,-. 'file OLD
®‘C/WIDE 
‘^‘<1GHT 
^LEan 
^1-Ean

/CLEAR
/CLEAR
/"HITE

?^OD
^‘'RD

"HITE
PRETTY
OIFFICCLT

(.VO.V-Ai,{TK,-IL) 
SMALL YOI NT, 
SMALL/XARROW 
DIM HAZY

(\El TRAL} l.\U.\:\El TRAl.}
HEA\ Y DIFFICl LT LIGHTWEIGHT E.VSY

DIRTY'BI.ACK 
DARR BLACK 
BAD 'L’GI Y 
■SOFT EASY

LONG DEEP 
LONG WIDE 
LOL D BIG 
LOI D Hlt.H 
LOVD HALL 
RICH ABI NDANT 
RIPE COOKED

SHORT SHALLOW 
SHORT NARROW 
SOFT SMALL 
SOFT LOU 
SOFT SHORT

I’NRIPE T XCOOKED
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SOFT/SLOW
SWEET/PRETTY~ 

HANDSOME
SOFT/LIGHTAVEIGHT TALL/BIG

HARD/LOUD
HARD/STRONG

SOFT/SOFT
SOFT/WEAK

TALL/HIGH 
LONG/HALL

Linguistic Vniv,
'fsals

SHORT/SMALL
SHORT/LOW
SHORT/SHORT

Counterexamples?; HARD/ROUGH; SOFT (vs. HARD)/SMOOTH; SOFT (vs. LOL'D)/SMooTn

Each pair of words separated by a slash represents a pair of meanings which 
are expressed by a single form in some language. In G^gbS for example the 
word for BIG in some contexts is the same as the word for OLD.

What is significant about the data is that in all but three instances
meanings encoded by the same forms are either both neutral or both

the
non-neu-

tral (in the sense of the neutrality test reported on earlier). Based on this find­
ing we formulate another universal principle of word formation:

Principle of polysemy
Of two pairs of antonym relations A/B and C/D where only one member of 
each pair is neutral, if a language encodes a member of A/B by the same 
form as a member of C/D, then the two meanings so encoded must both be 
neutral with respect to their antonymic mates, or both be non-neutral with 
respect to their antonymic mates.

Thus, for example, of the pairs RIPE/UNRIPE and COOKED/UNCOOKED, 
if a language chooses to use the same form to represent more than one meaning, 
this principle would allow the language to use the form for RIPE to mean
COOKED as well, since both RIPE and COOKED are neutral with respect to 
their antonymic mates UNRIPE and UNCOOKED. But it would exclude the 
possibility of a language using the form of RIPE to mean UNCOOKED, since
the meanings encoded do not have the same neutrality value.

It is not clear at present whether the three cases which do not fit the principle 
(see bottom of table in (2)) constitute genuine counterexamples to it. Inter­
estingly, they all involve the same dimension, SMOOTH/ROUGH. Moreover, 
agreement among English speakers that SMOOTH is neutral was not over­
whelming (57%); thus it may be that neither SMOOTH nor ROUGH is neu­
tral, and that the principle is not applicable to these cases of polysemy. Further 
tests for neutrality should be devised to validate the proposed set of neutral 
meanings here, and to decide whether these cases are counterexamples or not- 

correlation betweenTo conclude, these findings support the contention of a 
zero expression and contextual neutralization, and yield identification of a uoi-

significant role in wordmeanings which play a t
range ^of rnean^’ formulated which partially determine the form ar
for future antonymous expressions. Two interesting questions ari
neutrality value?^^*^ 1 polysemy of antonyms restricted to sameness '

. y alue? and Why is the neutral meaning (rather than the non-ne»u'

arise
of

i-al

meaning) the basis for derivation?
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Typological Restrictions of Syntactic Ambiguity

Viktoria N. Yartseva 
Institute of Linguistics, Moscow

The treatment of syntactically indefinite structures is usually based 
semantics. But nevertheless similar attention should be given to the morpho­
logical properties and peculiarities of the elements which constitute “syntacti 
cally indefinite” sentences, because the frequency of their occurrence is directly 
and immediately affected by morphological structure of the language concerned

on their

If we hear sentence “The shooting of the hunters was terrible” we may be 
inclined to interpret “of the hunters” as Genetivus Subjectivus rather than as 
Genetivus Objectivus because for “hunters” to shoot seems more appropriate 
than “to be shot”. However from the grammatical point of view “of the 
hunters” is ambiguous. The Russian sentence “Mat’ Ijubit doch” is ambiguous 
because in this type of declension the forms of the Nominative and the Accusa­
tive coincide and it is not clear whether the word “mat’ ” is an object or a 
subject. In English with its fixed order of words the position before the verb 
usually denotes the subject notwithstanding the possibility that instead of the 
definite article “the mother loves the daughter”, we can say “the mother loves 
her daughter”. However in analysing constructions similar to the above 
quoted grammarians do not pay enough attention to the morphological pro­
perties of the members of syntactically ambiguous sentences.

The interdependence between the facts of morphology and those of syntax 
has often been noted in linguistic science. The specific structural organization
of a given language affects the forms of the interdependence between mor­
phology and syntax as well as the way grammatical meanings are expressed m 
morphological paradigms or in syntactical patterns. The concept of paradigm 
is essential for the morphological level of the language. The contex 
meanings of the grammatical forms and other semantic shifts they are 
of should be distinguished from the paradigmatic meaning of the form m 
grammatical series it is part of in the morphological system of the 
This question has a methodological significance for the typological compa

- - - - .. . . >5 going ‘
individi*3’between languages, because the researcher should decide what he IS

compare, the meaning of the forms or their use. If the content of 
items of morphological paradigms is revealed when they are opposed within a

confined morphological system the same can be seen in such structures
individual forms of a given morphological set are used in the syntactic.

where 
al P’‘'

terns of the same order.
It is relevant to cite an interesting observation of Fries on the use

article in English, which can to some extent apply to other languages

of t’i

972



Yalseva 973

inter-paradigm homonyms. In analysing the collocation ship sails today.
V-

have
%ich might have been used in a telegram. Fries writes that it is ambiguous 
'' the indicator referring the word to a certain part of speech is absent 

, If this indicator in the shape of the element the is placed before the firsthere
■ord as in The ship sails today, the ambiguity is removed, just as it is removed 

•f the indicator is placed before the second word, as in Ship the sails today. 
Fries notes that other elements can also serve as indicators of the part of speech, 
for example, the indicator -ed: Shipped sail today or ship sailed today. From 
this example it is clear that the article is a formal indicator of the noun but 
cannot itself be formally included among accidence morphemes, although func­
tionally, as in the above case, it can refer this or that word to a certain lexico-
erammatical class just like Inflexional indicators characteristic of this class. 
(See: Ch. Fries. The Structure of English. N.Y., 1952, p. 62).

Linguistic study should take due account of the features of the structure of 
a language system. The question therefore arises: to what extent should the 
specific features of the various aspects of language (i.e. the nature of its level 
structure) be taken into account. The systemic approach to language phenom­
ena enriched typological studies with new ideas. Due to the integrity of a 
language system, features of one level usually correlate with the structure of 
other levels. Accordingly such a reflection presupposes distinct intersystem
links for each level. The latter is "particularly tangible in a 
strata of the same level in the structure of different languages.

comparison of

However no language can be considered as a homogeneous combination of
individual forms. It is especially in the languages whose morphological
paradigm has a great number of homonyms that syntactically indefinite

■ structures (“syntactic indefiniteness’’) can be observed rather frequently. It does
B not follow, however that such is always the case exclusively with the languages
F that have morphologically deficient word-forms, i.e. in nonflective languages, 
r distribution of syntactically indefinite structures (“syntactic ambiguity”) is

*^losely related with the general typological characteristics of the language in­
volved and consequently both with its morphological and its syntactical 
matures.

ha
^'^e accept the following definition of the language type. A “language type’

s to- be distinguished by operating with distinctive features capable of 
P''sssion in

ex-

*n»antic.
purely single terms. Each of these features must be strictly mono-- 

In determining distinctive features it is advisable to adopt the
/"iciple of binary oppositions but it is also possible to use a gradual scale of 

which results the distinctive features becoming more fractionized. 
^‘"iguage type” should be established according to its fundamental and not

^listi

*'onda
•'"nialary typological indicators which is why its semantic and not only purely

parameters must be taken into consideration.

''ersai
Sometimes it is difficult to distinguish between typological markers and uni-

«er,'led
law-governed patterns possible in all languages. But if we are con-
with languages having different morphological structure it becomes
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obvious that the interlink between different levels of language has a

bearing on the methods used to distinguish language types.
Is there possibility to assume that none of the devices for the expression

grammatical categories are used indiscriminately in language but are. of
tn everygia.L....,---------------- ----------------instance, indicative of some new modulation of language meaning?

In morphology, it is primarily the structure of paradigm of nouns and verbs I
a whole); in syntax this involves the structure of wordas(and their classes , .

combination and form of expression of syntactic and semantic relations be­
tween the constituents of word-combination; the realization of lexico-semantical 
sphere of the language is brought about through lexkal and grammatical 
classes, i.e. the distribution of words which is expressed in the parts of speech
through grammar structure of the language. Structural organisation of the 
sentence, specific for the language concerned, influences the relations between 

and morphology and therefore the typological approach in linguisticssyntax and morpnoiogy anu umciuic u«, -r-r-........
is of paramount importance for study and the solution of the problem of syn­
tactically indefinite structures (“syntactic ambiguity”) in various languages.

I
I

I



New Dialect and Linguistic Change
-/—An Age-Area Survey near Tokyo —

Fumio Inoue
Tokyo University of Foreign Studies

1. Introduction
The main purposes of this paper are to show that new dialectal forms are 

increasingly being used even in modern Japan, and that glottograms and their 
multi-variate analyses are effective in studying linguistic changes in progress.

The Japanese language is undergoing rapid change for standardization. It 
is generally believed that Japanese dialects will soon die out. But changes for 
non-standardization are also observable in many parts of Japan. These phe­
nomena can be called ‘new dialect forms’. New dialect forms are linguistic 
phenomena which satisfy the following three qualifications: 

1. more users are found among younger people than among older people.

I

2. users themselves know that the forms are informal or non-standard, 
3. forms are different from those of the standard (or common) language.

The new dialect forms show linguistic changes in progress. The mechanism 
of the change is different from that of standardization, so, the new dialect forms 
serve as an observatory for linguists who want to know more about linguistic 
change.

Linguistic geography has been concerned with linguistic change in progress 
tn the form of spatial diffusion. If a geographical axis is taken into considera­
tion besides an axis of age, more fruitful results can be obtained. The glotto- 
grain (age-area graph) is a new method developed to satisfy these demands. 
Recent studies of new dialect forms show that the same kind of change is ob-

1 a
served even in Tokyo, which is regarded to be the center of the standard lan- 
6^nge. Thus a glottogram survey was conducted between Tokyo and Fuku- 
'•Itiina which lies about 270 km. north of Tokyo.

2. Multi-Variate Analysis of Age-Area Distribution

aAn overall consideration of all the data will become possible if we adopt
-variate analysis called ‘Hayasi’s Quantificational Theory Type III’ (in 

^tt Hayasi III’.) This is a statistical method something like Factor Analysis, 
^^^ jlifference being that Hayasi III is developed for nominal (or non-numerical) 

’'•ttbles, such as answers in public opinion surveys and in linguistic research. 
y apolvino- TTT frlnttnirr-tmt cimikr ic tr itvi 1 ti nn orp (TIVPTI

975

J.- “Pplying Hayasi III, glottograms showing similar distribution are given
*^dar numeric scores, and informants who gave similar answers are also given
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similar numeric scores. Thirty-four items including neologisms and slang were 
• treated here. Calculation has been done in a short time by using a large com­
puter.

Fig. 1 shows inter-relationships among the words investigated. All the words 
here are answers to yes-no questions, in which we asked if informants used the 
forms suggested. Fig. 2 shows average scores for the informants divided into 
fifteen groups (three age groups by five areas.) (Figs. 1 and 2 are drawn upside­
down so that comparison with glottograms will be easier.)

Fig. 2 shows the general tendency clearly. Horizontal axis is related to age. 
Vertical axis is related to area. Areas are arranged in order from north to south 
except that Tokyo is situated between Saitama Prefecture and south Tochigi 
Prefecture. Thus it is clear that by applying Hayasi III the data have been 
successfully classified according to age and area. So we can duly expect that 

1 reflects the age and area distribution pattern of each word investigated. 
Comparison of Fig. 1 and the raw data in the form of glottograms will suffice 
to show the close relationships.

3. Comparison with Glottograms
Six representative glottograms are shown in Fig. 3. The arrangement here 

deflects relative locations in Fig. 1 (the six items in question are underlined.) 
FTERU, ‘exactly said’, literally ‘can be said’ is located in the leftmost side of 
’S' I, and by comparing it with Fig. 2, we can guess that lETERU is used 

^ainly by young people. Fig. 3 shows that this is exactly so. lETERU is a new 
’alect form in the whole area. SUKIKU NAI, ‘don’t like’, which is located 

fo^*^ in Fig. 1, is also a new dialect form. AME SIRO, an abbreviation
’’ amerika sirohitori’ (a kind of harmful caterpilar) is located in the upper

’ght-hand side of Fig. 1. By comparing this with Fig. 2 it is possible to infer
at AME SIRO is used mostly in Fukushima Prefecture. Fig. 3 confirms this.
’s is an example of a neologism (an abbreviation) having restricted geo-

®Phical distribution. GIGAKU NATTA, ‘(something) became different’, is
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char.

located approximately between AME SIRO and lETERU in Fig. 1, 
gram in Fig. 3 shows as expected that GIGAKU NATTA has a twofold^ 
acter: it is mainly used in the northern part of the area investigated 
beginning to be used by younger people near and in Tokyo. GIGAKU Nat^ ’’ 
is a new dialect form which originated in the northern part of the area i 
gated. (This is a form of a verb having conjugation of an adjective.) SUlM^' 
SEN (Excuse me, I’m sorry), situated in the opposite side of the horizontal ]• 
of Fig. 1 shows an opposite pattern in the glottogram. This so-called ‘corru 
expression, changed from the standard ‘sumimasen’ is much used in and^ 
Tokyo and is now advancing to Fukushima. This is an example of a new dialect 
form originating from Tokyo. WARIKATA II (rather good) is situated in the 
lower right-hand side of Fig. 1. The glottogram shows as expected that this 
expression is now old-fashioned, and is used mainly in the southern 
cluding Tokyo.

area in­

In this way, all the thirty-four glottograms were arranged as to their distri-

I

1
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1 pattern by age and area. There is no space to show all the glottograms,
¡t would seem almost unnecessary since we can safely infer the distribution

f-

from Fig. 1. This shows the effectiveness of the multi variate analysis ttern ironi ng. 1. ± iii:> Mluwb uic 

P‘„„,1 Hayashi III for linguistic data.
gy the definition above, new dialect forms are being increasingly used among 

ounger generations. Thus we could surmise that the forms in the left-hand 
side of Fig- 1 candidates for new dialect forms. Examination of each glotto- 
(rram shows that the guess is right. But all the forms are not new dialect forms 
in the narrowest sense, that is, natural linguistic changes in progress. Slang and 
neologisms among youngsters are located together in Fig. 1, and also shows a
similar distribution pattern in glottograms. Examples are NAUI, DASAI, 
HANASI GA PIIMAN etc. They are hard to distinguish from new dialect forms: 
for example, WAN PATAAN (<one pattern) was first used as slang among the 
youth, but it is now used also by older people, and seems to be becoming an 
ordinary word.
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4. Conclusion
The result of our survey shows that the age and area distribution of

words spreading near Tokyo can be classified into three categories:

Section 12:
'Sy

ne\v

1. spread of the standard language from Tokyo, 
non-standard forms from Tokyo,2. spread of

3. spread of non-standard forms from outside into Tokyo.

The phenomenon of the new dialect forms themselves and also their dift,. 
sion towards Tokyo are important because they show that there is a change from 
below. A simplistic model of language change consisting of change from above 
and by prestige (socially from upper class, stylistically from formal style, and 
geographically from big cities) does not work here. The model of language 
change should be altered and expanded, to include change from below.

» 1



Computer-aided Analysis of Field Survey Data.
— GLAPS and its Application —

]. Introduction

Tstinao Ogino
I'niversity of Tokyo

Linguistic geography and sociolinguistics have been widely employed among 
dialectologists in postwar Japan. Over the last ten years, computer-processing 
of field survey data has become more and more common.

The author originally developed GLAPS (Generalized Linguistic Atlas 
Printing System) to produce linguistic atlases by computer. GLAPS has since 
been modified to produce glottograms and crosstables and to handle socio­
linguistic data in general.

9.

This paper presents an outline of GLAPS and an example of its application.

Characteristics of GLAPS
2.1 Easy Understandability

GLAPS is a FORTRAN program of about 14,000 lines. It is a package pro­
gram whose strongest point is that even people ignorant of computer program­
ming can obtain output results using it. About forty students of the Department 
of Linguistics, University of Tokyo, have used or are using GLAPS for their 
analysis of field survey data. Most of the students had never used a computet
system before, but just a few hours of instruction were sufficient for them to 
understand how to use GLAPS and obtain their desired line-printer output.
2-2 Applicability to Various Data

GLAPS is applicable to various data, or various field surveys. Actually, the 
author has applied GLAPS to data in different formats from seven field surveys, 
^loreover, other researchers have used GLAP.S to process their own dialect data. 
2.3 cover, other researchers have used GLAPS to process their

Compatibility with Various Computers
GLAPS is compatible with virtually all computer systems. Because, the whole 

. GLAPS is written in FORTRAN. In fact, GLAPS has been run on eleven 
^tfferent 
2.-1

Of

computers in Japan without modification.
Flexibility with regard to Data Processing

To run GLAPS, users simply prepare their dialect data and compose a short 
-.J Stam written in ‘GLAPS language’. In this program, the user must specify 

of the functions and operations to be performed. Most programs run only 20 
-0 lines. GLAPS 

such

Ml
I ‘0: 

pro 
Mv,

‘0 30

Mv,
can perform a variety of functions needed for dialect data

as the re-categorization of data, the pairing and combining of 
^^dgated word-forms, the deletion of unnecessary data, and the division of

981
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informants into subgroups by specified variables. Thus, GLAPS
versatile and flexible system for the user.
2.5 Processability of Multiple Answers

I

I
I

1
1 
i 
I

I

Dialç,

provides
a

GLAPS is capable of processing multiple answers. This function is
for dialect data analysis. Because, an informant often gives 
answer to a question about a word-form.

"ecessi
«»ore than

3. An Example of the Application of GLAPS

In 1974, a team from the Department of Linguistics, University of T

XXtt intensive investigation at Nishiyama XXX* 
(Shizukuishi, Iwate Pref.)
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makizyufflonz i 
makiguri 
makioosi 
makure 
makurebosi 
maruhosi 
makurezyumonzi 
tsuffluzi

Fig. 1 Clottogram of East Side
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an intensive investigation to interview all the residents of the Nishi-
f.r cond““'“*

I 548 o
W itfor*!'

of348 
^ord-fornis

area of Shizukuishi township, Iwate Prefecture. The team interviewed 
about 500 residents above age 15, to examine distribution patterns of

and the process of language change within a small area.
this paper, the author will analyze only one item—“cowlick”, the whirl 

f hair on the head. The first step of the analysis was the production of cross- 
ubles, though the outputs of GLAPS are not included here. Those crosstables

In

♦tit intensive investigation at Nishiyara
I Shii'.ku ishi . Iwate Pref )
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uzumaki
naklzyumonzl
naklqurl 
naklEosi
makure 
makurebosl 
maruhosl 
makurezyumonz1 
tsumuzl

Fig. 2 Glottogram of East Side Natives
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ii

revealed the combined influence of age and geography on the word 
There are two ways to examine the combined influence: by linguistic
every age-group and by glottograms.

I

"^ps o(
Fig. 1 is a glottogram of the east half of the investigated area Th 

.V- ,-c. • 'le rigbjside means older people, and the left side younger people. The upper sid 
north, and the lower side south. Fig. 1 shows that “makizyumonzi” is used^ 
older people, that ’’makurebosi” is by middle-age, and that “tsumuzi” •

IS by

Jttt intensive investigation at Nishiyama XXtt 
(Shizukuishi, Iwate Pref )
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maruhosi 
makurezyumonz1 
tsumuzi

Fig. 3 Glottogram of East Side Non-nativcs
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I ’""‘l 
this 1

I _

■ oeople. But, “maruhosi” appears here and there. How 
^■‘'•‘'/phenomenon?

« 2 and 3 plot the data of Fig. 1 according to whether informants are 
•' - — .............. .

can we explain

Ii

ihenomenon?

non-native, respectively. In Fig. 2, “maruhosi” (symbol 0) is used by
pative or 
niv younger
°” • diffotence means "maruhosi” was brought into this area by non-native 

and that young native speakers only recently began to use it. "Maru-

informants. In Fig. 3, however, it is widely used by all generations.

This
speakers _
jiosi” is thus a fairly new word-form in this area.

Though a detailed discussion must be omitted here. Figs. 2 and 3 suggest 
the changes in terminology used for "cowlick” in this area as follows:

makizyunionzi —►makure makurebosi uzuniaki

;
makurezyumonzi

maruhosi —►tsumuzi

According to another field survey, both "uzumaki” and “maruhosi” are widely 
used in the town of Shizukuishi. Past research has shown that new terminology 
generally moves outward from prestige areas. In the case of "uzumaki” and 
"maruhosi”, the prestige area is the town of Shizukuishi; in the case of 
"tsumuzi”, it is Tokyo. (Note that "tsumuzi” is the word for cowlick in standard 
Japanese.)

This process of language change in even a small area was thus readily re­
vealed by GLAPS analysis.

4. Conclusion

GLAPS is a convenient system easily accessible to dialectologists. Moreover, 
GLAPS may help create a new field of "sociolinguistic geography”. Including 
sociolinguistic variables in linguistic geography research will enable us to gain 
tl - -more sophisticated understanding of dialect distribution patterns.

In the past, dialectologists made no use of computer facilities. Recent dialect 
research teams, however, especially those involved with sociolinguistic field sur- 
'^eys, have found computers to be useful and efficient. GLAPS is meant as an 
aid for researchers who are professionals in field linguistics but amateurs in 
computer programming.

In the humanities, generally, a package program like GLAPS could play an 
'^Portant role. Japan, at least, is backward in training persons in the humani- 

in comm.tpr Ac .1,0 .s also hack-

package program like GLAPS could play an

"’ard
t computer programming. As far as the author knows, Japan is also back-
m the development of convenient program packages for humanists. GLAPSJ. . - KXV-VClVpillCllt UI CUllVClllCHU piugldiu paVKdgCd lUl

Sav^ Jtelp promote the spread of computer-assisted dialectology. Needless to

hcci
^4^ipping students of the humanities with computer facilities is most

-essary.



Word Geography in Nakhon Ratchasima/ '
A Pilot Project
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I
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Vichin Panupong
Chulalongkorn University

This paper is a report of a pilot project undertaken by 4 members of 
Department of Linguistics, Faculty of Arts, Chulalongkorn University, Bangkok 
to establish lexical distribution areas in Nakhon Ratchasima (NR) which is not 
merely the biggest and the most populous but also politically the most important 
province in the northeastern part of Thailand. It is situated on the plateau in 
this part of the country and is the gateway to the rest of the region.

This research is the first of its kind, i.e., a Thai dialect study of the whole 
geographic area of a province to delineate lexically defined isoglosses.

The work is based on data gathered during 3 trips made to the region in 
October and December 1978 and April 1979 from 25 informants at 25 localities 
situated in 16 districts. The informants were selected in accordance with speci­
fied criteria: women between 40-60 years of age, born and having lived in the 
village all their lives, whose parents also are (or were) natives of the village.

From a study of lexical distribution, we were able to draw isoglosses defining 
two major linguistic areas. Approximately 3/4 of the total area of the province 
speaks the Thai Korat (TK) dialect with 17 locations in 16 districts while the 
remainder (located in scattered pockets to the north, east and southwest) speak 
what we have called the Thai Isan (TI) dialect with 8 locations in 8 districts.

■ Of the 250 basic words selected for this study 150 or 3/5 of the total, support 
the isoglosses drawn.

These 150 words may be termed multi-code items which exhibit diffeiiog 
codes, i.e. lexical variants.

The 150 multi-code items include:
—99 2-code items of which 39 are diagnostic

I
I

—37 3-code items of which 9 are diagnostic
—14 4-code items of which 4 are diagnostic

Thus 52 multi-code items altogether support the isogloss dividing TI 
The remaining 98 multi-code items exhibit great support with a 

centage in the majority of cases. We find that the range of support is as

and TK-
high P^*'
folio"’-

The range of support in %

I
I

I

Multi-code Items 
60 2-coJe items 
28 3-code items 
10 4-code items

TI Dialects 
60-92% 
46-64% 
20-80%

(Median) 
(78%) 
(57%) 
(40%)

TK
-------- '■^viedh“’)

(82#)
(80#)

93-100%
67- 89% 
50-100%

986
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Chpng exhibits deviant behaviour with the support of only 28%, 39%
, paiiup“"^ V*

к all'

pak

eastern

for the above 3 kinds of multi-code items respectively, because it is 
Ct which is situated on the main road into NR and the rest of the north- 
region- The Pak Chong dialect has been heavily influenced by the large 

bers of people who have passed through this location.

examples: 
2-code items 
“to look” 
“to do” 
“long (time)” 
“to complain” 
3-code items 
“thin” 
“to tug” 
“hard-working” 
“to talk” 
-t-code items 
“lie” 
“gossip”

Thai Isan Thai Korat

baq 
het 
doon
corn

duu 
tham
naan 
bon

C3aj 
iiaat 
man, duu 
waw, paak

SOO, phaam 
chin, jtD 
khajan 
phuut

tua?
waw khuan
waw phuiiun

pot, koohok, taalcE 
phuut daam 
ninthaa

a

Tone markings have been omitted to simplify the presentation of lexical 
data.

While this research was conceived as a word geography project, data gather­
ing included information on the tone system for each location. It may be noted 
in passing that the tonal evidence gives further confirmation of TI/TK isoglosses 
which we posit on lexical grounds. We find a 4-tone system in all of the TK 
tiialects and a 6-tone system in all of the TI dialects. The pocket in the south­
western region (Pak Chong dialect) is again an exception in having a 5-tone 
system.

Korat dialect group
Within the TK dialect group, there is a further subdivision into two sub-

®reas: Eastern and Western,Eastern and Western, on the basis of segmental phonological evidence 
°nly. Thij subdivision retains all the lexical features of the TK dialect in gen- 

■ The TK dialect is quite similar in lexicon to the central Thai dialect while 
Tl dialect is more characteristic of the entire northeastern region.

vid for this subdivision into E and W (Area I and II on map) is pro-
f*y 27 of the items used for determining the TI/TK classification.
In the Eastern area /r/ corresponds to Western /1/. Fifteen items are 

for this.^nurIk L
2. In E, consonant clusters containing stop and liquid are found, while in 

r® not found. Twelve items support this.
r^ote that the E/W split is further evidenced by tonal behaviour. Both E



Word Geography in Nakhon Ratchasima : A Pilot Project

I

1

I
1

988

4b

lOl lb

и /

Dr. Vichin

lb lb

Section 12;

Panupong, Department of Linguistics. Faculty of Arts 

Chulalongkorn University. Bangkok. Thailand

4b

r

I

nib

I I

4b

1
¡1
1 
I

I 
J

I

I
I

''■По,Ч

I
I
I

•1’

(
/

its

I?Jtii*au;>^;i if

XHOKi I ;
t]

b • t *

4Si

I

I
J

rtAIHII

Ji'
I
I'K

XHtH SAIU SAilK

(Ш1 KHU« IHOT

' I
I

I

1
t □

Ваак iH«i, 

□

MU mi

■0« SIMC g.

c
CHuai гншас

I i •bib

-\
' Ч

si :' I: IDUS iHiic sg

J

SKHH)

/СШ1Ш1 I

f *
HIMI TH«LU№ . 1

«i« V 
- ч 
■ i

'''' I

□ □ • SUN6 NOtN

u’»i-J.».I Ji
THORCCHAi'

ñW CH0N61 J*T><

: °
• снох CHAI

I

7 в *

4b'

c <

14 lb

la'ib

n..\
\ i THAJIAM \

и

NAKHON RATCHASIMA

П
О 

«HOMiMi

) 
(

Ц

4b

HJ IS

_1_

/ 
L

' 4 ■
n

.Гт, 
в u

1021b

soEae SAaG\

□ í
) 
7

4b

14'lb'

I
I
I

Thai Isan dialect area □ △

Thai Korat dialect □ Area I ~ Ea®*

Area H-West



989

V,
VV have
of
in

‘‘to

the 4-tone system but they differ in the pattern of historical develop- 
Proto-Tai (PT) tone, i.e. in E PT tone *A reflects the ± voice split
tone

call”
“ugly”
“to cover”
“to roll”

*A reflects the secondary ± aspiration split.

TK-E 
riak 
khii ree 
khlum 
kliq

TK-W 
liak 
khii lee 
khum 
kiq

I

Early work on this project was carried on by Dr. Pranee Kullavanijaya, 
Assist Prof. Amara Prasitratthasindh, Chalida Rojanawathanavuthi and Vichin 
panupong. I acknowledge with thanks the assistance of my colleagues, but am 
solely responsible for any shortcomings which this paper may have.

The following chart showing the proportional distribution of the total 
sample of 150 lexical items supports the distributional findings given in the 
paper.
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Location j

1
2
3
4
5
6
7
8
9
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11
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White Area 
TK item : TI item

144 : 6
143 : 7
138 : 12
142 : 8
140 : 10
137 : 13
142 : 8
141 ; 9
140 : 10
137 : 13
137 : 13
142 : 8
143 : 7

il
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I

Location

14
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16
17
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21
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23
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Shaded Area 
TK item : It item

139 :
141 :

11
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142 : 8
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29 : 121
26 ; 124
34 ; 116
37 : 113
38 : 112
19 : 131
47 ; 103
68 : 82
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On Areas of Meaning

Boris A. Serebrennikov
Institute of Linguistics, Moscow

Phonetic, morphological and syntactical peculiarities of a language are 
known to develop areas of certain extent. A good example of these is the 
called regional association of languages. Thus, the Balkan language -union 
characterized by the following peculiarities: it has the reduced back vowel 
postpositional article, the future tense pattern conforming to one and the same 
rule, no infinitive ect. The peculiar features of the Lettisch and Estonian

the

stress on the first syllable, are
a prepositional genetive, fact-mood ect. Many lan-

guages of the Volga-Kama region have the following in common, the universal 
pattern for past tense formation, similarity in models used to form compound 
verbs ect. The Yakut and Tungus-Manchurian languages share some common 
features as well.

Peculiarities common to various languages may or may not give rise to a 
bundle of isoglosses which are sometimes of considerable length. Cf. formation 
of perfect tenses without any auxiliary verb in Turkish and Permian Finno- 
Ugric lang-uages, use of the subjunctive mood in adverbial clauses of purpose 
(common in many languages), no accusative with an indefinite object, which is
typical of the Turkic and some Finno-Ugrian languages ect.

Specific meanings are also capable of developing certain
meaning of partitive in the Finnish and Estonian has much in common with that 
of the genetive—^partitive in the Slavic and baltic languages. There is a striking 
coincidence in the meaning of the verbs denoting some shades of actions

areas. Thus the

in

Selkup and Syryene.
Specific meanings most frequently give rise to isolated isoglosses of 

siderable length. Cf. use of two different meanings for “day” and sun 
one word which is observed in some turkic and finno-ugric langy 
cooccurence in one word of such meanings as “the world” and “light 
Slavic languages, Rumanian and Hungarian ect, use of two adjectives 
“old” for the inanimate and animate objects in the turkic and some finf’°

in

'in the

languages ect.
We have chosen as an object of our investigation the group of 

spoken in the North-east of the Soviet Union. This group comprise® 
guages: Zyryene, Votyak, Cheremis, Tatar, Chuvash and Bashkir. T

langi'^g^’
six 1«”'

lan­

1. The verb “pour” has the parallel meaning “strew”, cf. zyr... kistyi’^’
ki^kany, cher. sawas, chuv. sap-, tat. sip-, bashk. hip-.

2. The verb ‘“shoot” has the parallel meaning “throw”, cf. tat. a

990

guages have the following common semantic features:
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The verb “cat-” has the parallel meaning “to saw”, cf. tat. kis-, bashk.

»■
, chuv. per-, zyr. lyjny.

at"’
3.

q cher. pückaS, syr. vundavny, vot. vandyny. 
TKe mpaninor “fn tro doivnsfrpam” in sor4.

5.

The meaning “to go downstream” in some languages of this zone is
■ssed by a special verb, cf. chuv. an-, zyr. kyvtny.

The verb “to seat down” has the parallel meaning “set” (about the sun, 
1 ect), cf. zyr. Sondy puksis the sun has set, vot. sundy puksiz, chuv.rtioon

xêvel lain à, cher, kece Sincyn.
6. The verb “to seat” has the parallel meaning “to be situated”, cf. cher.

port erjer woktene Sinja The house is situated near the river, chuv. PirSn 
AdSl syv xerrinje larat' Our Village is situated on the bank of the Volga,jal 

tat. Bezneq awyl Idel jarynda utyra Our village is situated on the bank of
the Volga.

7. There are two verbs with the meaning “to be” in all languages. One 
of them has the meaning “to become”, cf. cher. lijas, zyr. lony, vot. luyny, tat. 
bul-, chuv. pul-.

8. The verb “to thave” has the parallel meaning “to melt”, cf. zyr. syvny, 
vot. sunany, cher. lewas, chuv. irel-, tat. er-.

9. The verb “to catch” has the parallel meaning “to hold”, cf. tat. and 
bashk. tat-, chuv. tyt-, zyr. kutny, vot. kutyny, cher. kucaS.

10. The meaning “old” for the animate beings has 
porys, vot. pereS, tat, iske, bashk. ii9ke, cher. Soqo.

a special word, cf. zyr.

11. The word “sound” has the parallel meaning “the voice”, cf. zyr. Sy,
vot. kuara, cher, jük, tat. tawyS, bashk. tawys.

12. Squirrel has the parallel meaning copeek (pense), cf. zyr. ur, cher. ur. 
vot. kony, tat. tien.

13. The word “nose” has the parallel meaning “beak”, cf. cher, ner, zyr. 
nyr, tat. Ьэгуп.

14. The word “grass” has the parallel meaning “hay”, cf. zyr. turun, vot. 
^’“yn, cher. Sudo, chuv. uda.

15.
'•f- tat.

16.

There is a special verb with the meaning “to sing” (about the birds).

'''»latvnv

‘to

sajra-, bashk. hajra-, vot. cirdyny, zyr. ¿olzyny.
The verb “to wait” has the parallel meaning “to pasture”, cf. vot.

taf kôt-, bashk. kôt-, chuv. kët-.
The verb “to draw” has in some languages of this zone the meaning 

^lUoke”, cf. tat. tart-, bashk. tart-, vot. kyskyny, cher. Supsas.
esides these common specific meanings in the languages of this zone there

5°ninion semantic models of the word-building.
■ The verb “to put” is built according to semantic model “to make to 

tif, cher. SyndaS, chuv. lart-, zyr. puktyny.
The denomination “The Milky Way” is built according to the model 

^ay of the wild geese” or “The way of the wild ducks”, cf. vot. Lud 
^ures, cher. Kajakkombo korno, that. Kick kaz July, zyr. Utka tuj.
The similarity of the semantic models is observed in the denominations

1.
Seat»L ж 
r
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of some parts of the world: The North means literally night-side,
voisyv, cher. jiidwel, vot. ujpal, tat. tonjak, bashk. tonjak.

The South has the model “day-side”, cf. tat. kdnjak, bashk. konjak,

1

I
I

nunazepal, cher, kecywalwel. The same model of wordbuild^*^'cner Kecywaiwci. "'O’^abuildi,,'“"7V°he”.o”d in SO'» languages of U,is zone. The nsodel i, „M,,« 
exists tor tne w erwel, vot. tukpal.

TheX'se^-iiie ieaves'come out” is buik according to the model "The 

leaves burst”, cf. ^^‘-.¿^^anVs^o X”^rbuilt according to the model “His eating 
5. The phrase H

comes”, cf. tat. aSypy . to sleep (liter-
This model exists in to, ci. y

4.

ally "His sleeping comes”.

ex,
In the languages of this zone there are also specific giammatical meanings,
the reflexive has the parallel meaning of the old greek medium, cf. zyr.

korsy^ny seak for myself, vot. go2jaikyny write for myself, tat. teggn sew for
iself, bashk. idem. The perfect can denote the meaning of an action,... ...... . , . . r

unobserved by the speaker. The so-called emphatic imperfect exists m all
languages of this zone.

Study of specific meaning areas is of general linguistic interest. Particularly 
* . _r ,..1. A»-* onzi 1 o VI tioc r\(

significant is the study of the reasons 
their isoglosses.

of these phenomena and peculiarities of

1
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gome Aspects of Tonal Development in
Ting Pang-Hsin 

.Academia Sínica, R.O.C.
I'

Introduction
1.

Although different theories have been proposed in recent years about the 
orig**i tones of Archaic Chinese, it is obvious that there were four tone 
categories in Archaic as well as in Ancient Chinese to the best of my knowledge. 
These tone categories might have derived from final consonants in Proto-Chi- i 
uese, but eventually changed into various tonal systems in all modern dialects, ' 
such as Northern Mandarin, which has four or three tones and Cantonese, which 
has nine or more tones. Tonal splits and mergers were mainly conditioned by 
the contrast of voiceless and voiced initial consonants, and sometimes by sonority 
or aspiration. In the process of tonal developments, it is worthwhile to observe 
some facts which may lead to new methods in reconstructing the value of proto­
tones. Three aspects of tonal developments will be discussed in this paper.

2. “Sandhi tones” as proto-tones—the case of Southern Min
In the Lin-kao dialect, also called the Be language, of Hainan Island, I 

recorded two sub-dialects having the following tonal systems:

6^

LI
L2

1
35
11

2
55
55

3
33
33

4
11
22

5
55
55

6
33
33

There is only one case of tone sandhi that occurs in LI. For instance:

ba 35 “fish”

bui 35 “to cut” 
tel] 35 “to be born” 
tsui 35 “hammer”

ba 11 kim 35 "gold-fish”
ba 11 diam 55 “fish shop”
ba 11 laq 33 “salted fish”
bui 11 qau 11 “to cut rice plant” 
tel] 11 git 55 “birthday” 
tsui 11 het 33 “iron hammer”

Th • •c rising tone 35 preceding any tone is changed into a low level tone 11. Com- 
^^t^tttg to the tonal system of L2, which has no sandhi forms, it is quite natural

Conclude that the sandhi form of tone 1 in LI is very likely the tone value 
proto-tone 1. In other words, 

"^tginal 
hr

we may consider the sandhi tone 11 as the
or underlined form of the isolated tone 35. This differs completely 

“b*^- traditional view of linguists in Chinese phonology. They usually use 
“sandhi tone” to indicate the tones of a syllable in isolation 

, tn connection respectively. Now, we suppose that the sandhi tones in con­
ationhe.

are more conservative in keeping the value of proto-tones.

993



This simple method of internal reconstruction to a

994 Section 12;

certain degree
applied to much more complicated data such as that of the South
dialects. But because tones change so easily and drastically in Chinese^*^”
reconstructing the proto-tones of any dialect involves too many fact, 
are difficult to handle. The method of internal reconstruction and ors

^’alectj 
'^hich

studies have to be combined in order to solve this problem. Four 
of the main sub-dialects of Southern Min are cited as follows;

^on^parativ,
tonal 'e

systems

1 2 3 4 5 6 !

1

Lung-ch’i, Chang-chou (Tung 1960)

{Yin- {Yang- {Yin- {Yang- {Yin- {Yang-{Yiti. 
p’ing) p'ing) shang) shang) ch’u) ch'ii)

8

ju)

“Basic tones”

“Shadhi tone”

24
I
33

313
I 
33

53

35
= 6

31
1
51

33
I
11

32

Chin-chiang, Ch’iian-chou (Tung 1960)
“Basic tones”

“Sandhi tones”

44
I.
44

24 
I 
11

55
I
35

33

11

31 
I 
55

31
1
11

44, 53

53

Ch’ao-chou (Chan 1959)
“Basic tones”

“Sandhi tones”
Ch’eng-mai, Hainan 

(Ho 1981)

33

23

22

55
I

213

41

53
I
24

21

35 
i 
21

33

213

42, 53

24

11 
I 
12

= 1

55, 53

21

33, 44

13
1
11

35
I
II

44
1
21

55, 55 33, 33

The value of nearly every single “basic tone” is divergent. Depending on these
data alone, the proto-forms of these tones can hardly be reconstructed. But,
except for Tone 5, all the “sandhi tones” clearly show resemblance. It seems 
plausible to take these sandhi tones directly as proto-tones as mentioned above. 
But special attention must be paid to the Ch’eng-mai dialect in Hainan that has 
no sandhi forms, and may in fact preserve the tones of an early stage, one vv 
had not undergone the usual tonal change, and which may therefore P '

deuileddecisive role in the Southern Min dialects. We must make
between the Hainan tones and the sandhi tones of the other sub-dialec«^ 
before going any further, more data of Hainan sub-dialects should be ci

Lo-hui (Ho 1977) 44 22 21 = 6

a

Hai-k’ou
(Chang 1976)

Tingan
(Norman 1969)

Wan-ning
(Chan 1958)

Wen-ch’ang
(Yiian 1960)

13 22 21 = 6

13
J.
55
35

42

33

55 
I 
53
55

22

22
33

24 22 21 33 35 24 55
33

33

33

11

11

21

21

53 13 = 4, 5 44
12

= 6 24 53 44
21

!
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lilv speaking, the tone values of Hainan sub-dialects correspond 
goug of the other sub-dialects. We may posit the tonal system of Proto-

2 3 4 5 6 7 8

to the

1 
*33 *11 *35 J (falling?) 5 *

/

55 *11

3.
3.1

Tonal Change from short to long
Scholars of Chinese linguistics probably all agree on the theory that Ancient

Chinese endings -p, -t, -k of checked syllables gradually merged into -k or a 
lottal stop, and eventually changed to an open syllable by dropping the ending. 

At the same time, the short tone that a checked syllable bears would usually 
change to a long tone. The most possible direction of this kind of change would 
be merging with the long tone having a similar or identical contour. This can
be proven bv South-western Mandarin spoken in Yun nan province.

I

1 2 3

Group I
(Yin-p’ing) (YiDig-p’ing) (Shang)

4 
(chii)

5 
(j”)

Pl.
P2.
P3.
P4.

Lu-liang 
Ch’u-ching 
Hsiin-tien
Chan-vi

44 
33(23)
44
44

53
53
53
42

Group II

42
42
31
53 (54)

24 
35(25) 
13 
35(25)

313(312)
31 (3121
42
31(312)

P5.
Pf).

Hsiian-wei
P’ing-yi

44(33)
33

31
31

53
53

24 (214)
24 (214)

PH. Hui-che
Pl5. Ma-lung

55 
44(33)

31
42

53 (54)
53

24(14)
13(213)

_ 2
= 2

= 2
= 2

than
It is obvious that Group I which has five tones represents a dialect older 

^toup II which has only four. Starting from Group II, we can see that 
Tone 3 are both falling tones, but relatively speaking, the tone 

the former is lower than the latter. Tone 5 syllables all merged into
Qjj. f‘’iiing tone. Group I indicates two kinds of tonal systems. The first 

the same high falling contour for Tone 2, and Tone 3 is lower. But 
3 quite different. Close to Group II, Tone 2 is lower than Tone
*horr tlialect. and therefore paves the way for the merger of Tone ,5 from 
3.2 
of ‘fferent from the above, checked syllable also exhibit another direction 
>he Ju-kao dialect of Chiang-su, some of the Tone 6 syllables have

° Owing sandhi forms:I (c

IL
‘to

pi.' 35 "other”: p’i 11 rai] II “others” 
p.>.- 35 “white”: p’o 11 y 35 “white fish” 

of ninety-nine Tone 6 morphemes, I found only nine which have this



^*3lei

kind of sandhi form. The tonal system of Ju-kao is as follows:

1

996 Section 12; .1■«01,'«lîy

(Yin-p’ing) (Yang-p'ing) (shang) (ch’ii)
11 424 44

(yzn-/M) (Fazig.y,A 
44 9K35

We can see that there is a long tone 35 having the same contour of T 
Yet, Tone 6 changed to Tone 1 instead of Tone 2. This is contrary 
process described above. If we call the first kind of change a rule of 

... ... . .........
the

lation,” the second one would be a rule of “dissimilation.”

4. Probable origin of the falling-rising tone
In addition to the Yiin-nan data listed above in 

us examine a wider ranges of materials:
Group I and Group n,

Group III
P16.
P17.
P18.
P19.
P20.
P21.
P22.

Feng-yi 
Yiin-lun 
Erh-viian 
Chien-ch’uan 
Teng-ch’uan 
Pin-ch’uan 
Yen-hsing

44
33
44
44 
44(33) 
33
55

31
53
53
42 (32)
53 (54)
42
53 (52)

42(41)
31
42
31 (41)
31 (41)
53
42 (41)

55(45)
55
24
55 (45)
35 (24)
13(14)

313(213)

24(14) 
13(12) 
31 (21) 
13(213) 
11(21) 
31
31

S5

1 2 3 4 5

We notice the following varieties of Tone 4 in this group: 55, 45, 35, 24, 
14, 13, 313, and 213. It is valid to describe the change from high (35) to low
(13), or the other way around. But, the falling-rising 313 or ; 
in the process of change. In Group II, Tone 4 syllables are

213 always occurs 
; also pronounced 

*13 in falling-rising tones, such as 213 and 214. It seems that the proto-tone 
shifted upwards on the one hand, and created a falling-rising tone on the other, 

little falling contour 
must derive

The latter change is made possible by the addition of a
to the beginning of a rising tone. At any rate, the falling-rising tone

1

from a rising tone, no matter how we reconstruct it.
Another possible origin of the falling-rising tone is a low falling tone- 

more study will be required before we can give a detailed description-

But



“The Presentation and Interpretation of English Dialects
Computer-assisted Projects”

Wolfgang Viereck
I jiivcrsitat Bamberg

Whereas we have large computer corpora of connected educated British 
Englislt speech available based both on written and spoken sources, i.e. the 
Lancaster-Oslo/Bergen Corpus—as a counterpart to the American Brown Corpus 
_ the London-Lund Corpus, which are used more and more widely with 
great profit by scholars all over the world, there is, unfortunately, nothing com­
parable as far as dialectal British English is concerned.

In addition to a computerized corpus on Scottish English (Edinburgh pro­
ject), consisting of conversations rvith 15-17 year-old schoolchildren from a work-
ing class comprehensive school and a middle class private school, there are a
few modest beginnings that may develop into data banks of connected British
English speech including non-standard varieties. Thus there are extensive
orthographic transcripts of the speech of pre-school children (Bristol project), 
of 6-12 year old children (project of the Polytechnic of Wales) and of adolescents 
aged 11-17 on Tyneside. Yet the tape recordings of the non-standard speech of 
oW(er) English people interviewed in the 1950s and 1960s in connection with 
the Survey of English Dialects (SED) and housed at the University of Leeds are 
still not available for scholarly investigations. These conversations, once they
are orthographically transaibed and computerized, will constitute an important 
Source for writing a much-needed grammar of dialectal English. It is to be 

oped that the great usefulness of the corpora on educated British English, as
^'idenced in
material;

many studies, will help persuade the scholars in charge of the Leeds
Is to make them available before too long, 

^ince this is
^‘»mniatical

likely to be a really long-term undertaking, especially when the
tagging of such a corpus is considered as well, I wish to comment

a less
SED, which was brought out in narrow phonetic transcription in 

y® geographically arranged volumes of so-called Basic Materials, published

extended project of computerizing, presenting and interpreting the

‘tvelv, narrow phonetic transcription in

fo]] ^^62 and 1971. The responses are given in
- '''^'g the ordering of the Questionnaire. .Although the way the data are
■''•Co most neutral one possible, the arrangement of the publications
tfiç **^g to regions is such that four SED volumes must be consulted to get 

I Qtnplete information on a single item. Eor the comparatively few items
8.?.,'"’ ■ ______________ ......

Tngland such

list form item by item.
Pre,
’cc.5

^nd mapped in A JVord Geography of England (1975) and in The ,Lin-
a

’Necessary. I say in most cases because there arc tpiite a number ol.

997

tedious procedure is, in most cases, no
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instajices where one needs to go back to the Basic Materials. Moreovi
■Cf. andis more serious, neither publication provides any insight into the dialectal 

areas. A knowledge about these areas is important for a number of re.i 
least of which is their indispensability for a sensible discussion of British ** 
and American English interrelationships. It is for these and other re- 
be mentioned below that a computerization of the .SED data has becoi

ihis
^’Peeth

E
Hot

'’glish

ane
to

letes-sary and important.
For the coding of the lexical and grammatical, i.e. above all morpholo ’ 

material, to which I restrict myself, I have devised a special key and drawn '
a number of conventions to be followed. The phonetically transcribed 
require a standardization of the orthography. This also makes the

«P
responses
niaterialmore suitable for quantification. The standardization of spelling among the 

responses conforms to the spellings given at the head of a set of entries for m 
item in the respective SED volumes, provided that these spellings in turn con
form to those of main entries in Joseph Wright’s English Dialect Dictionary 
(1898-1905). For our purposes main entry is defined as separate lemmatization 
together with a definition and information on geographical distribution. Variant 
spellings found subsumed under a main entry in Wright’s dictionary are nor­
malized to the spelling of the main entry, as are forms that are separately 
lemmatized there but lack any further information except a reference to the 
main entry or some sub-part of it. In view of the fact that the SED material has 
not yet been phonemicized, should this be at all completely possible, the proce­
dure adopted is the only feasible one in a lexical investigation. It is a com­
promise dictated by our present state of knowledge. Any other approach would 
have caused problems especially within the vowel range with regard to the same­
ness of lexemes. Certain standardizations follow-ed in coding the lexical data
are, of course, not followed in morphology. Inflectional endings of verbs, nouns 
with dissyllabic plurals, pronominalizations and modals, to mention some of t 

and diiismost important features, are spelt as they appear in the transcriptions 
show greater variation than the other data. For the lexical material the co 
is completed for all areas of England, two thirds of the data have been 
on cards and put on magnetic tape. The coding of morphology has .,t
is progressing satisfactorily. The computerization of the whole data is

is thii'i :I

an advanced stage.
Firstly-Once completed, the data bank will be used in various ways. 

lexical and the relevant morphological data will be presented in the ® , 
dictionary. Secondly, a computer-produced linguistic atlas will be pu '

die
11 of a

islied tl>a‘
lend

will present the whole SED data in map form. The maps
•*"“ bè.--'iveI--------  ~------ ---- invenc**

themselves to several interpretations. There will be, first of all, a ee>n 1 area’
aanalysis of the dialectal speech areas of England with their focal a- 

and their equally obvious transition zones. I have already conipl^^^ 
rather restricted number of heteiog „nusi*?study, working, however, with a

losses, aS 15

jiy
common practice in traditional linguistic geography and also taking, 
customary, extralinguistic factors into account. Also, it will tHo' be P'lOSS'
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tionwide studies of certain selected problems, such as the system of
Vier«;eck

to mitake na
iCi

ndent personal pronouns or the “causative use” of originally intransitive
' /gg learn in the sense of ‘teach’). Connected with the examples mentioned 

yerbi’ . -jp studv of Stfandard Einelish'i influence on the dialects. Are
is the

nationwide study of St(andard E(nglish) influence on the dialects. Are

there sp'lecific domains and/or geographic regions that are especially sensitive

to
dialectal erosion? When were StE words taken over? What are the con­
vences of such transfer? Here multiple responses and informants’ statements 

the status of words, which are duly coded, are of particular importance.about
iroach followed is both synchronic and diachronic since the data col-The app' 

lected by Guy S. Lowman, Jr., in
Midlands in the late 1930s, which I edited and published in two volumes in 
"1975 and which I also interpreted in two article-length studies of 1980, both

southern England and most of the English

according to traditional selective and to modern quantificational methods, will 
be drawn upon for purposes of comparison. The project will thus allow insights 
into the developments of dialectal English during a decisive period of time 
(from pre-World War II to post-World War II years). Thirdly, the data will be 
quantified and interpreted both in dialectometrical terms and in terms of cluster 
analysis. Here, as well as in the afore-mentioned more traditionally-oriented 
interpretation, the lexical and the morphological data will be interpreted sepa­
rately in order to determine whether the findings pertaining to different levels 
of a language—to the more stable morphological and the more fluctuating 
lexical level and resulting from completely different approaches—agree with 
each other and, if so, to what extent. I.owman’s data serve, again, as a basis to 
draw comparisons.

The quantitative approach I am
metrie by Jean Seguy and developed further by Hans Goehl, allows all linguistic 
atlas data to be taken into account. It is based on the question of identity or

mainly concerned with, termed dialeclo-

non-identity of two linguistic forms. Linguistic atlases are representable as two- 
dimensional matrices: the variables are locality points and maps. In a paper 
*0 be published in England I have applied two dialectometrical tests—the 
^oherency test and the identity test—to SED data of southern England, as a 

od of pilot study, without computer assistance. For the coherency test the 
^Spouses given in any one locality are compared with the responses given in? 

Jo other locality of the area investigated, while with the identity test one 
J. ^‘*hty is chosen in several different regions of the investigated area and the 

ponses given in the whole area are in each case compared with those of the
several different regions of the investigated area and the

P^’'ticular 
‘^'ned ca locality chosen as regards identity or non-identity. The results ob-

on maps and interpreted. All this sounds easier than it-an then be put
ig 'y ts, but the problems involved cannot be discussed here. It has now been 
t... ?’’®^rated that hieh coherencv values uoint to a close proximity to the 

I investi-

’’^tuall 
di

coherency values point to a close proximity 
gate^^^'^ ^‘‘'^gtiage only when the linguistic centre forms part of the area 
o( ’ otherwise this fact simply shows a considerable linguistic homogeneity 

area(s) thus marked. An identity test will also be carried out for the 
of StE. Here the title of the map will be taken as the form to be checked
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in air SED localities» It is a-kind of fictitious point representing the S v
Every response in every locality will be compared with the map title
whether it corresponds with it or not. It is in this way that the infly
StE on the dialects will be quantified. '

I

I

!
I

S

! to , 
etice 'ee 

■ Of
The projected dictionary will be in two parts; Part 1 will be rest ' 

dialectal English in the narrow sense of the term, taking the fact tolllcIlvCLiXl JUllglldll 111 lllv lldllUW OV119C Ml Lllv ICl 111« Idlklllg liiC IHCt lOto *

that SED informants are bi-dialectal, understanding StE and sometimes'^'^^”^
e.g., StE lexemes—if not with the proper pronunciation—in addition Using

to 
national) and i 

labeling/non-labeling of these in standard dictionaries of English will lie 
great importance in determining what to include and what to exclude »

respective dialect. The distribution of forms (regional vs.

words will be included only when their meaning is different from

ir
tile 

: of 
StE

standard 
usage. Part 2 will consist of an index, listing the complete SED material- all 
the responses given to a particular question will be listed under the respective 
StE headw’ords. Whereas the material of Part 1 will be arranged alphabetically 
that of Part 2 will be grouped around certain domains, thus largely following 
the Q_uestionnaire order. The numerical lexical diversity of different domains
will thus stand out clearly. Since the dictionary aims at a broad readership, its 
entries will not contain phonetic transcriptions. With our present knowledge, 
the notation could not be phonemic. Furthermore, only in very few localities 
did the SED fieldworkers interview one informant, mostly they interviewed more

;ven seven in one localityl This fact alone has phonetic consequences. In
an introductory chapter the distribution of important sound types will be shown 
on a number of maps, as far as is possible, to which the interested reader can 
relate some of the more widely used dialectal pronunciations, also those of 
otherwise standard forms, listed in Part 2. Etymologies will be provided when­
ever possible and all available grammatical information will be given. Drawings 
will be used in cases where semantic definitions tend to become too complex-

distn-In view of the rather broad SED network of localities, the geographical 
bution of forms will be given as precisely as possible. Since computer-pio 
symbol maps of every item will be on hand, they will be included, especiialh

when forms occur in several completely different areas and will thus
lint

the distribution on the reader much better than a mere verbal listing- 
are only the broad outlines. Further problems will arise and must lie so
the work progresses.

!
t



“Strategies in English and Japanese Dyadic Discourse”

Erich Berendt 
Chiba University

dy

An analysis of the functional semantics and their tactical combinations in 
• idic discourse in family settings both of Japanese and English speaking groups 

•' based upon the multifunctional use of utterances in psycho-social interaction. 
The purpose of the study is to examine some of the tactics of rule-governed 
behavior in dyadic discourse, particularly in the medial phase of such discourse 
and compare the resulting tactical typologies or strategies in English and Japa­

I

nese.
The data which has been utilized consisted of two hours of taped conver­

sations in both an English setting and a Japanese one. The data was judged to 
be sociolinguistically comparable in that each group centered in a family group 
and their close acquaintances. Each group consisted of adults and teenage mem­
bers only. The English data consisted of 27 episodes involving a total of fifteen 
persons; the Japanese consisted of fourteen episodes involving thirteen persons. 
The data was analyzed first for the functional uses of the utterances including 
cognitive, affective and emotive semantic functions. Primary meaning (the 
dominant intention) and secondary meaning (two degrees) only were recorded 
on the basis of the intention of the speaker and the response of the listener's 
choice. Most utterances were clear from context, but those few which remained 
highly ambiguous were not included in the analysis. Of the semantic functions 
only seven percent of the English and six percent of the Japanese had a pri- 
ntarily cognitive function. The remainder were related to such affective and 
^motive functions a.s suggestions, apologies, criticism, surprise, appreciation.

were used to make inquiries, (Inquiries constituted 6.3% and 6.8%
in in the grammatical form of questions 51% in English and 44%
of were used to make inquiries, (Inquiries constituted 6,3% and 6,8%

® total data in English and Japanese respectively,) Other semantic func- 
(j; 2 questions were as follows: surprise (Eng, 10%; Jp, 26%), challenge 

2-6%). suggestion (E, 6%; J, 2,6%), requests (E, 6%; J, 1%), agree- 
leas’*^ J, nil), reluctance (E, 3,6%; J, nil), greetings (E, 3,6%; J. 1%)

^8 (E. 2%; J. 3%), lead-in (E, nil; J, 6%), etc.
; some potentially important dif- 

between English and Japanese dyadic discourse. Only 5.4% of the
examination of “tag questions” reveals

questions were of this form, but in Japanese 26.5%. Of the latter 29%

Ti,
6% for
lie

explanation-clarification, etc.
predominant tactical paradigm or strategy of the semantic functions

'VÇfç ---------------------- ,-------- ------------------ -
inquiry, 23% for lead-ins, 11.5% for criticism 8% for apprecia-
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Ttxtli'■"«Ui,,.
’’its

can be summarized in the following paradigm:

Speaker A: I -I- P.F. F. -I- At. Ex. -1- (L.I.) -1- C.
Speaker B: (L.I.) + A/C 4- (L.I.) + At. Ex. -1- C.

In which the terms are I = initiators and/or lead-ins; P.F F -iw;„, / » * .* . pilllldry ¡Qf ,
semantic function; At. Ex.>==attitudinal (self or other directed) expression* I ' 
lead-ins (preparatory statements); C = explanatory-clarification statements- a 
agreement or contradiction. The diagonal slashes refer to an obligatory cv" 

occur freoiipn.iof One, and the parentheses to optional elements, but which 
in the data.

Example I
A:

B:

You won’t dance?
Come on.
No, really, 
l’d like to, but 1 can’t.
I mean, 
if oíd Mr. Simpson carne here and saw 
me dancing.. .he’d have my rear end.

Lead-in/surprise 
request/coaxing 
contradicting

lead-in 
explanation

ÜSÇ4

frequentb>y

I
I

Example II
A:

B;

A:

Oi 
lya, 
chotto yose yo. 
Kimi. 
lya, 
boku wa ne, koko no íuufu no nakoodo 
nan da yo.
Nee, 
reezooko ni, nee, juusu hieteru 
kara, katte ni dashite nonde te. 
Hai hai.

Attention
Lead-in
Request
Rei. bonding
Lead-in
Explanation (criticism)

Lead-in
Request 1 

1
Agreement

The above strategy typology accounts for 47% of the English data aiid

42.4% of the Japanese data semantic functions. (1)- ------ ----- __ -- --- ------------
Within the data the semantic function of “lead-ins” ranked high®’ 

preparatory expressions prior to the primary focused semantic tun
die

consis'^^,
paradigm were of three types in both English and Japanese. Typ® ' -no"' ,
usually of one or two words such as "uh” “hey” “I mean” “you ’ _ -sore'’
"here” "come on” “uh, listen” etc; “iya” “a” “un” “hora” “jaa 
“anoo” "anoo ne” “tsumari”. Type B was a preparatory ‘ 
statement, and type C was a "non-because” type of preparatoiy ^nd 
number of differences in combinatorial patterns between English Eng'’ •• 
did occur. Japanese frequently had multiples of lead-ins

H f »1 Z'O «Trsrx, C*11/VrrAe<-11-O zxi" ®

I mean” “you
come on” “uh, listen” etc; “iya” “a” “un” “hora”

“sorej'
of

® J lis’’ J

usually only one utterance. This may be suggestive of the sense

I
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f
«niese discourse. In Japanese such lead-ins occur most frequently with

ill J information, criticism, explanations and then apologies and sugges- 
(Ogd' ^yjjei-eas in English the frequency order is requests, suggestions, promises, 
li*’”*' geiiient and then apology and inquiry.
ais^r^"lanatory or clarification functions following the primary focused seman- 

(inctions also showed some differences between English and Japanese.
. ~ . ----------------- JAPANESEClarification Types % ENGLISH

A: 
B: 
C; 
D: 
E;

Explanations of previous functions 
Explanations of lexical meanings 
Explanations in response to inquiry 
Explanations of behavior
Defensive explanations

71.5
4
1.6
8

14

59 
nil 
18.2

8
13.8

' The frequency of type C is perhaps indicative of a cultural imperative in 
L which in English explanatory comments should be anticipated, but in Japanese 
I drey are given often only on inquiry. Explanatory utterances ranked third in 
I English (9.4%) and second in Japanese (11.9%).
I Among the primary focused semantic functions in the paradigm, apology 
I had a relatively low frequency of occurrance, in English 0.8% and in Japanese 
I 1.1%. However since the vocabulary of apology and gratitude in Japanese are 
I essentially the same, the “effect” of such vocabulary (1.1% -+- 2.5%) would give 
I a stronger impression of the apology and deference usually associated with the 
I Japanese society.
V This study is a part of a continued examination of English and Japanese 
[ dyadic discourse in which the realization of the semantic functions in terms of

^eir lexical and syntactic representations as well as the typology of their tactics 
*a paradigms has been made. As a study of the medial phase of dyadic discourse, 
*hention has been paid to the typologies of the contexts in which functions 

and the patterns of the responses made within dyadic discourse.
an earlier study (Berendt 1979) 65.5% of all semantic functions occur

'vithin this paradigm, 
^^fcrences
Sell R T.■fen 1 ^sociolinguistics Batsforti, London 1976.

“.A Semantic Study in the Correlation of Language Functions with their Psycho-'-’X. ^V.>1 « .»..u 1* «■« *

Interactive Matrices" J ACET Annual Meeting, Tokyo 1979.
^Cfnao^ t? ... .. .. ...

"A Functional Stu<Iy of
*^nage English Speech” Eigo no Eenkyit to Eyoiku Kirihara Shoten, Tokyo 1981. ‘Somen opeecii Ciigo rto i\ciir\yn lo ^yoifiii r^iriiiara □iiuicii, >./».>1.

of Language Function in Dyadic Discourse: Clarification and Relationship Bonding '
^Pptied Linguistics International Christian University, Tokyo, 1981.

9igliyj.’ ¡dialogue and Discourse Analysis Longman 1977.

i’de.
''‘ott.

‘■9-. M. R.
Language anâ Social Context Penguin 1972.

L J- R.
teon, .A.

Explorations in the Eunctions of Language E. .Arnold, London, 1973.
speech Acts Cambridge University Press, London 1969.

Dileininas of Discourse George, .Alien & Unwin, London, 1975.
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The Function of Intonation Contours in Biomedical Speech,
Betty Lou Dubois

New Mexico State University

'es II 
i

Since 1976, I have been engaged in a study of spoken scientific
specifically, in how biomedical scientists make their first public
of research results to their peers by reading papers at professional

I'fietoric 
communication

- meetings, a
study including, but not limited to, traditional linguistics. Biomedical sciences 
constitute a basic research field devoted to the eventual betterment of the human 
physical condition, as contrasted with medicine, which is a technology for the 
delivery of care.

In April, 1979, I attended the 63rd Annual Meeting of the Federation of 
American Societies for Experimental Biology (FASEB), the umbrella organiza­
tion for specialized biomedical professional groups. I observed and audiotaped 
five sessions, from which I transcribed 52 papers, 12-15 minutes in length, all 
those presented by an apparently native speaker of English. Here, I report on 
12 papers from Session 414.

I have already established that the biomedical speech has a decidedly more 
narrative character than the journal article (Dubois forthcoming); For example.
one of the speeches of 414 has essentially all verbs in past modification. As to 
delivery, the speeches are not uniformly written out and then read, although 
that practice can occasionally be found. There is thus inter-speaker delivery 
variation, and marked intra-speech variation as well. The speeches begin with 
an inttoduction (variable length), delivered from a lectern placed at left-front 
of the platform. Observable preparation varies from complete script through

lectern placed

notes/outlines to no written materials at all. The body of the speech IS always

—no exceptions—organized around slides. Overwhelmingly, speakers 
lectern to face the screen at center back of the platform and direct their 
to slide content. They can be heard by the audience via a lavaliere niieioP

the

with thenone takes papers from the lectern, since one hand is occupied 
light pointer. Speakers return to the lectern and face forward for the terrn’’^'''

tion and following short question and answer period. Some, but not a 
use slides with introduction and termination, as well as with the hoc y 
speeches.

11. of ■I"“

iiiients in tlW
The Pear Stories (Chafe 1980) describes cross-cultural experinieu'-’ 

spontaneous production of narratives. Groups of subjects view a 
wordless but not soundless, which projects a series of events, and tl’^

fill”'

recount the story to the experimenter. The pear story narrators
FASEB narrators will be compared to are a group of undergraduate^
from the University of California-Berkeley. Although Chafe is inteies^^

1004
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tion, what he calls the “deployment of consciousness,” and I am inter-
the rhetoric of professional biomedical spoken communication, there

Я- I.
piiboi'

in cog”
I in ---- . r .e5ie” gj.(jieiess interesting points of comparison between the two sets of nar- 

intonation contours, words in tone groups (Chafe’s idea units), centers
rest chunk of information too large for one tone group; typical signal: 

./ ,tite> 4. falling intonation), and extended sentences (cognitive units
cross sentence-final (falling) intonation). For the biomedical speeches, 

of intonation, tone gioup length, and the like, is emphasized.

of
s'
which
function

METHOD
To my original transcriptions, I added repetition of words and slips of the 

(oiigue and most important, I separated the text into numbered perceptual 
tone groups (nuclear tone -I- following pitches, if any, set off by pauses) and 
coded the contours. I did not measure pauses, nor did I mark them.

RESULTS
Contour Types. Chafe characterizes his tone group (idea unit) as follows:

1. (most) ending with intonation contour identifiable as clause final,
“usually either a rise in pitch, such as we are marking with a comma, or a fall, 
such as we are marking with a period.” (p. 14) There is no discussion of un­
usual cases.

2. (typical) separated by pauses. Pausing is quite consistent in the bio­
medical speeches.

3.
4.

(tendency) one clause per tone group.
(many) beginning with and; (some) but, so.

The contour situation is much more complex in the biomedical speeches, there 
six different contours in

due

—-------- - --  the biomedical speeches.
hafe s finding of a preponderance of rising clause final contour may be 

to the interactional nature of his experiment: subjects looking to the experi-
'"enter for. confirmation of the correctness of their memory. At any rate, / ,/

t from pitch 3 to pitch 2, is the most common contour of the biomedical 
Functions of / . /,^Peeclies.

"n in > 3. fall from pitch 3 to pitch 1, will be commented
connection with the center of interest.

^'"'oups. The pear story tone groups have a mean of 6.01
*4 t|, ’ 'He biomedical speech average is 5.47, which is also the median
(q 2 p3nprc ••*.,■«-1-. 1 IO frrifr* 4

- The

Of
tn Tone Groups. The pear story tone groups have a mean of 6.01

^ttch 
tot

as

papers, with a range of 1-13 words and a range of averages from 4.38

'hç,

^Пг-

L 'he,

L
word count is slightly problematic, since I have counted expressions 

. ’ as one word. Furthermore, the pear stories apparently docoi PCO2”

'tain Words of the length of “formalmethianilphenolalanine,”

shorter 
, 'Han

‘‘"y case.

nor do
^peak of “iosynophilic granulocytes,” that is to say, pear story words

on the average. Perhaps a syllable count would be more mean-
a Word count.

an average of the entire group is slightly misleading, since, as



!

demonstrated by averages, some speakers habitually speak longer t
than others. Moreover, there is rhetorical variation, in that many times
suddenly and obviously shortens his tone groups when he is

1006 Section 13:
'S’litii,

tone
a

portant point. Typically, the shortening takes the form of separation
and predicate into two tone groups. In one case, the main verb itself ‘’Objectr or ’ YV.1U Jiseit Was sp
rated into two tone groups. There is an extended passage in which iher 
close correspondence of tone group and clause (either dependent or ind 
ent), but the passage is quite uncharacteristic of the biomedical

a

speeches,

I

although not unique. To summarize: the length of tone group varies b k ’ 
torical purpose in the biomedical speech; if there is no or little such variati 
in the pear stories, it may be that the narrators had no intrinsic rhetorical
poses. pur-

Center of Interest. Effectively an intonational sentence, a center of interest 
contains more information than the speaker cares to put, or perhaps can put 
in one tone group, typically signalling by syntactic closure and falling contour' 
The biomedical speeches do indeed have intonational sentences (some, in fact

I
are really intonational paragraphs of up to five independent clauses); some
speeches have relatively many and some relatively fewer. The mean of tone 
groups per intonational sentence is 4.85, HALF AGAIN AS MANY as the pear 
stories have, and the average of each biomedical speech is higher than the 
average for the group of pear narrations. Once more, averages can mislead. 
There is a marked tendency for intonational sentences of the FASEB narratives
to be longer in the body, i.e., the more extemporaneous part of the speech. 
Thus, I see no simple relation between preparation and length of intonational 
sentence, but it appears that great length is associated with familiarity with 
one’s material and with less actual preparation of sentences. The cognitive 
function of intonational sentences may well be as Chafe says. But the sentence 
final intonation has two rhetorical functions in the biomedical speeches, ft can
signal an important point, in the midst of a syntactic sentence; it also can sign,al

an appositive.
Extended Sentence—The extended sentence is longer than centerr of interest

It is a higher order 
constituent, one that crosses sentence-final contours. Such a unit is 

_»k« k:_____________ i: i_____ i .• ______ _ ________ r,,» it nnt <1

and is not define syntactically or intonationally.

found in the biomedical speeches in great complexity, but it is not a - 
reparation of premature closure such as Chafe typically found. It can - 
an oral topic sentence with sentence-final intonation, followed by si H ^j],ei 
details which are often presented as a single intonational paragrap^^ 
functions of the intonational paragraph in the biomedical speeches jl’Ci' 

_____________ ____________K ___ __  _______ :______________________nr tO

ocelli' as

pre-
ilie-

sent whole cognitive units such as
torical point; the peak of an

an experimental episode or to •- 
episode (the commentary on it) is o

iiiai

by the longest intonational paragraph in the episode.

CONCLUSION
I believe that the striking differences between the pear stoi ies a I’d tjic
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1 speeches are due in part to the following factors: the nature of the
1 to be narrated; the extent of preparation, the education and experience
oeakers; the degree of personal involvement and motivation of the

of Some of the pear story characteristics may in fact be artifacts of the

B I-

spc:•akers.
exp',crimen tai situation.

geferences
Cliafc. 1980. The pear stories. Norwood, N. J.: Ablex.

I OU Dubois. Forthcoming. Genre and structure of biomedical speeches. Forum Lin-
Belt)
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Sentence Delimitation and Sentence Order in Japanese

Karel Fiala
Oriental Institute, Czechoslovak .Academy of Sciences, Prague

It is obvious that the semantic content of a textn, conceived as a set of ’ 
clauses, can be distributed into sentences in a number of ways. I assuine^th'" 
the set of appropriate clause orders and the set of potential main clauses 
defined by a set of rules. These rules ought perhaps to be understood as pertain 
ing to the domain of pragmatics, but the problem of the domain is beyond the 
scope of this paper. Nevertheless, it is evident that application of such rules 
is a basis for defining certain important conditions of cohesion.

The space for my paper is limited. The main points of my argument will 
be made with reference to one example, namely to the first two paragraphs of 
Kawabata Yasunari’s novel “Utukusisa to kanasimi to” (Beauty and Melancholy).

My assertions are as follows:
1) For any monologue discourse, existing in a written form, there is a de­

finite number of }ninimal text sentences (further MTSs) to express its content 
without recovering any implicit or extra-textual information. The MTSs are 
not identical to clauses, because there are clauses which are not able to Ije iso-

i 
1

lated as independent sentences unless the meaning of the discourse changes. 
For instance the initial MT.S of the above-mentioned text (further text 1 1) 
has the form: “Revolvable chairs are in a row along the A-side of the saloon-
carriage of the express train Hato” 2) Propositions like “The Hato is an express

“The Hato has a saloon-carriage” etc. are not MTSs, because they 
r .1 rr-. 1 1 . 1 TkT..._ •U«» ¿»I’PIl in

train”, ‘________ ___  ___________________ ___ ___ _____ ,
not assertions of the T 1, but only its presuppositions. Note that even in —. 
so-called FSP theory the segments corresponding to these propositions r. - 
be carriers of the non-focal information. A similar case is the MTS 21
the 8th sentence of the T 1) which has the following content: “The lone >

-J information)- 
information)”

spontaneously turning in front of the lonely Ooki Tosio (old
called forth a feeling of loneliness in his heart (new
Segmentation of the MTS 21, as presented here, into smaller units 
in repeating isolated sentences which occurred in the text before, and t

^vouW

,uld re«'

of

,uH
fiiiif'

S»» A VJJVU Lliag A JV/AM A A kV A AV, V VtAAAVAA V*V.VVAAA\,VA AAA C»1V •-V..ZW»- ----

tion of interconnecting the meanings of the old elements would be ^<liic'' 
Consequently, a MTS is either an unmodified one-clause

all eventual modifiers and modifying clauses are carriers of the > ‘ ^poP'
or

I

I

instaura ting (identifying, restrictive) function, not of the descript*'^

1) The term “text” stands here for written discourse. Only monologue texts arc di“* 11*'

in tins paper.
2) The MT.Ss are presented in an ‘•underlying” \-ersion. with their syntac 

pleted.
ctical

100Я
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• e) function. The MTS is supposed to be the minimal unit such as
itr»c without a considerable shift in the meaning of the text. On the

hand “amalgamation” of the MTSs into longer sentences is optional.
j\iTS order in the text is carried by MTS-ordering factors of two types,

dkected factors, which will be called primary, and the undirected or second-

I

1i

K-

res'
cal”ino‘
other

the 
ary

factors.
major directed MTS-ordering factors, which are also relevant for text 

1 are the relation of temporal sequence, the relation of intersentential impli- 
and the relation of intersentential possible causation. The temporal

The

cation
sequence analysis (abbr. T) for text T 1 specifies the temporal ordering of the 

admissible initial time points of the time spans covered by the mainextreme
•erbs of the MTSs, or, in case of their identity, of the extreme admissible final 

time points. The order of the initial points is generally preferred to the order 
of the final points on the basis of empirical experiments. The set of orders based
on the implication (abbr. Impl.) is the set of sequences for which it holds that
if the propositional content of MTS x is incorporated in the propositional con­
tent of MTS y, then necessarily x precedes y. The relation of possible causation 
(Poss) is based on a weaker condition than Impl, namely that the propositional 
content of X is a possible and expectable (more or less probable) condition of 
the truth value of the propositional content of y. The above-mentioned semantic 
relations may connect not only individual MTSs, but also MTS clusters. Often 
there is a number of paths (e.g. in the Poss representation of the T 1 between 
MIS 4 and MTS 22). There are also other directed sentence-ordering factors.
which I treat as “modal or quasi-modal structures” (abbr. MSs). So the MS 1 
manifests the tendency to order the MTSs from what is presented as a fact to 
what is presented as an observation on this fact, the MTS 2 is the ordering 
tendency from the negative part of 
positive

an amplifying anti-thetic statement to its
part, the MS 3 tends to be directed from the descriptive segment to an 

expression of a participant’s attitude, the MS 4 from the generic 
e specific, the MS 5 from a factive statement to a remark or comment onv/ lA «. AUVLAVV O LCl LV 111 VIA L IM <l 1V111CAAI\. MA VM AAA A A AX. A A v VZA*

It” this connection I speak about a tendency, because
reverse order is also admissible. Besides that, I also pass over the MSs which 
"or involved in the T 1.
rhe order based

markea MTS ui............................................................ ---------------
hodef • order is for any pair of adjunct MTSs identical with the order of

are

tn the

on the directed MTS-ordering factors is the most current
order in monologue texts. It will be called primary MTS order.

graph of some of the directed MTS-ordering factors for the T 1.

/ac/ori' may be represented in the form of a cross-
table G of recurrent sememes” and the sentences of the text. The

'^erit^^ ^^ITS order is the MTS order which for any pair of adjunct MTSs 
either with the primary MT.S order, or with the order of the cor-'^tical

( ---
****© ’etueme® (semantic elements) is now being elaborated on the basis of a
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‘»tie,
responding nodes in the Hamiltonian walk of the graph connecting the 
squares in the table G. (The Hamiltonian walk adopted here is a modifi 
of Depth-first Search. The search selects first the top of an arbitrary colu'^'^* 
the table G and proceeds towards its bottom. Before passing a black squ^r^^ 
the table G, the search switches to the highest unpassed black square, loc- 
another column above the square 5. The procedure is repeated until all * 
sibilities are discharged.) The number of possible solutions is enhanced I ' 
fact that a cross-reference table can be compiled separately for each alter

the table G and proceeds towards its bottom. Before passing a black

blac^_

‘On

in
m

pos-

primary MTS order and that there are also more alternative search version 
The output secondary MTS order is marked—it has its specific stylistic fun 
tions. The acceptability of this order rises when the column with the highest 
number of blacks is selected at the beginning of the experiment, and durin
the following steps always a column with the lowest number of blacks is 
f er red.

The relation between two MTSs, separated by a MTS sequence in a way 
that violates the primary MTS order, will be called a “split in the primary MTS

pre-

order”. A pair of sentences which would be adjunct if the MTS order were 
transformed into a primary order is a sequentially split pair. The number of 
these pairs is an indicator of the degree of cohesion.

3) Optional amalgamation of the MTSs into longer sentences can be per­
formed on an indeterminate number of levels, for which it holds that on each 
level a pair of sentences is amalgamated. The levels and the permissible amal­
gamations are shown in an amalgamation diagram, which is constructed on the

VII.-

■VVI.

Amalgamation diagram for the text T 1Figure 1.

I
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of native informants’ data. The optimal level of amalgamation depends, 
' r'llb'’ pcti'tially on a global factor, which is the type and the genre of the 

'^^'^''^ Besides, there are local factors which are to a certain extent subjective; 
nstance, short sentences are typical of emotional passages. Thus in the T 1 
MTSs 1~12, which correspond to the first paragraph of the text, are amal- 
•ited up to the 4th level, and the MTSs 13—22, i.e. the second paragraph, 
to the 2nd level, evidently due to the more emotional characteristics of the 

ond paragraph (cf, the thick line delimiting the level of amalgamation). 
^Another interesting point are the factors which determine the shape of the 
gm^Iganiation diagram. The shape depends, of course, to a considerable degree 
on free choices made by the author of the text, because it is related to his or 
her interpretation of the text, mainly to the author’s understanding of the major 
thematic oppositions participating in the semantic structure of the text.

basis

H'
te*^-
for 
the

up

Participation of major cooccurrent referents and major cooccurrent sememes 
in 'the underlying “frame-completed” versions of the MTSs enables us to seg­
ment the text into potential thematic blocks. An experiment on the T 1 shows 
that the six blocks isolated by this method roughly correspond to the actual 
sentences of Kawabata Yasunari’s text*>. Only in two cases (Block I. and Block 
V.) does one block correspond to a sequence of two sentences. In both sequences 
the latter sentence is partially synonymous with the former, being however more 
specific. This type of a semantically more particular iteration is sometimes
freed from redundancy and reduced into an elliptic subordinate-clause sentence
(e.g. “Akamatu no yainayama ha semi no koe ni tutumarete ita. Musuu no
mienai sou ga zyousaizyu wo tonaete iru ka no you ni.—The red pine covered 
hills were full of cicadas’ song. As if myrriads of invisible monks had chanted
a prayer against disaster.”—Misima Yukio: Kinkakuzi, Sintyou bunko, Sy. 44, 
P-46). The use of a specifying partially synonymous sentence in this position, 
C'entually the use of a postponed elliptic subordinate-clause sentence’’*, is as­
sociated with one or more of the following three presuppositions: a) the cogni- 

information carried by the sentence is of secondary importance, which is 
Chested by the omissibility of the sentence, b) the sentence is a phenomenon of
^^condary instance”, i.e. its content is presented

’^ntence is
as supplemented later, c) the

its
a functional carrier of a specific stylistic function a.s a consequence

pretended use as an instance of b.
connectors are optional carriers of the semantic relations 

iti ^^TSs or MTS clusters. The set of all permissible scopes of a connector 
e amalgamation diagram is the scope dominated by the node which is 

'^cliately above the lowest intersection point between the diagram 
*cal, dropped fr,

•^etw

*erti.

1L "'i;''
and a

,-j.— „om that point of the horizontal axis of the diagram that 
ponds to the location of the connector in the text.

segmentations prcstipposc selection of alternative oppositions of sememes us
oppositions, made by the author of the text.
dtion of these sentences may be viewed as a case of clefling and coiilrasted with

" tlefting" in the theory of syntax.
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Fiala K.: Text Cohesion and Text Linearity in Japanese (unpublished CSc. thesis) pi
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Diachronic Textlinguistics

Udo Fries 
University of Zürich

Textlinguistics has been mainly a topic of synchronic linguistics, and
rictically only modern languages have been subjected to textiinguistic 

analvses. This becomes quite clear when we look both at the older and the 
more recent discussions and surveys of textlinguistics (e.g. Beaugrande 1980). 
Onlv very occasionally have particular aspects of older stages of a language 
been analysed. More often, examples taken from older texts have been used 
indiscriminately alongside examples from modern texts, thus reinforcing the 
idea that the same textiinguistic rules must equally apply to differing periods 
of a language. A typical example of this approach is Harweg (1980), who in his 
discussion of text-openings, includes texts from the Renaissance to the Modern 
English period—from Shakespeare’s plays to 20th-century journals. But, as can 
easily be shown, the possibilities for text-openings have undergone changes with­
in such a long period of time. It must not be taken for granted that text- 
linguistic rules for present-day English are also valid for the older periods of 
the language. What we need are textiinguistic analyses of, let’s say. Old 
English (OE), Middle English (ME) and Early Modern English as a basis for 
diachronic textiinguistic studies.

One possible approach to a diachronic study of texts is suggested by the con-
cept of intertextuality as it is developed by Beaugrande and Dressier (1981), 
ivho expound on the idea that every text stands in relation to certain other 
texts which must of necessity have been produced before. In some texts such 
5 relationship may 
r'eference is

even be explicitly stated, e.g. at the beginning of a letter
often made to the preceding correspondence. More important than- lllUUV US-» 111'- K-S-f X X V-W X IVX .« v * .

^''6 references, however, is the tradition in which texts are written: their
^tiltural, social and situational context. It is the traditional form of a particular
Th^^^P^ greatest influence on the production of new

En'^r' example in our own field of study, most textbooks of
o ish sramiTim- o eiirnvi'civ cimiiQi- crnrtnrp nTpvtiloQuistJc cltaus^es

texts.
to return to our example, most business letters look pretty much

grammar have a surprisingly similar structure. Textiinguistic changes
due either to inner-systemic developments of a language or to a change

Context in the widest sense of the word. The latter influences, some of
5c, lie outside the scope of linguistics proper but which must be taken into~ '• «•'■’X VAV 111«, XX XX^ vxxatx ^XV-r^X-X UZ LX C JI xxx~---

linguists to arrive at a fuller understanding of texts, have only re-
become prominent in linguistic and textiinguistic studies.

Us begin with the influence of linguistics proper. Changes in the 
®*ogy' and morphonology of a language may seem irrelevant to text-

Us begin with the influence of linguistics proper.
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linguistics but they influence at least the subset of poetic texts.
alliteration, assonance, and rhymes e.g. may become possible

1014 Section 13:
't,

.types
hitherto been impossible. Consider the ME development of diphthtu)"''' 
Great Vowel Shift, always producing new sets of w'ords that rhyme

o(
had 
the

another, as e.g. Modern English (ModE) hail, tail, nail, snail (ME /ai/? 
tale, dale, ale, male (ME /a/). A loss of sounds may change the syllabi 
ture, ME marriage syllables) to ModE marriage (2 syllables), which
effects on a metrical line; or, due to the loss of word-final (-e), we find ahas its

larger proportion of masculine rhymes in ModE poetry than in ME. The 
rhararfpr nf Chnnrpr’s iwfrv is rb^no-pH if von __________character of Chaucer’s poetry is changed if you don’t pronounce the svll-h'' 
(-e) at the end of a line, as some scholars have suggested. Changes ii/\"^ 
morphology and syntax of a language can easily change the structure of texts^ 
The change of the pronominal system (the set of deictic pronouns) from c~ 
to ME and again to ModE involves a reordering of one of the main coliesive 
devices of English, which eventually leads to the ModE system as described

OE

by Halliday and Hasan (1976). What we lack is a historical description of 
the influences these changes, well-documented as they are, had on the structure 
and the inter-sentential relationship of OE and ME poetry and prose. The 
loss of the OE adverbial pa deprived speakers and writers of an important 
means of focusing important events and of structuring texts. Changes in the 
word-formation processes—derivational changes, new suffixes or prefixes—will 
give rise to new possibilities of reference and thus of sentence connection. The
same holds true for additions to (or losses of) the vocabulary of a language. It
is well-known that the development of the Expanded Tenses and the Passives 
in early and late ModE have opened up new cohesive possibilities, which 
again should be related to other developments in the language influencing the 
structural complexity of texts. Last but not least, standard topics of text 
linguistic research, such <rivpn anH nPTAZ infnrmatinn fnciis. topic and coiuxxv.il as given and new information, focus, topic 

anaphora and cataphora, reference, repetition, ellipsis, and others, iment, anaphora and cataphora, reference, repetition, ellipsis, ana oinci , 
be included in a diachronic textlinguistic study. I do not know,
of any exhaustive theme-rheme study of OE texts, which might yield seiy
esting results. . jexi-

Let us turn to the influences of the context. A study of and
linguistics cannot omit an investigation of the relationship between 
the evolution and further development of new text-types, which has 
a comparatively small number of text-types in OE or Old High Ger 
confusing number of text-types in ModE or German. Between 
trastive studies will show how related text-types may differ consi g.g. 
to their different historical development and their cultural environ ^^^gjia 
announcements of deaths and obituaries in English and German. . -x. i

trastive studies will show how related text-types may differ con;

which texts occur will be one point to consider. With oral texts
well-known difficulties in historical studies that these texts are 
For instance, we know very little about conversation in OE or t

j we 
not

to the
coH' 
due

have
jecot'

another (a typical i

if’ 
the

■jed-

E'en

lista'

a-s
fut

simple a question as how people welcomed one

uxxv.il
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le'
eiiings) is difficult to answer with our present lack of evidence. The 

■ ig gffd morning, for example, is first recorded around 1390. What did 
— before? They hardly used hail and welcome all the time, as our

;St-OP'

pfioplie useevidence would suggest (Fries 1982). Changes in the attitude towards 
texts (story-telling) certainly have an influence on text-types and 

u’e” fj-uctures. A history of writing systems and of printing could be prof- 
' connected with their influence on text-production. One might even begin

present-day computer-revolution and its impact on the formulation of 
Even minor changes, such as the use of capital letters or of punctuation 

, bring about a change in the character of a text-type. A rule that one 
'liXld not begin German letters with the pronoun Ich (/), which is increasingly 
iolated or almost obsolescent today, may be due, apart from psychological 

changes in the attitude of the language users, to the custom of using a comma 
an exclamation mark after the name(s) of the addressee, which in

with 
texts.

instead of
tnrn> enables the writer to begin with a small (i) instead of the capital (I) of 
I ch.

The role of speakers and listeners in encoding or decoding texts must be 
described in diachronic textlinguistics just as in synchronic textlinguistics. 
.Analyses of the global patterning of texts, the plans and scripts, the frames and 
schemas (Beaugrande 1980), which we can deduce from texts will reveal 
changes in the attitude towards texts, the linguistic behaviour of the producers 
and recipients of texts. An analysis, e.g. of the evolution, length and com­
plexity of paragraphs, the ordering of individual elements in a text, the im­
portance that is attached to experiential iconicism (Enkvist 1981), the develop­
ment of new structuring devices (headlines, alphabetical ordering, the use of 
numbers), will show the changing ideas on the coherence of texts in different
text-types. The audience of Beowulf had completely different ideas concerning 
the coherence of their text—consider the “highly sophisticated compositional 
technique’’ (Hart 1981) of the mathematical ordering of certain elements—than 

te audience of the Xlllth International Congress of Linguists has.

text-

^^^ferences
B<a■"'graiKle, R. de (1980):
Be Eondon:

■"'Rrande, R.-a, de & W., Dressier (1981): Einführung in die Textlinguistik. Tübingen:

Text, Discoinse, mid Process. Towmd n iiiiillidiscipliiiary siietice of
Longman.

bi, ■'«. N. E.
(1982): 

dn ■* "'dav,

Uar,

Hi
H:

(1981): "Expeiienlial icunitisin in text strategy". Text, I'I. 77-111-

prini).
"Vom Grüssen ini älteren Englisch", Klagenfurter lieilriige zur Spracliu isseu-

K. g; R. Hasan (1976): Cohesion in English. London: Longman.
‘R’ R. (1980): "Beginning a Text”, Discourse Processes, 3, 313-326.

(1981): “Calculated Casualties in lieowulf: (Geometrical ScaHoIding and \eibal 
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Communicative Basis for Adequate Interpretation
of Text Semantics

Gennady V. Kolshansky 
Institute of Foreign Languages, Moscow

Over the recent years there has been a considerable upsurge of interest
only in the formal structure of language but also in its semantic not

®'^§anization in the process of communication. It has been argued that text, or an integral 
number of utterances comprising both the referential and the illocutionary 
aspects of two-way communication, constitutes the basic unit of language­
behaviour capable of conveying meaningful information. Coherent, or well- 
formed, text contains unambiguous information, and this is the criterion of
its structural and semantic organization.

Looked at from the communicative point of view, text semantics can be 
defined as the sense accumulating all kinds of information involved in the 
process of speech communication.

It i.s true that the word and the sentence—two other kinds of linguistic 
entities—are also meaningful in that they relate to phenomena external to the 
language-system. However, they are units of nomination which face, as it were, 
the world of things, and their semantic information content is limited to the
denotation of things and es’ents in the material or the ideational sphere.

Text is a unit of communication; it is addressed to human beings, and it is 
this that determines text semantics, or the semantic information content of 
text. Therefore, text semantics can be defined as the sense integrating bo*'* 
the nominative and the communicative components of information. It cannot 
be limited to the analysis of factual situations, or the nomination of 
other words, the interpretation of text semantics must reveal the sense " 

not

■1

text acquires in the process of communication, i.e. the information 
about things but also about human activity (implicit and explicit objecti'

only
ives of

the participants, their expected reactions, etc.).
Furthermore, the conditions for adequate interpretation of text 

include the actual .situation of communication (its spatio-temporal pa*

senia*'^*^*
ramcte«^’

.....      J -thing tl 
characteristics of the participants, their competence) as well as ever)u

that
to

can be described as “presupposition”, or all the information that is P „¡ra­
the generation of a given segment of text. All these conditions of con jfci- 
tion which determine the sense and make it unambiguous for the
pants represent a set of intra- and extralinguistic factors, or 
paralinguistic context.

lingn

deri'^,ie

................. .... .......... ... .............. ............... .... *■' “"......... ..
It should be emphasized that the sum total of meanings

1016
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relatively complete text and cannot serve as the basis for its semanticofelation. Indeed, the verification procedure for adequate interpretation 
interP* jgjnantics relies not on grammatical well-formedness but on the practi- 

rity of people who use language as a means of social interaction in the 
c»' rvhich adequate interpretation leads to appropriate actions.
*’°'^The semantic interpretation of individual utterances which is based on theThe
meanings
structures

of grammatical types, or models, is essentially limited to isolated 
with a certain generalized sense. However, in text they can acquire 

'ide range of actual senses (for example, the grammatical structure of an 
sentence can contain a statement and vice versa—a declarative a interrogative
have the sense of a request, and so on).sentence can

Looked at from the nominative point of view, the elementary sentence “I 
ini ill” describes the physical state of the speaker by virtue of its structure 
alone and not by virtue of its being a unit of communication, or a segment of
text. In principle, such isolated structures are not inherent in language at all 
and represent only an extrapolation of actual utterances, i.e. the product of 
linguistic analysis. Used as an actual utterance in hypothetical text, the same 
structure can acquire a wide range of senses, as opposed to its structural 
meaning, e.g. “I can’t work today”, or “I am not going to the theatre today”, 
or "I don’t think I will be able to do anything”, and so on. If this utterance is 
included in text as a unit of communication, it is only natural that its sense 
should be constituted not only by the nomination of a certain state-of-affairs 
but should also carry a certain message about it intended for some other person 
engaged in communication with the speaker. A simple test by synonymic sub­
stitution will show that in communication the same sense can adequately be 
rendered by numerous periphrases, cf. “No, I am ill , or Very unlikely, I am 
ill , or “Absolutely, I am ill”, and so on.

Looked at from this point of view, the sense is always contextually 
*leterniined, because text generates its own context in the process of communi­
cation between at least two participants. This means that text may range in 
length from two utterances (either elliptical or non-elliptical) to infinity, at 
•eas^iii theory.

trecl
The sense of an utterance outside its textual framework is primarily cen-

0*1 the denotatum.niatte — “'■“wiaiuiii, or a certain relation of objects which serve as subject- 
**s semantics. However, it is not linked with the situation of com- 

“•'***011 which can assign a value to it, i.e. a value for certain participants.which^Part from the denotatum. soeechact, and its
. The upshot of this discussion is that text cons i in entire
' 'Petitionary force is to be found not in individual utterance
text.
*Uch

Ol­
as

*'ei‘Tuest 
The

*0 the

which can be supported by frequently cited examples,
*is loom is stuffy”, where an apparent statement is interpreted as a

*** !t command to open the window.
piocedure of semantic analysis on a communicative basis gives priority 

’^^nse of text rather than the meaning of individual words, as has been
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the case with descriptive linguistics.
The semantic analysis of text is much more complex than that of

I,

Section 13: Textling,;^
'Stic,

and sentences. It is not limited to the denotatum of linguistic units,
nation, but goes far beyond it to embrace the whole domain of communicaî^* 
as a complex information phenomenon. The analysis of text semantics 
sists, therefore, in the interpretion of the sense taking into account all theTà^ 
tors concomitant with real communication. Thus, in the example given above 
“I am ill”—this interpretation should take into account the semantic inform 
tion content of entire hypothetical text of which this utterance is onl 
a segment (whether a reply to a question or part of a narrative), and thereb^part of a narrative), and thereby
reveal its sense.

For all practical purposes, any problems arising in the interpretation of text

1

semantics are resolved by specification, explanation, etc. For the purpose! of 
linguistic theory, the construction of a set of rules governing the interpretation 
of text semantics is essential for making a correct assessment of the structure 
of language and laying down the guidelines for all kinds of language uses (in 
mass communication, translation, teaching, etc.).

Compared with the semantic analysis of words and sentences, text semantics 
is a far more complex task, because it embraces all aspects of communication 
and involves all kinds of extra- and intralinguistic factors, a wide range of 
presuppositions, the participants’ communicative competence as well as takes 
into account the cultural and historical situation in which text is generated.



The Units of Dialogue

Maria M. Langleben
The Hebrew University of Jerusalem

As a text produced by more than one speaker, dialogue (D) is traditionally 
opposed to non-D textual forms presented by a single person uninterrupted by 
anyone else. One cannot appreciate full significance of this opposition un­
less priority of D to all the non-D types of text is taken into consideration. 
Life expepence is essentially a D, and “the limits of the possibilities of D are 
the limits of awareness” (Buber 1929) D must be treated as a primary source 
of text'uality, both from diachronic and synchronic points of view,—the most 
archaic type of written text was D (Ivanov 1976), and it remains, if hidden, in 
every type of text (Bakhtin 1963).

D is a juxtaposition of separate worlds that are trying to understand each 
other and each oneself at the background of another one. Besides the personal 
goals of the collocutors, and above them, there is “a common purpose, or set 
of purposes, or at least a mutually accepted direction” (Grice 1975) that brings 
a D to its objective destination, i.e., to a common stock of information created 
by mutual efforts of the collocutors, and rather neutral to each of them. In 
a way, this knowledge is depersonalized and alienated from each of the partners, 
so that neither of them is in full personal possession of the information pool 
attained in the course of D. Textual structure of D bears distinct marks of 
the tough process of mutualizing and objectivizing personal opinions of the 
collocutors.

i

Or

3

A D is produced by at least two alternating speakers (a and ¿3) that inter­
change their speeches, or repliques. A replique (R) is a continuous fragment 

located at a continuous space of time correlated with the time-spaces of 
er R’s in such a way that R(a, t^) uttered by a at ti is immediately 

immediately followed by R(^, <¡^1) As a D-unit, 
R IS not equal to and is even incommensurable with any of syntactic units, 

the border of R usually coincides with a sentential border, a sentence, 
, e'en a phrase may also be distributed among the collocutors. Actually, R 

Th,

not 
an i 

‘*on,

3 syntactic unit,—it is a communicative unit laying in the foundation 
^dependent hierarchy of D-units. From the point of view of D-interac- 

a single R can hardly be assessed as D-meaningful, since the D-meaning 
as pragmatic components that are revealed on the background of other 

*^^lated to the R, especially of the response(s) to it. The basic nucleus of 
pair of R’s (R-pair) related to each other as a stimulus to a response:

Rresp]. The complete D-meaning of Rs,,„ 
partly by its hearer,- since a speaker of R

resp

1019

is created partly by its speaker.
retrospectively provides Rg,,,,,
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with a conversational impllcature (CI) that must be incorporated in 
textual meaning (CM) of the latter. For ex.:

■’■'’"‘"«»I«,
'cs

the con-
(1) R-1.

R-2.
TITANIA.
BOTTOM.

What, wilt thou hear some music, my sweet love?
I have a reasonable good ear in music: let

R-3.
R-4.

TITANIA.
BOTTOM.

tongs and the bones.
Or say, sweet love, what thou desir’st to eat.
Truly a peck of provender: I could munch voiir 
dry oats. Methinks I have a great desire to
of hay: good hay, sweet hay, hath no fellow. 

(W. Shakespeare. A Midsummer-Night’s Dream, IV, 1)

a

the

good
bottle

R-2 implies: „. ............ ............ .. ..... . .......
gests to please B. by music. But then R-3 implies: T. prefers to please B by 
food,—which imparts to R-2: B. prefers to be pleased by food. The two im-

B. will be pleased by music, which imparts to R-1: T.

plicatures come to contradiction in R-2,—which fits well the ambiguity of R-2 
The ambiguity is resolved by R-4. R-4 implies: B. likes rough food, which
imparts to R-3: T. is right in suggesting B. food., and endorses one of the two
implicatures, at the expense of another.

The ultimate D-meaning of R is many-dimensional, since the meaning con­
veyed by the surface form is enriched by the outgoing CI (aimed at the R,,,,^) 
and in-coming CI (sent by Rpesp). Therefore the D-meaning of “the last word” 
that is not affected by the response of the hearer, is relatively poor; the same.
to less extent, can be said about the first R of a D, that has no Rs,im 
any CI to the latter.

to transmit

R
A D is a succession of concatenated R-pairs:

resp, at ip and then most of R’s turn into R^tin,
each R appears first as

of the subsequent R-pair, at
t i + n . Hence, the R-pairs are coupled:

[R(19, O]o[R(a. t,,„)].
jacent, but can also be detached.

The three R’s are mostly a^ 
The couples of -pRairs are tightly connect

by the mediating R(a, tf) that projects its influence in two directions: — 
Rgtim of the 1st pair and to the R^sp of the 2nd. The mediating Rof the 1st pair and to the R, of the 2nd.

be

involved in each of the two pairs as a whole, or in parts; it can also be absent
(then the couple is cleaved in two separate R-pairs). Accordingly, seveiral types

of coupling arise. (Scheme 1). D- 

for"" ! 
bllULLUrC. me pilirs arc lUlUlCl aiiaiigcu uy ' ipnt presen‘7
higher, thematic level of D. A motif is a minimal element of conten P js j 
by, or, rather, equal to its MG. For the classification of motifs (or, '' 
■ L- ___ ----  ----- ____ ___ k.’fc, .vhpther

The succession of R-pairs makes a pre-thematic foundation 
structure. The pairs are further arranged by motif-groups (MG)
higher, thematic level of D. A motif is a minimal element

level of the
that

vhicb »»

the same, their MG’s) two questions are important. First, whether 
cular MG was worked over by one or by more than one person; second- 
the MG consists of R-pairs or of unpaired R’s. There are three kinds 
An interaction motif (I-motif) is equal to the MG that consists of R-p^**® 
over by two or more persons. Here, each R by a gets a response by

of

A

l£»i

L
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c
c

(i
Scheme 1. T^pes of coupling the R-pairs.

motif (F-motif) is equal to the MG that consists of unpaired R’s uttered by one 
person only. Here, no R by a gets a response by An auto-motif (A-inotif) is 
equal to the MG that consists of R-pairs worked over by one person only. 
Here, each R of a gets a response also by ¿3. An F-motif arises when a person is 
not heard and not responded by his partners, though he adresses to them; an 
A-niotif arises when a person is speaking to himself, expecting and providing
auto-responses. A-motifs occur either as soliloquies, or as degeneiatise D of 
two or more persons each speaking to himself. Both A- and F-motifs are dev ia 
tions from genuine D-interaction. Most of the MG’s in a D are I-motifs.

Within a MG, the Maxim of Relation works at its full power, keeping a 
special internal microclimate, a kind of pragmatic greenhouse: For each R 

the MG the same deep proposition, i.e., the same motif-pattern (MP) can be 
tevealed, and the CM of lexical items are homogeneous. Relaxation of the 
•'*®xim means that the MP is changed, i.e., the current MG ends and the next 

starts. E.g., there are two MG’s in (1) above. In the 1st of them, the 
_°”gs and the bones are interpreted as musical instruments: in the 2nd, they 

assigned to the desire to eat, and then equalled to a peck of provender, dry 
., ' and a bottle of hay. The 1st MP is: B. will (wants to) hear music; the 
'Rd is;

^te ;
<^ats

a bottle of hay. The 1st MP is:
*nt, ^1- has a desire to eat. Mediating between the two MP’s is the 2nd 

>2*"^ switch of the meanings takes place.

lii^
Th.le change of MP’s may occur more or less smoothly,—this depends on

hieii

where the border between the MG’s is set. It may be set between two
^hen the adjacent MG’s are separate: between the parts of the same R,— 

MG’s are contiguous; if the change takes place within a R, so that it
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belongs simultaneously to both MG’s,—then the MG’s are

I,
Seclion 13: Textiin'««»«tit,

conuerge^i
borders may be blurred,—if the MB’s interfere with each other. The „ fhe 

‘'*0 Mg.,of (1) are convergent. Another example of convergent, contiguous 
fering MG’s is served by (2):

(2) And the Lord God called unto the man and said unto him: 
thou? And he said: I heard Thy voice in the garden, and 1 was 
because 1 was naked, and I hid myself. And He said: Who told 
that thou wast naked? Hast thou eaten of the tree whereof I comm 
thee that thou shouldest not eat? And the man said: The woman

thee

Thou gavest to be with me, she gave me of the tree, and I did
the Lord God said unto the woman:
the woman said:

v.'honi
eat. And

What is this thou hast done? And
The serpent beguiled me, and I did eat.

(Genesis, 3, 9-13)

There are five MG's in (2), with the following MP’s: 1) The man heard the
voice of the God; 2) TAe man hid himself; 3) Somebody told the man that he
was naked; 4) The man did eat of the tree whereof the Lord God commanded 
him not to eat; 5) The woman gave the man of the tree, and did eat herself. 
The structure of (2) is shown in Scheme 2.

The 2nd and the 3rd MG’s are convergent with the 1st MG and with each 
other; the rest of the MG’s are contiguous. Each of the five MG’s is interfering 
with the adjacent MG’s. (The interference of MG’s is indicated in the Scheme 
by shading, convergence—by intersecting quadrangles, and contiguity—by 
adjoining quadrangles).

It is easy to see in the Scheme the main features of the passage (2): a power­
ful drive issued from the opening cluster of three convergent MG’s, rapid linear 
development of short MG’s by contiguity, and, finally, viscous texture created
by tenacious discontinuity of the MG’s.

Closely interconnected sets of MG’s form the units that belong to the next
thematic level, with motifs as constituents. The sets of MG’s take a shape 
may be called “a ring of motifs” (when the MG’s of the set are embed e 
one of them), “a network of motifs” (when the MG’s weakly interfeie 
each other), or “a clench of motifs” (when the interference reaches its p
as it occurred in (2)).

Scheme 2.

that

with
leaki

w 

'.I I'H'!

.Motif structure of ex. (2).



M-

I

Langicbe" 1023

1

To review the hierarchy of D-units: an R—a non-D-meaningful unit; an R-
meaningful unit of D-interaction; an MG—a minimal thematic Dmnit; 

fset of MG'S- The scale of D-units is independent from the syntactic hierarchy. 
* fr» Clirkr»r»rt fllA «■k.A«.,ev Z ______ J?______  , '<his comes to support the opinion that there is no direct correlation between 

units of utterance and the units of content in a text. (Ivanov 1973, Ben-
Siste 1969). I

!
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Spectrum, Profile and,Constituency Structure

in T’ext Analysis

Robert E. Longacre
I’niversity of Texas at- .-Arlington

0. Ultimately text analysis enables us to explain much of the
of a language by observing the interface of the morphosyntax and

morphosynt;,ax
. . - the

The assumption is two-fold: the xvhole is necessarily contained in and 
expressed in its parts; and the parts are to be explained in reference to the 
xvhole. In this paper I illustrate by reference to a limited corpus of English 
narrative prose the spectrum of varied x'erb forms which occur in a narrative- 
I also briefly indicate surface structure reflections of mounting tension in thé

text.

dex’elopment of a story; and how a rank-scheme of verb forms can be an im­
portant clue to the constituent structure of the paragraph.

The following paragraph from Mark Twain serves as the limited ilhistia- 
tive corpus of this study:

“fn a minute a third slave was struggling in the air. It xvas dreadful. 1 
turned away my head for a moment, and when I turned back I missed the
king! They were blindfolding him! I was paralyzed; I couldn’t move, 1 was
choking, my tongue xvas petrified. They finished blindfolding him, they
led him under the rope. I couldn’t shake off that clinging impotence.. But 

so inxvhen I saw them put the noose around his neck, then everything let 
me and I made a spring to the rescue—and as 1 made it I shot one mote 
glance abroad—by George! here they came, a-tilting!—five hundred mat et
and belted knights on bicycles!”

Mark Twain. A Connecticut Yankee in King Arthur’s Court
(An Airmont Classic, 1964, p. 240)

In this story a ‘Connecticut Yankee’ finds himself transported to the early
changémedieval xvorld of King Arthur’s Court in England, and sets about to 

things (including introducing the bicycle for the knights to ride on). 
the crises of the book ensues xvhen a band of ignorant villagers capti" 

a display

One of
King

Arthur and his party (including the Yankee aide) and in : 
xenophobia decide to hang them—not recognizing the king as one

1. The spectrum (rank scheme) of verb forms.

of the pt"

1.1 The verb system of a language exists to facilitate discourse, 
tense/aspect/mood/x’oice forms perform differing functions in the 
the whole. In that the paragraph here analyzed is narrative, dyn^

of
riy-

piffer
desig"

predominate. Most English narrative is told in the simple past tense.
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tense forms report successive actions and events which propell the story 
rd J” Paragraph the simple past tense forms which apparently per- 

^^^'*^this function are: (1) turned away (my head for a moment)-, (2) turned 
fe-’y ,ox missed (the king); (4) finished (blindfolding him); (5) led (him under 

dte)' (fi) (them put the rope, around his neck); (7) let (go in me); (8) 
(a spring); (9) made (it); and (10) shot (one more glance abroad). I discuss 
cfltnc in came a-tilting which patterns a bit differently.

Interspersed among these story-line’verbs are other forms which have 
us supportive and depictive functions. Thus, past progressive forms occur 

•°^the sentences: In a minute a third slave was struggling in the air, and in 
y/icy were blindfolding him. These clauses report activities that are not 
viewed as punctiliar and are not in the strict sequence of actions/events; rather

lastP-

form

lhe
fjjüdtt I

var­

what they report ie more in the nature of concomitant activities.
The verb to be occurs with adjectives and participais in stative/depictive 

sentences—which in this paragraph report the narrator’s (the ‘Connecticut 
Yankee’s’) evaluations and feelings: was dreadful, was paralyzed, was choking, 
was petrified. In somewhat similar function occur negative modals in this 
passage: couldn’t move, and couldn’t shake oÿ (that clinging impotence).

Having looked at story-line (past tense) verbs, past progressives, descrip­
tives, and modals as they are woven together into the text, we now need to re­
examine the function of certain of the so-called story-line simple past tenses. 
Notice that three of the simple past tenses occur in adverbial clauses: when 
I turned back, when I saw (them put the noose around his neck), and as 1 made 
¡t. Each of these is a back-reference whose main function in the paragraph is 
cohesive rather than advancing the story-line. Thus, when I turned back refers 
to the previous clause I turned away my head for a moment; here we have a 
cohesive back-reference within the bounds of a coordinate sentence. The clause

en I saw them put the noose around his neck is a script-based back-reference 
t/iey ig^ under the rope in that the actions reported are in predictable 

’^nuence. Finally, as I made it is a very clear back-reference to I made a spring
(o the, rescue. All these adverbial clauses are grammatically and semantically 
jt °^“*tiated to the story-line by virtue of being essentially linkage mechanisms, 
■tre °'**’ ^^®f®iore, that the simple past tense verbs in such adverbial clauses

part of the story-line of the paragraph.
more verb remains to be discussed: the verb came in here they came

port first of all that the clause in question occurs
den; the„^P’ctive. Nnt:r₽

as part of the re-
; narrator saw; we shouldn’t be surprised if it is essentially 

-fcxp '. Notice also the progressive form a-tilting which occurs somewhat 
Past following the verb came. It seems, therefore, that some simple

^^nses in English are implicitly continuative and are more functionally 
or even to statives. Indeed, the following two sentences 

fA Twain passage are: 
P^times streamed, how the

’n
'Ol(j

ihç

■S in English are implicitly continuative and

of webby wheels.

The grandest sight that ever was seen. Lord, 
: sun flamed and flashed from the endless
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PAST (ACTICH & MOTION VBS.)
----- *__£AOTPROGEESSIVES

-—»-_STATI^; PAST OF DESCRIPTIVE INTRANSITIVE
■ ——~.—ЕАОТРЕтст (FLASHBACK)

Textli,

VBs.
*

DIAGRAM;

PAST/PAST PERFECT IN ADVERBIAL CLAUDS—- 

SIMPLIFIED SCHEÍ4E 0? ENGLISH VERB RANKING

PREsesi

1.2 We are now prepared to arrange a rank scale of verb forms for English 
rative so that the most dynamic forms occur at the top of the scheme and 
more static forms at the bottom. Such a scheme is given in the diagram 
this scheme, the simple past (labelled “past”) is at the upper left-hand side 
while verbs in cohesive function in adverbial clauses are in the lower right' 
hand side; they are so far removed from the story-line that they function much 
like conjunctions. Other forms are ranged between: the past progressive for

nar-

In

concomitant activities, runs a close second to the story-line. Down two pegs 
in the scheme come statives and descriptives (such as it was dreadful) and the 
past of descriptive intransitives (such as came, streamed, flamed, and flashed). 
Past perfects, still a peg lower, do not occur in the above sample. Immediately 
after the first sentence we could, however, have had a parenthetical sentence: 
They had already hung two slaves. Such a sentence would have been a fairly 
routine use of the English past perfect in flashback function, i.e. for reporting 
an event out of its chronological order. Next to last in the scale occur modals 
and present tenses. Negative modals are illustrated in the paragraph here con­
sidered. The use of the present in a gnomic sense in a story could be illustrated 
in such a sentence as the following, were it to occur somewhere in the above
piece of text: That’s what people do who hate strangers and regard all out-
siders with suspicion.

It must be cautioned that the above scheme applies only to narrative. 
Furthermore, in its present form it is tenative and needs to be subjected to 
cross-checking and elaboration. In some English stories, e.g. " —stoiv 
given in an ‘historical present’. In others, their may be 
to present at a great moment of the story (see below).

2. Some further concern.s

a
a whole story

shift from past tense

A storv is not told at a uniform level of excitation but rather has poi” of

niaxiniuni tension or release of tension which are specially marked as
have such a peak.Even a fairly brief unit, such as a paragraph, can 

passage under consideration here, the climax of the paragraph is 
and allit

marl
in the

Red by

two mild oaths By George! and Lord!, by use of assonance and a 
{flamed, flashed, xaebby wheels) and by resort to a depictive passage "

ratio”
io

effect, opens a window on a larger world.
The verb ranking scheme can be used to yield a tree structure of the

graph. While there is not space to present such an analysis here, i’ 
following: (1) 'While sentences one and two constitute a unit, the pa^*- I’

analysis here,
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.struggBng^ outranks^ the stative mas dreadful; the whole is a Text-

g.
LongaciL-

givecomment unit in the larger frainework of the paragraph (to which it serves' " 
setting). (2) Likewise sentence three with its simple past tenses outranks four 
^.hich has a past processive; the two constitute a Text-Reason unit in the 
broader structure. (3) Until the action line picks up again with finished blind­
folding and led, I assign the intervening statives and modals (of sentence 
. ...or st.Titis relative to three and four: tbrpo i„.,_ ______

serves as

lower status relative to three and four; three and four 
the complex of statives and modals serving as

IS again a Text with

turns on
Result. (4) The whole paragraph 

the word But in paragraph medial. This marks off the first half of______ ____________________________Xiaxi. Vh the paragraph (reporting actions and the narrator’s inability to react) from 
, - r^aTt TA7bpr/>:r. tho — u:-- ---3 action. Short of the paragraphthe second part wherein the narrator flies into

climax, story-line verbs internally dominate both
paragraph.
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b. Sono ato ni tsubasa no tenshi no mure ga utau uta no yoo ni 

ooku no Uta ga dooji ni kikoehajimeta.
Sore wa gocchamaze ni natte hitotsu no oto to natta. 
Sono oto mo aru kimyoona shirabe no bansoo ni sugizu, 
umi no ue no moya no yoo ni, shinpi no oto no taikai ni
ni mieta. (Koojiro 1963,

T,-^R,(=r,(=R,

'^^dayol, 
P- 296) ka

T,( = R,)-^R,
I 7'4( = fi3)

I
«S

I
If we create a structurally near-equivalent Japanese sentence to that of 

English, as displayed by (Ic), we find a rather serious gap of information 
where new information must presuppose information that can only be given 
later.

(1) c. Sono ato ni tsubasa no tenshi no mure ga utau uta no yoo ni 
gocchamaze ni natte aru kimyoona shirabe no bansoo ni sugizu, umi 
no ue no moya no yoo ni, shinpi no oto no taikai ni tadayou ka ni 
mieta hitotsu no oto to natta ooku no uta ga dooji ni kikoehajimeta.

(fabricated)

= (T^( = R,)-^Rs( = (T,{ = R,)^R,),
(T,(=T,)-^R,))))

Sentence (Ic) is not a preferred form in Japanese since the flow of discourse 
is disrupted and the gap in information distribution makes it less desirable. 
(Note that presupposes elements in parenthesis, Ta through T5 which them­
selves presuppose Rj through R3.) This is an extreme case where the principle

of information flow is violated if relative clauses are used in Japanese.
Note that in data (1), the Japanese translation uses along with the or

of elements, particles which convey the given/new dichotomy, namely, m / 
and ga. Although not all occurrences of ga indicate new information, ,^|y 
instance the writer uses the functional difference of ga and wajmo -po
Language is equipped with a variety of devices to accomplish cohesion- 
overcome the shortcomings of restricted use of the relative clause—cans 
the difference in basic word-order—the Japanese language is equipped w*

To

UllV UIUUIIILL 111 UUQIV V» V,i VXVXl xx XI l.ix j xx^xxxxxx..,^ ‘“"fc, — —1 CT . p
theme marker. The intersentential connection is made clear through t 
of the so-called theme markers. Out of 43 cases of discrepancy, this the tiz»'

tion strategy was used 25 times. ,
Let us now turn to our second concern, the issue of functions of 

clause in discourse. Observe data (la) again. The theme established 
is “far-off hymns.” By relativizing the description of “hymns” and ‘‘a

«l’íí

J«»';
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• nals that these relativized clauses represent background information
the main theme. In terms of thematic hierarchy, “far-off

i I'

(la)
sU’

rdinate to
” holds a higher and therefore dominant position over the description of
” and the description of “a melody.” If relativized clauses become in-ьуч’”’ . 

.•liynins

Jepc
these

ndent sentences (i.e.. They, nevertheless,... The melody seemed to ...), 
tential themes are not as subdued as appear in (la). In fact, althoughseni

tically these themes still represent subordinate information, they are 
pj-ominently activated in the reader’s consciousness. The function of 

'^?*^\’ization in English, then, is to place themes in a hierarchy (i.e., hierarchi- 
Jinking) and to signal which theme is to be integrated rvith which. As 

*^bserved in our data, by using many relative clauses rather than separate 
sentences, the writer provides information chunking whose inner thematic 
hierarchy is specified. Consequently, by signalling how information ought to 
be integrated, relativization contributes to cohesion in discourse organization.

Duf to stricter constraints on the use of the relative clause in Japanese,

sei

where only the so-called restrictive relative clause is used, whose function is
to identify one referent (i.e., the head noun) among other possibilities by speci-
fic descriptions often consisting of given information, the theme/rheme linking 
replaces relative clauses and plays an essential role in arranging the theme 
hierarchy. By limiting the relative clause, the speaker sustains a smooth flow 
of discourse in Japanese. It is stressed that the desire for smooth flowing dis­
course motivates various linguistic manipulation, including the Japanese 
theme/rheme frame which partially replaces the discourse functions of the 
English relative clause.
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Discourse Analysis of Translation
Albrecht Neubert

Karl Marx University Leipzig (DDR)

In my paper 1 should like to pursue two aims. First, I want to talk about 
triinslation and try to put this fast-growing communicative activity into the 
focus of linguistics, and text-linguistics in particular. Secondly, I shall reverse 
my view-point and concentrate on linguistics, again mainly text-linguistics, but 
in the light of translation studies and their particular insights. As we shall 1
see, the two aspects are an instructive case of complementarity, a principle
highly pervasive in all fields of human study and understanding. (1) The result
and, more recently, the process of translation have been subjected to the most 
diverse kinds of investigation ranging from the avowedly subjective (in trans­
lation criticism) to the rigorously formal (in MT programmes). The predom­
inant trends surfacing in thd^ course of translation history would be an inter­
esting topic in its own right. Within the last two or three decades traditionally 
more general, primarily prescriptively and, very often, aesthetically oriented 
approaches have systematically narrowed down to become more and more 
linguistically based endeavours. Fuelled by the need to train a growing num­
ber of professional translators for the most diverse fields, translation theorists 
and teachers have been compelled to single out and systematize grammatical, 
lexical and stylistic stumbling blocks which the future translator and inter­
preter will have to cope with. This utilitarian enterprise, although it has 
proved to be useful to a certain extent, has tended to fail to see the wood foi
the trees. Emphasis on how structures, words and figures of speech are trans­
lated, surely on the basis of contrastive grammar, lexicology, and stylistics of 
source and target languages, yields at best partial insights into the building 
blocks of translation. It may even blur the picture because it supports the iH“ 
sion that we are actually translating structures, words and stylistic featines

notwhen, in actual fact, we are translating texts. Texts, however, are 
sequences of grammatically framed words with a particular stylistic pro ' 
They represent a structural level of their own, as recent studies of text linguis 
have demonstrated. The actual units of translation, then, are not constitnt^^ 
on the levels of syntax or lexis, although they may be said to be shaped 
represented by words in construction. Good or rather equivalent translat* 
very often consist of grammatical structures and lexical material which 
quite unexpected from the point of view of the contrastive grammarian 
lexicologist. This is precisely because they are the result of a “top-down 
cedure. a reconstruction of the source text under the textual conditions of

01' 

if

target audience. Instead of a “bottom-up” rendering of source
relang“’^
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Jal with target language correspondences the translation process is a
A-

„,ater>

each

activity always keeping the whole textual product in mind when making 
individual choice of words and structures. In order for the text world

f the source to find its match a target text world has to be constructed. The
text worlds are couched in different discourse conventions. Trans-jespecnve 

latabilt^y^
gjjjniatical and lexical source and target language systems, resides and is 

_ if ever—solely on the textual level. It is, primarily, a function of the
*eed of members of the communicative communities to put across and/or to 
receive a particular type of text. Under pressure of this urgent need which is 
as old as mankind and which has become of paramount importance particularly

so often put into doubt because of glaring discrepancies between the

in our century all target languages, without exception develop textual conven-
tions to assimilate source text worlds into their own.

The professed aim of text-linguists to describe and explain the intricate, 
blit rule-governed interplay of discoursive strategies and linguistic implementa­
tions characteristic of the users of a particular language coincides directly with 
the translation student’s task of selecting just those target signs that are most 
likely to satisfy the target reader’s pattern of expectation.

It goes without saying that the predictive power of textlinguistic assump­
tions about the structural features of texts varies from text type to text type. 
At one end of the scale we have the highly conventionalized text-classes such 
as—with growing complexity—stereotyped messages, legal formulas, instruction 
manuals, official and business correspondence, scientific papers etc. At the other 
end where almost nothing seems to be normative and thus predictable we have
poetry and the various types of creative writing and speaking, although even 
here, as e.g. research into the discoursive characteristics of story-tellin; 
demonstrated striking formal features can be shown to be recurrent.

'g has

The crucial problem as to what constitutes the structured textuality of a 
piece of communication is the repertoire of principles and rules governing the
syntactic and lexical representation of a text within a predictable “band-width”, 
^e have to admit that the instruments of text-linguistics to dissect stretches of 

'^course into patterns of coherence are still very blunt. At the moment the 
most
Slobal
level

promising methods are, in our opinion, the following, (a) analysis of 
I structures into hierarchies of macrostructures down to a microstructural

of "here the grammatical rules of cohesion take over, the interdependence

L
\oc 
cer 
Pi'i 
(Bt 
far

. macrostructures being governed by macro-rules which set up a relativelv 
^'mple
f ^’''tcterize a number of communicative activities in a more or less predictable 
^fni allowing for variations at specifiable nodes in
whank.

tree-structure (van Dijk); (b) analysis into scripts and frames which

the discoursive chain

(^ea
fan,

Abelson); (c) setting up of text-world models where textual control
branch out into dependency networks encompassing the secpiences of

secondary concepts of a text into an integrative discoursive whole
ygrande); (d) establishing a discoursive description of form and content

'li'fig from the upper level of the tvhole text via subtexts down to complex
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and eventually simple sentences where external and internal conditions
in constituting a limited number of semantic relation types obtaining bei*^'
textual units of varying complexity with propositional bases identifiabr^^”
every level of textual structure (Graustein, Thiele).

Whatever these aijd other methods to come to grips with discourse
have singled out as their guiding principle, they are all bound

• Up 
'our,

^‘ructuf^ 
to come 

against a very serious problem which runs through any text-linguistic endeav 
a problem which grammarians of the sentence have long since learnt to d- 
regard, viz. the intrusion or rather relevance of non-linguistic knowled'ge inthe purposeful use of language, more specifically, in the planning and inter 
nalizing of discourse. The awareness of real life situations, of the social 
embeddedness of discourse, of the functioning of linguistic communication as 
a means of grappling with our natural and social environment, and of actively 
transforming the real world into a human place has led many discourse 
analysts to widen their linguistic frames of reference into what has been called
a text scientific scope adopting a truly interdisciplinary stance which tries to
combine both textual structures and discourse meaning, textual macrostruc­
tures and textual macropropositions. (2) In the light of translation this 
widening of discourse analysis into a science of texts is particularly promising,
since it opens the way to a better understanding of how different speech com­
munities and their respective communicative groups tend to codify equivalent 
pictures of the world into varying textual shapes. This leads me naturally to 
my second point, in fact, we are already right in the middle of the argument 
concerning the translational implications for discourse studies. Whereas "nor­
mally” texts occur and are consequently analyzed as crucial modes of social in­
teraction in a monolingual setting, translations offer the unique opportunity of a 
controlled experiment in text-production and consequently textual analysis. In 
contrast to all other kinds of textual activity representing the normal cycle of 
Ir t1 rtv-i ♦ K. Ir W-fc XX'Vav'1 az*] »*** i* 1 A ♦ « fl A M KA 4- K A t KA /*] 1 T 1 1 11H SOknowledge -» text knowledge translations are text-induced texts duplicating so 
to speak two text worlds and enabling the analyst to study in detail which textua 
variants have been selected with the global structures and propositions being 

kept constant. Based on empirically verifiable transpositions (syntactic) an
modulations (lexical) between source and target texts, generalizations as

text-type specific variations allow unexpected insights into 
which are the direct result of the translational perspective.

tool and a 
70

ar«'

Discourse analysis of translation, then, is both a novel research - 
scientific method to improve the very process of translation itself. As I p 
out at the beginning of my paper discourse analysis and translation are 
plementary ways to clarify and, I add, to optimize each other. Th^Y 
furthermore, a striking example of the expanding process of cross-fertil>^® j 
which is typical of modern interdisciplinary research enriching theory 

coH’"

tio”

heory
giving orientation to practice.



r 1035

jjijk. Macrostructures
terdisciplinary Study of Global Stiuctures in Discourse, Interaction, and Cognition.

jCeuberl

T- A- van

K-

An Intcrdiscipiinaij _____ _______ _  ___Hillsdale, N.Y. Lawrence Erlbaum, 1980. “ . .......... ’ ....... ' . ........ ................

>• and Understanding. Hillsdale NV 1 auErlbaum, 1977. » "“n>na>e, . Lawrence

Beaugrande, Text, Discourse, and Process
I inoii

C.

R. de Multidisciplinary Science of Texts. London. Longman, 1980.

C.

Toward a
G\ustein & W. Thiele, “An approach to the analysis of English texts” in:

Graustein k A. Neubert, Trends in English texllingiiistics. Linguistische Studien, Reihe 
der Wissenschaften der DDR, Zentralinstitut für Sprachwissenschaft, Berlin/1,^ Akademie 

1979.

r 
ß'!' ■



What are the Main Semantic-Pragmatic Features
of Stylistic Text Types?

*> Pauli Saukkonen
University of Oulu, Finland

According to many stylistic schools, style is a property of text__of
text. What, then, is this property? The chief question is whether style is'^^ 
matter of merely the level of expression or whether it also belongs to the level 
of meaning, and if it does belong to the level of meaning, what part of the 
meaning is stylistic.

The stylistics that, up until now, has tended to exclude the semantic varia­
tion from the scope of style (see Talbot J. Taylor, Linguistic Theory and
Structural Stylistics, Oxford—New York 1980, p. 17) has not been able to
demonstrate what is synonymous variation at the expressional level and what 
is not, and if it were possible to isolate the synonymous variation, the scope of 
style would remain so restricted as to be of hardly any significance. Since 
style has generally been interpreted as a textual phenomenon, we should be 
able to demonstrate the synonymous variation in texts in particular. Is that 
generally possible even theoretically (in longer texts)? It is certainly possible 
in language to express the same thing in different ways even at the level of text, 
but that is a matter of dialectal variation, as Halliday has pointed out.

Faced with a blind alley, investigators have been obliged to define stylistic 
variation by saying that “roughly the same" content is expressed in alternative 
ways. This means that some semantic phenomena must be included in style,

1

as certain authors clearly point out.
After this, we still have the problem of which part of the meaning is style 

and which is not. The total meaning of the text should have an identifiable 
invariant core which is not style. After all, not all properties of the text can
be considered stylistic, because the concept of style would in that case lose its
significance and become equal to text.

A suitable starting-point for theoretical considerations is the definition

16,

of
“synonyms” being expressions with the same object of reference or 
denotation (e.g. Willy Sanders, Linguistische Stilistik, Göttingen 1977, p- 
22). One might say that the textual denotation with the same '
reference represents the ultimate core of the text, and the different semo i 

textual connotations (w’hich fl

of

realized in certain grammatical and lexical expressions).
What would then be the connotative meaning of the text? In semiotic*" 

linguistic sign—in this case a text—has a two-fold relation to its extialingO*
environment; a relation to the referential reality and a relation to the

1036

styles I or expressing the same denotation are
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former causes denotation and the latter connotation.
yVhen the relation to the users is analyzed in more detail by taking into

the sender and the receiver separately, their mutual relation and their

I

fbe

accoun‘ ’ 
gelations 
relations

to the referential reality, it appears that the theoretically possible
of a text to all these are the following:

;NTKNTION
T receive?

SITUATION
PUÎÎCTI01Î

I’ERSFSCTIVE text
PERSPECTIVE

REPERENC3

1
erentiarX^X

V reality y

four different relations of text, reference, perspective, situation and
./function as a common relation, represent the immediate systemic

environment or context. The relations are pragmatic, but they are represented 
in the text as semantic components. (In accordance with the model of Halli­
day’s system, it might be said that they activate situation, perspective and
reference components in the text.) These four semantic levels thus have a
direct, genetic causal relation to the extralinguistic context, i.e. the text and 
the context have a content-structure correlation.

Situation, intention/function and perspective—which are due to the users 
of language—together cause the generic connotative meaning of the text, i.e. 
the style, while reference causes the denotative meaning.

The following examples illustrate stylistic variation with the same textual 
denotation. The common referential reality of texts 1, 2, 3 and 4 is roughly 
‘he following:‘he following: a thief, while collecting objects, drops a vase brought by the 
family from Italy, and the vase breaks into pieces.

The sernantic-expressional differences between the texts 1 and 2 depend 
‘hainly on the situation:
1. The wife’s report in the records of

‘he police:
The thief had also broken a valu­

able blue Italian vase that had been 
^cpt on the sideboard.”

2. The wife’s phone call to her hus­
band, when she saw what had 
happened:
“He had even broken that blue 
vase.”

different perspective.^ and intentions/functions cause the main differences 
‘"■een texts 3 and 4:LThe thief’s companion at the time of 
‘he incident:
^’ow the thing’s smashed to pieces.”

into little pieces on the floor.”

4. The wife to her friend:
“It’s awful that the scoundrel had
even shattered that gorgeous \ase



1038

Situation between the sender and the receiver can be described by the d’
sions of distance, direction and attitude. What I consider the main
of text are appeals to the user’s emotion, reason and will, which are co

section ,3: Textling,.
'C|

the three major regions of man’s cognitive functions by psychology 
sophy. Perspective means the user’s point of view to the referential

"°nsidered
and Phil,Io.

Some of the most important pragmatic-semantic features of situation 
and perspective are the following:

’^oality
Sanction

Situation
zt DISTANT = objective distance between the sender and the receiver sn- • 

temporally and/or socio-psychically (text 1 = -p DIST, text 2 = — DiST) '°
± PERSONAL = the sender’s subjective personal or impersonal attitude

wards the receiver (text 1 = — PERS, text 2 = -h PERS)

Intention/function
EMOTIVE = text appeals to the receiver’s emotion (especially text 4)/ 
INTELLECTUAL = text appeals to the receiver’s reason '

lo­

VOLITIVE = text appeals to the receiver’s will

Perspective
± EICTIVE = the referential reality is seen directly as it is or indirectly with 

Active modification
zt SYNTHETIC = the reality is seen in synthetic images, metaphors, or analyti­

cally as consisting of separate parts
zt DISTANT = temporal, spatial and psychic distance from the referential 

reality (text 3 = — DIST, text 4 = + DIST, relatively speaking)
zt OBJECTIVE = attitude, which expresses objectivity or different kinds of sub­

jectivity (text 1 = + OBJ, text 3 = - OBJ DEROGATORY, text 4 = - OBJ
CONDEMNING EXAGGERATING APPRECIATING)

zt ABSTRACT = the referent is seen as a single concrete phenomenon or an

abstract generalization
EXPOSITORY = the referent is structured thematically by identifying

and

combining phenomena/
NARRATIVE = the referent is structured thematically by presenting teInpoг^^

relations between phenomena/
DESCRIPTIVE = the referent is structured thematically by presenting locad'

relations between phenomena/
ARGUMENTATIVE = the referent is structured thematically by

,e„iing

Heidelberg 1975, p. 30.)
The situation, function, perspective and reference features 

hierarchical with the reference features lying at the deepest level: 
(situation function (perspective (reference))).

causal and other relations between phenomena
(The last four features are complementary; Egon IVerlich, Typologie er

,eem ■» «
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^e classify texts semantically into text types, we can employ either
(denotative) or stylistic (connotative) features. There are thus

refers" text types medical texts) and stylistic text types (or styles or style

r-
we

The situation, function and perspective features are combined in certain
in communication. Those constant combinations form the basis" ways

f tylistic text types. I differentiate between two opposite types of combina- 
' . • i_ vic/* tr» tpvt tvnpc T rail “artictir ___ i

tion,
text”-

which give rise to text types I call “artistic (aesthetic) text” and “factual 
The intermediate form between these extremes is “informative (com-

niunicative) text”. These three text types consequently make up hierarchically 
the highest classification of stylistic text types and can be described as feature 
matrices in the following way:

I
artistic text

1

iWST EMOT
±PERS INTEL

-l-FICT' 
+ SYNT 
-DIST
-OBJ 
-ABS 
NARR

Idesc

informative text 
f±FICT'|l

±DIST 
±PERS

EMOT 
INTEL 
VOLIT

±SYNT 
±DIST 
±OBJ 
±ABS 
EXP 
NARR 
DESC 
ARG

I
factual text

r-FICrn

+ DIST 
-PERS INTEL

-SYNT 
+ DIST 
+ OBJ 
+ ABS 
EXP 
ARG

The "informative” text type may be said to include e.g. journalistic texts 
and administrative texts, and the journalistic type subtypes such as news, the 
feature combination for which would be the following:

f-FICTTl

+ DIST 
-PERS INTEL

i

-SYNT 
+ DIST 
+ OBJ 
—ABS 
NARR

Idesc

L.

L



essingCoherence Relations in Texts and Inferential Proci

Roger G. van de Velde 
' Universitaire Instelling .Antwerpen

1. On coherence and inferential processes
Coherence is the sun in the cosmos of discourse. This paper will att 

to clarify the meaning of this metaphor. In so doing, I shall focus on the n 
tion of written discourse. ecep-

Coherence can be characterized by at least seven properties (Van de Velde 
1982, 1983). In this paper I shall consider only two properties: first, coherence 
may be a property of realized discourse phenomena. Second, coherence may 
also be a property of mental activities and processes”. Here I may formulate 
two basic hypotheses:

H,

The cognitive construction of coherence is indispensable for dis­
course comprehension.
The cognitive construction of coherence results from inferential 
processingai.

Let me provide an example which involves some of the riddles within the 
domain of coherence:

(1) The gardener and his wife and the carpenter and his daughter walk 
together in the orchard. They discuss the price of fruit. Last April 
and May unw’onted frost inflicted damage on the apple blosoms. Applet 
are very expensive now. Here and there they find a Golden 
Five pieces of ripe fruit are already in their basket. Everybody eat* 
apple. Two are left.

The most important riddle is the following: can coherence be 
for example (I) ? I suppose that answers to this question can be tor’ 
when the human processor uses MUCH MORE than knowledge of the gra’[Ilina’'

rules. That is to say, that human reasoning processes should be actu
Lializ^^

different ways. I denote these human reasoning processes with the teim 
tial processes’.

From among these inferential processes I shall first consider die

.¡nferen-

roie of

would rt-q'1) I cannot deal here with the different properties of coherence. Doing so , 
extensive account of the interdisciplinary aspects of research (cf. Van de Velde. 1

2) 1 cannot go into the empirical evidence which supports these two hypotheses^^^^^^ 
on coherence (V’an de Velde, 1981a) and in a monograph on inferences (Van de 
1 pointed out that studying literary texts, reading scientific discourse, and interprc

al’

a 1983)

(№'

on) aphasics’ language offer clear indications which sustain my hypotheses. r
1040
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inferences. In order to illustrate this role I will use the following
eiice of upper-case letters:

K- C-

5₽<1'
MARYSAIDTHETOPLESSLADYISA1MISS3)

questions here are: what syntactic constituents are present in (2) and 
. t, relations can be identified between these syntactic constituents? I surmise 

[lie human processor who searches for an answer to these questions will 
cvntactic inferences for the formation of pertinent hypotheses (cf. Van de

the human processor will also be in need of other inferences to sup-But
the syntactic inferences. These supplementing inferences will tolenient tne syntactic iniereiices. i nese supplementing inierences win to a 

'eat extent rely on'knowledge sources related to lexical items. These knowl­
edge sources are represented in the internal lexicon. The inferences which rely 

them are termed ‘ILRRR inferences’. (In previous publications I termedon
lem ‘lexical inferences’). The abbreviation ILRRR denotes that the internal

l^con is the cognitively reflected representation of reality. Research in 
neuropsychology, in neurolinguistics, in artificial intelligence and in cognitive 
science leads to the hypothesis that ILRRR has its own intrinsic organization. 
This organization of ILRRR can become operative in discourse processing un­
der the following conditions: iteration of ILRRR information in the sequences 
of utterances; identity of ILRRR information; intersection of ILRRR infor­
mation or inclusion of ILRRR information. For lack of space I will not be 
able to illustrate here how these ILRRR conditions are satisfied (cf. Van de 
Velde, 1981b, 1983).

The human processor will also need a third kind of inference which I refer
to as ‘semantic-logical inferences’. They allow us, among other things, to find
ffie underlying propositions which belong to a specific discourse. In addition, 
semantic-logical inferences contribute to the detection of the semantic connec- 
hons between the underlying propositions. In the local organization of proposi- 
“ons the semantic-logical inferences can become operative when the following 
““ditions are satisfied: argument identity, predicate identity, argument over- 

jli .’ ‘‘“d predicate overlap. In the global organization of propositions the con-
lap,

‘'“tons
''’ork which should be fulfilled in order to make semantic-logical inferences 

efficiently are: the consequence consistency condition, the pertinent prior_ --- J LA X A A V* *«• A A W \.A A X U X M L X X J A XLX* j-   

¡njp .8^ condition, the topic compatibility condition, and the 
to .^“l^tvity condition. For further specifications and illustrations I must refer

.J?“ de Velde, 1983.
i fourth main kind of inference is concerned with the fundamental role

context

’3
1Mi:

to example is written in upper case letters and without blanks because I want the 
experience how inferential processes are already operative in graphemic decoding, 
inferences concerned with graphemic decoding will not be treated here (cf. V an de: iUe, jg *’"crences concerned with graphemic decoding will not t5e treaieu iicic (,<-1.

ha,, the reception of written discourse, inferences concerned with graphemic decod
„ ......................... ......^ork together with the other kinds of inferences which I shall distinguish in the
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which is to be assigned to ‘action’. Multidisciplinary research on
'tt

language 
communication has made clear that we perform actions with discourse 
discourse denotes actions, that discourse creates action co(n)texts, that dis'

unavoi’j ably be directed towards actions. In that case, I term them ‘action-or’ 
inferences’. In the following example I will only take into account the 
that discourse denotes actions:

acts upon communicative contexts, etc. So, inferential processes must

fact

(3) .Arnold ploughs. Yesterday he manured. In a few days he will sow.
With respect to example (3) action-oriented inferences have to

on schema-based knowledge (Rumelhart, 1980), ‘frames’ (Minsky, 1975), ‘plans’ 
(Wilensky, 1980), ‘scripts’ (Schank, Abelson, 1977) and on other information 
sources related to agricultural actions. The question ‘what do we know as a 
result from reading (3) ?’ is related to the question ‘what inferences can be 
made from (3) ?’. The limits of space prevent me from providing more specifi­
cations on action-oriented inferences. Let me only make a general remark on 
the mutual relationship between the afore-mentioned kinds of inferences: 
action-oriented inferences have to cooperate closely with syntactic inferences, 
with ILRRR inferences and with semantic-logical inferences. Inferential pro­
cessing of discourse is thus a multileveled complex of interacting and integrating 
inferences.

2. On supplementary hints
The main question which arises from the foregoing approach to inferential 

processing is the following: what about cases in which the language user IS
more than a reasoning human processor? In order to illustrate that this qus’" 
tion is fundamental to the study of discourse processing I will take the 
lowing written version of an interview which an unexperienced student 
psychiatry conducted with a twenty year old female schizophrenic patient

(4) I.P. 
C. 
I.P.

c.
I.P.

Where do you live ?
(no answer)

Yes, you must live somewhere.
Where is your apartment?

(no answer)
What is the name of the street?
Where do you live?

c.
I.P.

In myself (C. answers in a tormented way)J. 12 lliyot-ll. • £1113 W K.,1 □ 111 d LS-/1 111 * A V J /

Where, where do you live? (I.P. is eager to know
bo“‘

the patient and does not realize that he cannot 
communicative con tact with her)

co№

b<have ip
4) The example (4) and the comments on the different turns of the interlocutors jjepl 
"krKrkwoH fmm C'. ifharfpitPT. IQ*?*?. Thp 1x11 f-irtn T T* rlpTint/»« thp interviewing Pborrowed from C. Scharfetter, 1977. The abbreviation I. P. denotes the interviewing

psychiatry. C. is the initial of the patient’s first name. The fact that the examp
translation from German does not affect my argument in any way.

L
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c.
I.p.

c.
I.p.

c.
I.p.
c.

I do not live.
Yes, but what do you mean by that? (I.P. does not understand 
and urges the patient to be more explicit)

(no answer)
I want to know your address.
Where do you live?
Under my eyes (C’s answer is barely audible)
Where? (I.P. is unable to understand and is puzzled)
Under my own eyelids

(Scharfetter, 1977, 183-184)
The important questions to be posed here are: what does the patient really 

mean? Are we in any way authorized to assign a definite meaning to her words? 
How are the diagnosis and the therapy to be designed when one is confronted 
iWth 'such/problems of interpretation? For lack of space I can only point out
hei 1 the afore-mentioned inferential processes need a number of supple-
mentary hints which have to do with the patient’s affective attitudes, with 
emotional meaning, with value systems, etc. If searching strategies for such 
supplementary hints really do operate, then it may be inferred that the patient 
expresses extreme isolation and alienation (cf. Scharfetter, 1977).

3. Summary-
In this paper I tried to make clear what the initial metaphor ‘coherence is 

the sun in the cosmos of discourse’ means. It is an illustration of my views on 
coherence being as irreplacable in discourse as the sun is in the cosmos (Van de 
Velde. 1983).

In addition, I defended the view that the cognitive construction of coherence 
w dependent on 
This

the interactive functioning of different kinds of inferences.
position may be used to complement purely grammatical research.

In the final part, I argued that the different kinds of inferences, in turn, 
’’''’St cooperate with searching strategies concerned with additional hints. I am 

aware of the fact that many other supplementary hints have to be takenfully 
intom account, especially with respect to so-called pathological language®'. It 

within the area of so-called pathological
uoj coherence will maintain its role that is ’’’“’««•standin:
lai

«•
so central to human

should
*^easo!i be emphasized that texts are used in social activity and human interaction. For

'«rns
'Uio,

of ’opplcrncntary hints may also be taken from studies on conversational analysis, on

41,
\'ative

speaking, on social roles, on therapeutic discourse, on psychiatric interviewing, etc. In 
pertaining to communicative maxims.

‘"'4 cf

philosophical, psychological and linguistic issues |
principles, conversational postulates, and the like, may contribute to a better under- 
the complexities of face-to-face communication.
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Spontaneous Dramatization in Semi-Formal Conversation
Geirr Wiggen

Elveruni College of Education, Norway

1. Topic
This paper is about a stylistic feature of spoken language which may be 

tailed ‘spontaneous dramatization’. The term is meant to cover the dramatic 
mode of reporting something past, describing something present or preparing
(rehearsing) something to come—in other words, our

if ofbei^' and our own gestures and ways of speech. Example:
everyday theatre, our

apmg< 
runnin;

“1 was
in Tom this morning. “Oh, dear!” he said. “I’m so glad Henry

didn’t turn up yesterday!” ” I am sure we all know it from jovial coffee gossips 
and other informal gatherings. It is a style of reporting and characterizing 
whose alternative is the rather objective-like and analytic mode of expression 
usually manifesting itself as nominal clauses of indirect speech (oratio obliqiia}. 
Example: “I was running into Tom this morning, and he said (that) he was 
very glad Henry didn’t turn up yesterday.” To some people this alternative 
appear to be more proper than the dramatic mode, which by way of its 
linguistic form seems to carry with it so much of the reporter’s or narrator’s
own 
etc.

subjective interpretation of and commentary on what is reported, described

It is a banality to state that most spontaneously dramatized sequences are 
tendered as oratio recta. However, they also occur in the shape of oratio tecta, 
nr even as mixtures of oratio recta and oratio tecta. This formal variation of
spontaneously dramatized sequences should not surprise anyone either, though 

e stylistic terms used here derive from and are mostly applied in studies of 
C’rti-y language, and there are scholars who claim that oratio tecta is a charac- 

literary language in distinction to that of oral relation (Holm 1967: 
I'el ^^'tously, that is not so. Both stylistic terms mentioned above may prove

distinction to that of oral relation (Holm 1967:

'at
K.

-^•ant and useful even to studies of oral language. 
Pnntaneous dramatization may be a

S’^'age we
universal phenomenon. In child

may observe it as “synpraxic speech” (cf. Luria & Yudovich 1959).

en’s
during the first years at school it seems to be heavily reduced in the
speech, though it hardly disappears totally. Is it relegated to the

and intimate sphere of language usage? Perhaps it is maintained and
‘^'f^f^i'sntly in different classes? Harold Rosen (1980: 158f.) has sug-

that the use of the dramatic mode in everyday speech is so unevenly dis- 
'dted in ...(the English) society that it is describable as a stylistic characteristic
''^f'bing class dialects. I shall return to some of these cjuestions.

104.5
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2. The data corpus
The present study is a by-product of the large-scale Oslo urban speech

ject (TAUS = Norw. 'TalemSlsundersPkelsen i Oslo’). The text corpus

'cs

pro-

was tape-recorded in Oslo 1972-74; it amounts to ab. 185 350 consecutiv
analyzed

W<Xd LdJ-ZfltCtJl UlvVl 111 V/jlu IU I £9 11' «lllMVlllla lU dM» lOv/ CL/IljvClJ tl Tv J

some 81% of which are produced by 36 informants (native Oslo citizens 3(V'7’
years old) in semi-formal conversations 20-70 minutes long. The inform 
constitute a balanced sample socially, sexually and age-wise. Thematically 
conversations are equally patterned for all informants, the topics being livin 
conditions during the informants’ childhood and youth. However, all inform^ 
ants were given ample opportunity to be as private and as personal as they 
liked. Thus, digressions were widely tolerated in the informants' text produc-
tion. The semi-formal status of the conversations is due to the fact that the 
informants’ conversational partners were strangers (viz. the field linguists) 
Despite the geniality and the aspired informal appearance and conduct of the 
investigators as well as their willingness to give the informants a loose rein in 
directing the conversation and thus deciding the modes of expression, the in­
vestigators’ status as strangers and university professionals undoubtedly must 
have influenced the conversational situation somewhat in the direction of 
formality.

3. Methods of analysis
The texts have been analyzed on the basis of transcriptions of the original

tape recordings. These transcriptions are made by trained linguists and 
trolled by one, sometimes (in cases of doubt) even two, colleague(s).

con- 
The ]

transcriptions are based on repeated and intensive tape listening. However, 
advancedtheir phonetic sophistication is somewhat limited—for instance, no 

instruments for acoustic or other phonetic analysis are used—as the transcrip­
tions are made primarily for syntactic analysis. Nevertheless, pauses and pausa 
signals, breaks in intonation contours, rising, falling and level pitch patterns.
tonemes, and emphatic stress are carefully noted in the transcriptions.

........................ - - - - • — and tneirThe linguistic analyses of spontaneously dramatized sequences ano 
boundary markers are carried out manually by the author. The sociohng 
distributional analyses are made largely by electronic computing. As
significance multiple analyses of regression are applied (two-tailed tests).

4. Major results
A. Boundary/transition markers;

In the present Norwegian texts the transitions/boundaries between 
and dramatized passages are marked in many ways. The are

aualy»*^

I. syntactic markers, viz.
(a) reporting clauses with the reporting verb in the preterite o* 

(dramatic) present tense. These reporting clauses may prec 
or follow the dramatized sequences. Also, reporting clauses

in

mayr be
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I

inserted in and thus break up the dramatized sequences. Then, each 
of the reoccurring reporting clauses might seem to connect one or just 
a couple of dramatized sequences to the running reporting text. They 
seem, as it were, to be experienced (by the narrator) as necessary in 
order to maintain the textual coherence. However, longer dramatized 
sequences, for instance reporting more than one (third) person, may 
also occur without insertions of reporting clauses;
a(b) preceding sentence which does not contain a reporting verb, but 
which is semantically closely enough connected with the following 
dramatized sequence to indicate its coming. In such cases a reporting 
clause is easily implied; when it is not expressed, it is probably due to 
the presence of other (especially suprasegmental) transition markers;

I

II. morphological markers, viz.
(a) shifts of verbal tenses, usually from the preterite to the present tense;
(biz the Norwegian conjunctions at (Engl, “that”) and om (Engl, “if”, 

“whether”) and the pronoun det (Engl, “this”, “that”). The conjunc­
tions normally occur in transition to indirect speech reports, and ac­
cording to normative Norwegian grammar, they may only be used in 
connection with nominal clauses of indirect speech. None the less 
they are used in ordinary conversational speech in passing on to oratio 
recta as well as to oratio tecta;

(c) interjections and answering words (which, then, do not function as 
answers at all). Such interjectional syntagms may generally have a 
passage-delimiting function in Norwegian, e.g. as an alternative to 
pauses;

111. pauses^ often combined with
IV.

V.

an interrupted preceding syntagm;
linguistic code-switching, i.e. when the dramatized sequence is expressed 
in another grammar system (language or dialect) than the analytic, report­
ing context;
above all, suprasegmental features like
(a) certain sentence intonations and pitch patterns, e.g.

i) discontinuous intonation contours (level pitch pattern, often
combined with syntactic interruption) immediately before 
dramatized sequence.

a

ii) falling or rising pitch patterns indicating termination of dram­
atized sequence; and

('3) accentual switching, which includes more than variation of into-
national contours, comprising, for instance, varying syllable stress, 
change in vocal quality and shifting allophonic realizations, but 
which, on the other hand, differs from code-switching in that it does
not cover variation or change of grammatical features.

has been pointed out so often in text grammatical studies, intonationalÇ , puillicu UUiL 3U UJ.UC11 111 ICAl ^IctlllllldLlUCii j v -w-, - -------------

'Editions seem to be crucial as markers of boundaries between passages/para-
^^’Phs in spoken language. Very probably accentual switching is particularly
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crucial when marking of the transition between analytic and dramatic
concerned. However, the present data also contain instances where 
tions take place completely without any noticeable suprasegmental

Odo. . I’^o<Jes ;Is

barker 
or (more often) several 

, ‘ particular
suprasegmental ones, but that none of them appears to be indispensable 
conclusion supports the statement recently made by the Norwegian text 
marian Bernt Fossest01 that obligatory or conventionalized paragraph

Consequently, I have had to conclude that one
the mentioned transition markers are usually present, in of

the 
This

gran,.
inarkçf^are not to be found in Norwegian, as opposed to several other languages and 

“there is probably no single linguistic feature which defines w’hat you c 
call a passage/paragraph’’ (Fossestdl 1980: 37; my translation). Also i-r b Ir or \ I f IHJ 11 ainiaiiuiij. -"Also, If

ports the assumption of Enkvist fe Nordstrom (1978: 78) that the intonation 
patterns of sentences often, but not necessarily, contain clues revealing their 
positions in text units. In addition, it supports their proposal (loc. cit.) that 
a possible redundancy of intonational features as textual constituents would
be an interesting subject for future investigation.
B. Sociolinguistic distribution of spontaneous dramatization:

Thinking of Harold Rosen’s proposal that the dramatic mode, though 
probably being a universal feature of oral language text grammar, might be 
described as a working class dialect feature (Rosen loc. cit.), the present
Norwegian data have been subject to sociolinguistic analyses. In short, the
results of these analyses show that the occurrence of spontaneous dramatization 
among Oslo citizens differs significantly (on the 2% level) only according to 
age, in that dramatized sequences occur more often in the speech of older citi­
zens than in that of younger ones. However, informants from working class 
areas (i.e. eastern Oslo) have significantly more complex dramatized sequences
(i.e. sequences containing more than one remark and reporting more than one 

havethird person) than others (a = !%)■ Otherwise, no significant differences 
been traced, either according to formal education, profession, or to sex. 
C. A thematic condition:

To conclude this paper, one rather obvious but not unimportant fact of

thematic nature should be stated, viz. that spontaneous dramatization 
seems to be related to the speaker’s feeling of informality and personal sect

clearly

Thus, for instance, in the present conversational texts working class 
from eastern Oslo typically dramatize easier and more often when the^ 
about school experiences (which are basically common to all m 
whereas upper and middle class informants from western Oslo tend to 
atize spontaneously most often when talking about life at home and hol’t 
recreation (socially exclusive situations).

inforn»"!’
tali'

Nor«'
IS

ray)-
dial«'

5. Conclusion
The study briefly and selectively reported here certainly doesn't ptrove

but its results indicate
I) that all stylistic modes of reporting known from literary langi'‘''8^

ar«
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• everyday conversations between ordinary people as well;
several of a series of possible ways of marking transitions/

t- Vig«'¡til

ii*e'
II)claries between analytic and dramatic discourse—syntactic, morphological 

I’^’^^juprasegmental—are usually applied simultaneously in Norwegian, thus 
a state of redundancy in this area of spoken language as in other areas.aotl s

'creating
blit that 

III) 
working

no single marker seems to be obligatory;
that a hypothesis of the dramatic mode of reporting etc. as being a 
class feature is neither strengthened nor weakened; though admittedly

5p<
.ontaneous dramatization does seem to be a general conversational feature

rather than a characteristic of the speech of a certain social group or class;
that spontaneous dramatization is positively coaxed by an atmosphereIV) 

of informality and personal security.
A detaileclpresentation and discussion of this study is available as a separate 

lubhcation (Uhggen 1981) from the Dept, of Scandinavian language! and 

rt the University of Oslo (Box 1013, Blindern, Oslo 3, Norway)P'
tterafure
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Grounding in Basque Sentence and Discourse Structure

Terence H. Wilbur 
University of California, Los Angeles

The aim of this paper is to propose a solution for one problem in 
linguistic interpretation of one grammatical phenomenon in one language i 
hold that neither traditional grammar nor recent TGG developments offer 
adequate means for the solution of the problem. A survey of developments i 
current linguistic thought reveals a variety of TG grammars: Extended Stan 
dard Theory, Case Grammar, Relational Grammar, etc, etc. They all share 
some features, being a-priori models of sentence and text grammars, wherein

1

any particular structure may be derived through algorithmic rule-application. 
All these are ‘global’ models that try to be internally consistent, exhaustive, 
and deductive. In contrast, my purpose is to find one local model for one
phenomenon. It is my faith that the construction of any number of accurate 
‘local’ models will eventually contribute to our understanding of the motiva­
tions for all realized sentences.

My theoretical stance is that an empirically determined form, morphologi­
cal, phrasal, or sentential, can only be dealt with in relationship to the whole
text where it appears. Hence, I set about making a contribution to text/dis-
course grammar. I limit my focus to the simple narrative, taking, for conven­
ience the naive position that everybody knows what a simple narrative is, and 
hoping to show, indirectly, that the definition of textual genres is as much a 
linguistic as it is a literary problem. Another convenience of choosing a simple 

, its ownnarrative text is that it defines its own pragmatic situation, relying on 
mise-en-scene more that any other textual genre: dramas, conversations, ora
tions, etc. Each type presents natural language texts, offering data for the

linguist’s analysis. What a text contains, besides a number of sentences. does

not deserve to be tossed into the deep pit of ‘mere performance’.
I examine a specific problem in Basque verb morphology, 

determine the textual motivations for the occurrence of certain s® r 
‘aspectual’ forms of the verb in Basque narratives. Traditional accou 
these forms have tried to define the meaning not of the form as it (,<0

of
blit

1

“ firstthe meaning of the label, pinned by a grammarian on form. In mV 
examples, we find two different nominalized forms of the verb: git

a lid
VVV llllU IWW V-llllCl tllL lUUllD Vi lilt" e/ .

galdu. 1.) parioa galtzen zucna ‘the one who lost the bet’; 2.) parioa g^ fjiin'' 
‘.I...---- --- .1. 1__ .1 _ A , • T... llS to‘the one who lost the bet’. A pure sentence grammar might lead us 
that the difference between the to forms is optional or to invent some 

vs. ‘progressive’. If we apply a simple commutadon 
switching the phrases into grammar-book ‘present tense’, we see th ‘
about ‘punctual’

1050
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hip between the two forms shifts considerably: 3.) parioa galtzen duena(k)
'° one who is losing the bet’; 4.) parioa galdu dueña ‘the one who has lost

jjet.’ A look-up grammar with convenient, deceptive labels hides the fact

í- H-

tiol
■the 
the > 
th‘'‘

the

here we have not mere tense difference, but text difference. This differ-
corresponds to what Harald Weinrich designates as the difference between

!•
besprochene Welt ‘commented world’ and erzählte Welt ‘narrated world’ 

an influential work, Tempus (1964, 1971, 1977). In Weinrich’s terms, those 
"'j,rphological verb forms usually labeled ‘present tense’ predominate in the
gjjque commented world, the world of present, immediate experience, while 
(jye narrated world is one step removed, one way or another, from the act of 
natration and is sufficient unto itself. The narrative tense in Basque is pre­
dominately the ‘past tense’, which is Basque gramar is markedly different in 
morphology from the present tense. Things are turned up-side down. Our 
assumption of this attitude avoids discussion of real time-relationships, which
will, unt 
hopeless

the «atiuffe of genres is clarified linguistically, forever go astray intjLthe nat^e 
metaphysicalcal speculations and founder on the shoals of native intui-

tion. A sentence grammar presents us only with an array of contradictions in 
meaning and use when individual grammatical sentences are drawn at will 
from an unclassified variety of textual types. A satisfactory genre-classification 
will arise not from exterior literary criteria, but from internal, linguistic 
features.

I defend the hypothesis that forms with past, i.e. narrative, tense, mark­
ing, containing the forms of the class of galtzen are used to indicate back­
grounded information. Such information indicates circumstances against which 
the main action of a narration takes place. Sentences containing verbs with the 
gaZdiz-forms are ‘progredient’ in that they indicate the progress of the narra-
tive. They, by their nature, require exact sequencing. The backgrounded in­
formation in the galtzen-lorms is revealed at the narrator’s convenience. Often 
‘he latter forms are placed in subordinate clauses where their function as at- 
‘ending circumstances is quite obvious.

1 make here only the distinction narration vs. everyday speech, a distortion 
“^cessary for the progress of this argument. 1 chose a short text to show the 
““ction of the two classes of nominal verbs in the course of a straight-forward 

*‘5‘^rative. It is a modern text, a self-sufficient section of a story, Joseba Sar- 
^‘“naindia’s Maggie, Indazu Kamamila, published in 1980. It gives us a ‘slice 

f^asque life’ in today’s Manhattan.
^^^\hile the morphology of the Basque language is complicated, its verbal 

is prodigiously so. The greater number of inflected verbs in Basque 
ttiade up of a nominal form of the verb plus an auxiliary inflected for tense, 

. .“e, subject, direct object, indirect object, and person addressed. The phrase
complete sentence) consists of galdu, a participle that here

‘ta

du (also a
just like the English past participle, and du, an auxiliary inflected

present tense plus reflexes of the subject and direct object. Loosely, we may
“’“slate this form as ‘lost it-has-he’. Often verbs of this class are called an-
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alytic. A much smaller class of verbs attach indicators of tense, mood andpronominal reflexes directly to the verbal root, e.g. zegoen ‘she remained' 
ived from the root, go, found in the dictionary as the participle egon ’ 
sort of verb is referred to as the synthetic or primitive verb. In the oldest R 
texts (16th century), we find sixty such verbs, of which only thirty 
today. Most of these are defective (Tovar 1968:37). In analytic 

Ba¡‘sque
’■eniain 

verbs, as is 
■ In

evident from sentences 1-4,- two differing nominal forms may occur 
sentences 1 and 3, we find the nominal infinitive in -te, -ite, -tze plus an 
inessive ending, -n. For illustrative purposes, we might translate the 
galtzen zuen ‘losing-in he-it-had’ (Lafitte §456). Hugo Schuchardt

^^■chaic 
phrase

(1925 
(1968):7) laconically sums up the practice of most grammarians in his inter 
pretation of the Biblical form ethorten-. “Ethorten da corresponds, to be sure 
in formation to English he is coming {Ethorten in coming), but it has been 
generalized and, as a matter of fact, has the same value as dathor he comes"
There is good morphological reason for equating the forms ethorten da and
dathor, as well as ethorten zen and zetorren, for real synthetic presents and 
pasts are rare in the Basque grammatical storehouse. A Basque teaching gram­
mar will for the sake of paradigmatic presentation put such forms as ikusten 
du, aditzen du in the columns labeled ‘present tense’. When we become aware 
of how the Basque system really works, we realize that this is an act of gram­
matical desperation. The fact that inessive nominal infinitives have not been 
fully drawn into the verbal paradigm is betrayed by the fact that this form 
appears dependent upon other verb complexes and adjectives: 5.) Jausten ikusi 
dut ‘I saw him coming down’; badaki mintzatzen ‘He knows how to talk ; 
Errox da erortzen ‘It is easy to fall’. Verb phrases with the participle, galdu 
zuen, seem to resemble English ‘present perfect’ and French ‘passé composé, 
but do not be deceived. The assumption will ease the progress of this discus­
sion. systematic confrontation of sentences containing galtzen-lorms s'*
those containing ga/dM-forms reveals an

VVll LUA A* AA ---

important difference: 6.) (I, ’
awak-Goizero ... iratzartzen ninduen amonak ... ‘Every morning, grandmother 

ened me ... ’ ; 7.) lie urdinak orraztu gäbe etortzen zitzaidala ohera 
coming her grey hair, she came to my bed ... ; 8.) Udazkeneko goiz batetan a 
ez zen esnatu, ez ninduen iratzartu ‘One fall morning, ^andmother did 
up; she did not awaken me.’ 9.) Musu batez lehortu nituen amaren lehen 
anpulak. ‘With a kiss, I dried away the first great tears’. Sentences 6 an 
unspecified as to time: goizero ‘every morning’; lie urdinak orraztu gaba

vake

•befo’’^
UM 6““-
is exactly spcombing her grey hair’. In sentences 8 and 9, however, the time is —- 

fied. Observe that the two short sentences in 8 may not be reversed >c*
' _ . >»//1

in orflef-
0‘. etaComparison with other sentences confirms this observation. 10.) • ■ ■ jpto 

sartzen saiatzen nintzan ‘and I tried to put her to bed’. (To translate ^jjeaH’ 
English as ‘and I was trying to put her to bed’ would be totally wrong- 
something else.) The context tells us that this has happened many 
we substitute saiatu, the participle, for saiatzen, we find that an exact
specification is needed.

zegft’'
11.) Martxoaren S-an ohi baino gaizkiago
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sartzen saiatu nintzen. ‘On the eighth of March, because she was worse
^^*^^usual, I tried to put her to bed’. Evidence from another part of the short

confirms the observation that past-tense galtzen-lorms indicate unspecified

T.H-

tha"
story • 12.) Lau miloi ahate hiltzen omen ziren hemen egunero eta miloi bat 

milaka zakar deslai New York hitsean. ‘Four million ducks, they say.times:
"here every day and one million lambs and stray dogs by the thousands.

diet’
in Siiad New York’.

The requirement for the strict sequencing of the gaWiz-forms in simple nar­
is explained by the requirement for strict time indication in sentencesratives

tint contain them. The galdu-iorms represent show us the iconic aspect of 
text-formation, for they reflect the ‘real’ or ‘natural’ order of events. They may 
not be displaced, for this would destroy the veresimilitude of the text. Both
narrator and reader/listener are well aware of these rules-of-the-road, for, if
they are, violated, the narrative becomes confused and hard to follow. Delib­
erate displacement of these elements requires extreme sophistication. Only

le
ie

very skilled narrator can, without offending his audience, use, for instance, 
epic technique of in medias res. Since narrator and audience are sensitive

to rules that generate well-formed texts, we may hazard the guess that such
awareness is part of the linguistic competence of a speaker of a naturalehi 

itaçlanguage. With this idea in mind, I agree with those who find in grounding a
good candidate for one of the universals of language.
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^nosti: Txomin Peilleu, Joseba Sarrionaiiidia, et al. 1980. XngKvnrro, ¡itérâtur aldizkaria.
(6) G p- 23-

Goizero, gosaria berotu eta iratzarzen ninduen amonak, lantegirat abiatzeko orduan. 
niaite ■ 'ärras

Bai.
nucn, oroitzen dut atorluzcaz cta (7) eta ile urdinduak orraztu gäbe etoitzen 

a/n oliera, egunsentiro, kamamila kehetsu bat cskuan. (8) Udazkeneko goiz batetan amona 
I ' esnatu, ez ninduen iratzartu, leak hartua zegoen, baina betirako loak. hila zen. Gauez 
)Jrç^^^ '^'^äubilarik gäbe, bizitzari atxikia irauteko ahalcginik gäbe, deihadarrik gäbe. 

’"Puli' zetzan gorpu, iiotzik. (9) Musu batez lehortu nitucn amaren leben negar
®'hara ß^''o. nigarretan hagundu nuen, malko epeletan amamattoren arima gordetzeko. 
ienitii ^l‘ralsaldcan thortzi genucn, panpina zahar bat bailitzan, eta lili more bi inpini 
****’iot,i*' hilobiaren gainean. han, altzifrez garaien artean, horma zuriz hesinguratiiriko

lit'.

hi!
Lo;

autzera

^rri berdcan. Amattok ez zuen sekida ahantziren. Hotzaren eta tristuraren ikaraz iragan 
I osoa. Horditurik kausitzen mien egunero,

__ ____
Osoa. Horditurik kausitzen míen egunero, lantegetik itzultzerakoan. eskaratzean cdo 
^og^Ian. auheneka. Laztandu cta (10) oliera sartzen saiatzen nintzen. “Every morning, 

breakfast, grandmother awakened me at the time for going to the workshop. 
Cam completely. I remember the long shirt and that, before combing her gre\ hair.'Ue tn V . . . . - . ...... XX _ - f„ll

92

'C lo niy bed at dawn with a cup of steaming camomile in her hand. One fall morning.



She did not awaken me. She stayed asleep, but in

1054 Section IS: Textli

J 1 K.i net wake UP sue uiii nui awaivcn iiic. J..U uj.vcp, out in eternalrhe"t'a° deld She probably died during the night, without any noise, withoin being 
She was deaa. rnld inst as if .she were asleen. W.ti, ~ . .

Sll

hold to life, without fuss. The body lay cold just as if she were asleep. With a kis! j , 
mother’s first great tears. Then I, in tears, helped her put aw-ay’ the soul of grandma in

I. On the next day in the afternoon, we buried her as if she were an old dolltears. On the next oay in me dutniuui., ..v ..... .. ..... ..^.v .... „lu doll and
placed two purple lilies on her grave, there, among the tall cypress trees in the green ccm ** 
surrounded by a white wall. Mama was not about to forget ever. She spent the whole 
trembling with cold and sadness. I found her drunk every day, on the way home from

on her grave, there, among the tall cypress trees in the green

in the kitchen or arms akimbo in the bedroom, lamenting. IVith outstretched arms 1 Work,

put her to bed.”
hied Io

!

1

1

I

1



Metaphor
David E. Cooper 
University of Surrey

central question about metaphor is whether it is a phenomenon of 
langue or only of parole. Does metaphor, of some variety at least, belong among 
the resources of language we draw upon; or only to utterances, to the uses we 
make of these resources?

This question, however, is usually posed badly; in a way that rests on a 
natural, but false, assumption. When so posed, those who deny that metaphor 
belongs to langue—the ‘parolistes’—look to be the winners; but when the ques­
tion's corrected, those who insist that it does belong to langue—the ‘languistes’

1

with some justification.
The question, as usually posed, is: are there metaphorical sentence- 

and word-meanings, or not? The ‘languiste’ says there are: that many sentences 
and wortis possess, in addition to their literal meaning(s), metaphorical 
ineaning(s). The ‘paroliste’ denies this: the only sentence-meanings are literal 
ones. Metaphorical meaning belongs only to utterances, and occurs when the 
speaker means something other than what the sentence he utters means. The 
thought expressed by the sentence itself is always what it literally means; but 
when I speak metaphorically, I ‘nudge’ or ‘provoke’ my audience into having 
3 thought different from this one.

The main ‘paroliste’ objection is that metaphorical sentence-meanings are 
explanatorily idle; and since the point to assigning meanings to sentences is to 
explain use and interpretation, there can therefore be no warrant for postulating 

kind of meaning. In standard cases, I grasp what you mean by uttering 
f •’ecause I know what i means; this is so whether what you mean by it is what 
B means or, as in irony, the opposite. When you speak metaphorically, 1 also 
•'sve to know what your sentence means, but only what it literally means.

^ly interpretation goes via (i) grasp of literal sentence-meaning, (ii) recogni- 
that this is not what you mean, and (iii) contextual and other non-semantic 

'’'formation. There is no room in this process for something that could be 

understanding of the sentence’s metaphorical meaning. If we do speak
■s supposed entity, it could only be a misleading way of referring to what 
you to have meant by uttering the sentence. Certainly my taking you

thi
I take
to }, .
itiff meant such-and-such did not require my first identifying a so-called

meaning of the sentence you uttered. The ‘languiste’s reply is to
is objection in the case of novel ‘creative’ metaphors—like ‘Music
0,,]of love’ (when first uttered). Here, to be sure, interpretation can

So nia grasp of literal meaning plus non-semantic information. But in the

1055



case of established, ‘dead’ metaphors—like ‘I’ve got into Herman pj
via direct identification of metaphorical

in Hesse’s writings’ nr something simila’h^^”"

1056 Section 14;
'’lie.

interpretation surely goes
(‘I’ve become very interested in Hesse’s writings’, or
hearer, in this case, does not have to go the roundabout route via literal 
ing, context, etc..

■ i?
* hç

But this reply is unconvincing: for the ‘paroliste’ will retort that ' 
metaphors are not metaphors—any more than dead husbands are still husb 
In cases like ‘get into’ we have, simply, a case of homonymy: the express’ 
these days, has two literal meanings, and it is grasp of one of these

'dead'
'ands.

accounts for interpretation. The new literal meaning is, no doubt. which

derived from the earlier spatial meaning; but this is irrelevant to the 
fact that, in 1982, we have no more than homonymy.

somehow
synchronic

The poor ‘languiste’, it seems, is always too late to produce a sentence with 
metaphorical meaning. While he is still speaking metaphorically, what he 
means is never what the sentence he uses means; but when, through repetition 
and convention, he manages to mean by it what it means, he is no longer 
talking metaphorically, but only with a newly acquired literal meaning.

So it seems: but the debate has been a bad one, which mistakenly equates 
the langue ¡parole issue with the question of whether there are metaphorical 
sentence-meanings or not. Both parties assume the following: there is only
metaphor—or, better, metaphorizing—-where there are
individual sentences (for the ‘languiste’)

metaphors; that is.
or individual utterances (for the

‘paroliste’) with metaphorical meanings. But this is wrong. There is more to 
metaphor than metaphors; producing the latter is only one way of speaking
metaphorically. If so, the fact that language contains no sentences with nieta-
phorical meanings will not entail, as the ‘paroliste’ assumes, that language
does not contain metaphor. This sounds paradoxical: let me exxplain. 

Dancing sometimes involves performing a dance; but not always. Isadoia 
dances-a dance; but not always.

Duncan could dance all afternoon without performing one or more 
Symbolic activities sometimes utilize symbols; but not always. A 
be symbolic, but contain no discrete elements of which one could say 
a symbol for...’. We need to distinguish activities—dancing, symbo 
from items (dances, symbols) which may or may not be present in the acti 

need to distinguish the ac -

ritual might
is

The same, I want to say, goes for metaphor; we i „
of metaphorizing from the items sometimes produced in this activity-
phori. We need to, for explanatory purposes. . jq in-

According to the ‘paroliste’, the only linguistic knowledge I lequ** sureb
terpret a metaphorical utterance is grasp of literal meaning, 
wrong. When I first heard ‘get into’ used in a non-spatial way, I '

This IS S'
lit' 
in 

in-

books or music or hobbies. I did not have to go via the spatial lueai ,e-

context, as I would if the speaker had said he’d got underneath Heriuan”

wrong. When 1 hrst heard get into used in a non-spatiai way, -icqU“*'
and correctly grasped what the speaker meant. Crucial, here, was my
ance with a systematic practice of talking about interests, enthusiasm’-^.^j
terms of spatial immersion. People get absorbed in, caught up pi''*

1
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piit why should this worry the ‘paroliste’? Can he not accommodate matters
many expressions, originally signifying spatial immersion, have acquired

P-

iJlUS- literal meaning in the area of interests. It was my knowledge of thisfurther
- ^fjgiound homonymy that enabled me to assign the meaning intended by 

speaker to ‘get into’ when I first heard it being used in the ‘interest’ sense.
won’t do; a background of homonymy is incapable, in itself, of

i

won’t do;

exp'
gaining how new uses, and interpretations of uses new to the hearer, are

venerated. For example:
P

a pervasive kind of ambiguity is the use of many
pouns both as stuff-nouns and as count-nouns referring to things made out of 

corresponding stuffs. Glass/a glass of..., paper/my daily paper, tin/a tinthe
But this phenomenon is not generative: you would be hard-

(oresseil to understand me if I 
1, IPff’

said ‘Would you like half a mud?’, or ‘I have a
flesh on my leg’.

in
So the ability to understand, or produce, for the first time, ‘get into’ used 
the. ‘interests’ sense, must be due to more than the background ambiguity

of spati^lhmiiersion expressions. We are forced, surely, to say something like 
this: when speaking of being absorbed in a book, or of getting into an author.
and the liki we are talking about one kind of thing in terms of something
else, and npt simply employing expressions which have another meaning in 
this other field. Nothing analogous can be said about the stuff- and count­
nouns: we do not speak about glasses, tins, and so on, in terms of stuffs; we are 
not suggesting parallels, analogies, or trying to cast light upon. But we are 
doing all of this when using a battery of spatial immersion terms to talk about 
interests: we are metaphorizing—even though, as the ‘paroliste’ correctly says, 
the ‘interests’ use of these expressions is too well-established for us to call a
sentence like ‘I’m absorbed in a book’ a metaphorical sentence or utterance.

The idea that, in metaphor, we talk about one kind of thing in terms 
ftiglnally appropriate to another, is hardly novel. But my aim has not been 
'n establish that banality, but to see how it can be accomodated in a coherent 
H iiosophy of language. For we have encountered two views which fall to do

'’■ J. nP Qnmiict-flc elotm tint ♦ollz »-i iormc mAThe ‘languiste’s claim was that we talk about X in terms of Y when we
expressions in the province of Y with special metaphorical meanings dis-

'»gs,
from their literal ones. But there are no metaphorical expression-mean-

^6^' So this cannot be the right account. The ‘paroliste’ wanted to say that, 
fa of truly novel, ‘creative’ metaphorical utterances, it is in

’Plosion to suppose we speak of one kind of thing in terms of another.
Of, f*3ppens, rather, is that expressions originally in the province of Y taket>ii n - • - *
4k perfectly literal meanings in the province of X. Reference to being

. in a hobby is not to talk of interests in spatial terms; for ‘absorbed in’ 
this use, lost all connection with spatial phenomena. But this left un-

.i?'ained
’h the generative capacity of the practice of employing spatial immer- 

^’tpressions in connection with interests; wrongly implying that the only, P^'^ssions in connection with interests; wrongly implying 
knowledge required for interpretation of utterances

L tVSS tint rrc TS,,t ri, ffpftart 11 tr nnt, o, tv» ItQC t"

novel to the
^as that of literal meanings. Put differently, my aim has been to encour-
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age a shift in logical grammar: to shift interest

The Problem of Direct and Indirect Speech Acts:
A Referential Approach

Henk Haverkate
University o£ Amsterdam

Section 14;

away from 't>
sentences or utterances—towards an activity, or set of activities-
Innfl'll »Ka _____ 1 • i . *Appeal to the activity is required in order to explain how 
preted. It is a shift analogous to the useful

’“«aph,

symbols, to the activity of symbolizing.
one a-way from

metaphors
certain ‘’‘‘jects.

(

1. The Referential Structure of Impositive Speech Acts
is that the distinction between

1
The thesis underlying the present paper

I and indirect speech acts should be analyzed in
holds bef'veen the linguistic structure of the utterance, the intention of the । 

«jker and the interpretation by the hearer. Within this frame of reference 
I shall investigate the referential component of two classes of speech acts:

direct

that

positives
In rei

,nd assertives.

terms of the correlation

im-

^rd to impositive speech acts I have proposed elsewhere to define 
11.^... ^peech acts which are performed by the speaker to influence the in­
tentional behavior of the hearer in order to get the latter to perform, primarily
them as

• for the benefit of the speaker the action directly specified or indirectly sug-
I gested by the proposition. (Haverkate 1979:33)

I

Now, I wish to argue that the disjunction of ‘directly specified or indirectly 
suggested by the proposition’ should be taken as the basic criterion for distin­
guishing between the direct and indirect performance of impositive speech acts. 
Direct performances, then, are characterized by both the full specification of
‘he act of the hearer and reference to the hearer himself. Indirect performances
^^ck such a specification as well as an <
lute from this formal point of view, the classical example

a explicit reference to the hearer. There-

(0 Cart
is

you pass the salt?

■I

direct speech act by virtue of its propositional struc-“ot an indirect, but ------------ 1------ - - , , - - , __
It is important to note in this connection that, as far as the■ J

a

the concerned, it is the complete description of the act together with
^‘‘plicit second-person reference which enables him to correctly interpret 

ifif(^'’'*Positive character of the speech act without any particular background
the

“‘■mation.

as
"^^he next point to be made is that there are different degrees of indirectnessy. „V, ..................... ......
“‘erniined by the following conditions on propositional output;

specification of the act to be done without specific reference to t le 
hearer
no specification of the act nor specific reference to the heaiei.

Relevant example of the latter category would be
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(2) I am terribly cold
uttered by a speaker who wants to get the hearer to close the window, 
characteristic of the former category are

(3) Somebody has to close the window
and

(4) The light in the liitchen has not been turned off
under the interpretation that it is the person addressed or one of the 
sons addressed who is supposed to close the window or to
respectively.

per­
turn off the light.

Focusing on referential structure, we find that (3) is marked for non-specific 
reference, and (4) for implicit reference to the hearer, as determined by the 
agentless passive structure of the sentence. (2), on the other hand, is not marked 
either for non-specific or implicit reference.
On account of these facts we can assign to (2) a higher degree of indirectness 
than to (3) and (4), because for the hearer to correctly interpret (2) he needs 
to have specific background information in order to figure out whether the 
speaker wishes the door to be shut, the heating to be put on, the window to 
be closed, etc. For the non-cooperative hearer, therefore, it is relatively easy 
to neglect the impositive purpose of the speaker and react to the assertive com-
ponent of the speech act only. (3) and (4) represent a less indirect type of
speech act than (2) because of the overt description of the act to be performed 
by the hearer. However remember that (3) and (4), at their turn, differ from 
the direct impositivo (1) in that they do not contain an explicit reference to
the hearer.
To conclude this section I would like to concentrate upon one more 
of indirect reference. Therefore let us look at

example

(5) Now we are going to wash our hands
Here the use of ‘we’ typically reflects a communication situation in which 
social relation between the speaker and the hearer is characterized by 

result, impos* 
and childre"’ 

express^® 
- cou-

superior position of the former with respect to the latter. As a
tives such as (5) are illustrative of the interaction between parents a: 
and between nurses and patients. As regards referential scope ‘we . 
special kind of inclusive reference. The set of referents involved norma 
sists of two members; one of them is supposed to perform a particular aactio”’

while the other supervises that action.

2. The Referential Structure of Assertive Speech Acts
Unlike impositive speech acts assertive ones are not subject to .osit*'

constraints. Consequently, predicate selection does not serve 
for <’determining indirectness. However the parameter of indirect
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in 
to

apply. Since the corresponding strategies mainly involve the participants
"the speech act, in what follows I shall concentrate upon expressions referring

speaker and the hearer.
rting with reference to the speaker we have to make a distinction between 

’ ^.specific and implicit reference. A characteristic type of non-specific refer- 
is the use of ‘we’ in persuasive contexts, as illustrated, e.g., by

eiice

(6)

In

fjere we are faced again with the fatal consequences of the present wage 
policy
Haverkate (1980:162) I pointed out that the referential scope of ‘we’ in

assertions such as (6) is inclusive, since it is the intention of the speaker to 
refer to himself, his audience, and possibly an unspecified set of other persons
as well. This use of the personal pronoun first-person plural is typical of politi­
cal speeches and scientific treatises.
By \ising ‘we’ instead of ‘T the speaker aims at avoiding a direct confrontation 
with the hearer suggesting at the same time that the latter is supposed to share

■—Hhe responsibility for the point of view put forward by the speaker.
I now turn to the analysis of the indefinite pronoun ‘one’, which by virtue of 
it^ inherently non-specific meaning, may be used by speakers to indicate in 
ail indirect way their involvement in the state of affairs expressed. This may 
be seen from an example such as

(7) So, one comes to the conclusion that you haven’t done your work -well.
Under the interpretation that the conclusion referred to in (7) is in the first
place a personal conclusion of the speaker, we can say that the use of ‘one’
serves the purpose of minimizing his role in the action described. Finally, we 
have the category of implicit reference to the speaker as manifested by agent- 
^ess passive sentences. Thus

(®) At the meeting it has been observed that you have overlooked an important 
problem
be uttered by a speaker who wishes to avoid overtly referring to his re­

sponsibility for having brought about_______ ____ J,________: or contributed bringing about the state 
affairs denoted by ‘it has been observed’.
Ms look next at indirect reference to the hearer. Here we have to deal 

J with the implicit reference inherent in passive constructions without a 
®^>fied agent. The communication situations involved are typically those in

Mich
h, speakers convey information they assume to be unpleasant for their 
carers.

Th ® speaker wishing to display a non-contrastive form of behavior will pre- 
inHirPcf occo-*»#-

(9)
indirect assertion

Its
^his work has not been carried out correctly
tbrect counterpart



F 1C631062
Section 14;

’'‘asm:

(10) You have not carried out this work correctly
‘’tie. H-

since the latter, unlike the former, explicitly refers to the heare 
who is responsible for having brought about an undesired stae of’» as the OneO----- o '” «11 uiluoHCU stae of 'J
to be noted, in conclusion, that, as far as the interpretation bv th k 
concerned, the context or situation normally contains sufficient i 
enable him to infer that he i« imniirifiv u., .v . •'^hie.s

3. Conclusion

situation normally contains sufficient 
IS implicitly addressed by the speaker. as

re'.fleets the fact that implicit reference to the hearer is not an uncommon device

flat'
idled by speakers who wish to convey bad news or unpleasant information

is
ts
to

in

gel

an
indirect way.

.ferences

Ha'«'

Ha'’

•rUate, W.H. 1979
' • t ...UK r. 4-

ICS—.

Impositive sentences in Spanish. Theory and description in linguistic
Amsterdam: North-Holland.

1981.
‘yÍ^Gwritsen (cds.) Linguistics

‘Pragmatic aspects of speaker-reference in Dutch’—in: S. Daalder &
in the Netherlands 1981—Amsterdam: North-Holland.

Let me finish with some concluding remarks. I have argued that 
of direct and indirect speech acts calls for a distinction between 
fi 1 n /-‘<-•1 •-« 1 ___ _ __A.*___ mr-ii A .

the
functional properties. The former have to be defined in terms of

analysis 
formal and

structure, the latter in terms of the correlation between the intenZ 
speaker and the interpretion of the hearer. From the functional point of 
indirect speech acts are frequently explained as particular expressions of LZ 
ness. Although this may be true of such standard formulas as ‘Can you pass 
me the salt, and ‘Will you open the door for me?’, we also have indirect spcMh 
acts which do not express any polite intention on the part of the speaker at all 
This may be illustrated by

(11) The door is not closedl
which, if uttered with the
as

appropriate intonation contour, can be interpreted
an authoritarian order to close the door. From this it follows that politeness

does not serve as the basic criterion for determining the indirectness of speech
acts. The criterion to be applied instead is the distinction between accomo-
dative and non-accomodative behavior. Utterances such as (11) are charat­
teristic members of the latter category, because the speaker issuing the order 
has the intention of creating a social distance between his interlocutor and him-
self. However most of the examples discussed throughout this paper reflect
forms of accomodative behavior. Speaking in general terms we might say that
accomodation is the regular form of verbal behavior by virtue of certain
principles of co-operation which govern human interaction.
In tosummary, with respect to impositive speech acts, indirect reference

.... may serve to avoid making explicit the power the speaker has over

attitude towards the latter. This is clearly illustrated by our example (5) 
we are going to wash our hands.
In relation to assertive speech acts, lastly, we arrive at the conclusion tb^

hearer
tlie 
the

heaiei, which is equivalent to stating that the former adopts an
our exa

jlOll'

ifest
specific or implicit reference to the speaker or the hearer is intended to jj,ple 
two different forms of accomodative behavior. In our discussion of jfler 
(6) ue have noted that by using a first-person plural expression the 
evelops a strategy which aims at creatine the imnression that thea strategy which aims at creating the impression that

shares the responsibility for the assertion.
Example (9) This work has not been carried out correctly. on the other

flail‘d'



Why There MUST be a Semantic Representation

I 
1
I

Th. R. Hofmann
Toyama University

Language is a mapping between sound & meaning. The sound is
divided into 2 parts, the sound itself, & its distinctive aspects. So far, however
we do not have agreement on what meaning is or how to divide it up "ryig 
Saussure-Hjelmslev logical division into distinctive & non-distinctive parts still 
seems a good working assumption, as it simplifies many problems in semantics 
But rather than no assume this without justification, I would like to argue for 
something like it: that there must be a semantic representation over & above
the processes of interpreting texts into a world.

In the context of natural language understanding algorithms based on
cognitive networks, or nearly the same thing, belief-structures & processes of 
inferencing, or in the context of Montague grammar & systems inspired by the 
interpretations of formal languages, the concept of a semantic representation 
as containing the content of a text, but not its myriad implications, seems to be 
nearly drowned into insignificance, or else reduced thereto by a wealth of 
pragmatic detail.

Here I want to summarize some arguments that a structured representation 
of "the meaning of a text” exists & is significant for the interpretation of 

reflected inlinguistic acts, as well as for a concise account of processes that are
syntactic facts.

A number of pseudo-arguments are possible, based on the supposed nee 
to distinguish the “meanings” or "readings” of a "truely ambiguous sentence 
from the "uses” or "interpretations” of an only apparently ambiguous sentent

sentence

Arguments such as these, & all these terms, assume some significance for the
somedistinction between the case where a sentence can be true or false in * 

situation, depending on how it is interpreted (called "ambiguity j,
there can be no such situation. While that distinction has a long ,v,;rh
able history, it is not hard to imagine a semantic interpretation system m--------- - • for

•n* ■’ Sw- »
be

this distinction is a loW-level fact of no consequence, 
phonetic facts such as the distinction between bilabial & labiodental, 
almost totally devoid of distinctive value in any language; it coul.

well

the same with traditional notions of ambiguity & vagueness of 
Tf __ • r . 1 • I *int" fWaiIf we are going to argue for the existance (or assume it, for that 

of a semantic representation, it is worth our while to rest its definition* 
clearly significant properties, which is my aim here. Thus these 
will not & cannot be predicated on traditional distinctions, o 
relevance can also be demonstrated. In this sense, the present argc--

on
SOl®^

unie*’.'* 
■ iliei*^

-unien'*
are
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jcally non-theoretical, & are all the more robust for their independence of
. theoretical systems or notions.

J have argued elsewhere (1981) that it is not simply a representation of the 
gjjtings of isolated sentences that is necessary, but more than that, a represen- 
tioo of integrated meaning of all the sentences preceeding a sentence, that 
needed for the accurate interpretation of that sentence. This is easily 

demonstrated by such a simple device as reversing the order of sentences in a 
text & thereby destroying or radically modifying its meaning, & it condemns to 
terility all those attempts to interpret single sentences into quantified formulas 
of the predicate calculus or other formal language.

It is in this sense of a semantic representation (ie. the integrated meaning of

lU'

a series of sentences) that I argue here to be necessary, over & above the know-
ledge & inferences that a person uses sometimes in interpreting a sentence. I 
will present several demonstrations of increasing formality that there must be
such semantic representation.

Tlift first & simplest demonstration is that the human being does not— 
when readmg a novel, listening to a political speech or studying a scientific
theory—integrate what he hears into his knowledge of the world. He can &egr;

‘S' hlusually does hold it apart, to be evaluated in the weeks or years that follow, as
being true or not. This shows at very least that the human linguistic-cognitive 
abilities include keeping a complex of ideas without necessarily believing them.
A 2° demonstration is to observe that the normal person “knows” of many 

different worlds, &: that these worlds differ by what is a fact & what is not a 
fact. As scientific examples, Riemanian & Euclidian geometries are worlds dif­
fering by whether parallel lines meet or not, & any pair of competing theories
in physics or other science are contrary worlds. In the realm of ordinary life.
roost English speakers know of at least the following 4 worlds, which contain 
Afferent objects, different possibilities, different events, &c: the world of Greek 
J^ythology, the world of Sherlock Holmes, the world of James Bond, & the 
teal” world.

If a person must incorporate knowledge of 4 or so distinct worlds, & it is 
Ptobably closer to 40 than to 4, then we may say he has as many cognitive 

various degrees of detail & completeness. As this is so, then no 
to theoretical apparatus is needed to add one more cognitive network 

keeping of the meaning of the conversation currently in 
Co This is no more or less than a semantic representation of the dis- 

though we may observe that it differs in content & function.
lighter, but longer &

t'rencing”, ie. drawing the inferences out of the use of some expression—
more difficult demonstration, the 3rd, is to show that

>8hly equivalent to moving along arcs in a cognitive network—is NOT
until the semantic operation of INTEGRATION is attempted, 

felhet.Operation, which combines the semantic contributions of sentences to-
depends heavily 

^‘■preted in
on a principle whereby each successive sentence is

the most redundant way possible with its prior context, i.e. so



that it '“overlaps” maximally with the context provided by the
sentences. This principle, PIM, after its French name principe d’interpret
minimale, has been explored in Hofmann (1978), (1981).

1066 Section 14;

I
With this principle, we can show that inferencing appears to be undertakp only when integration is blocked for lack of overlap of the expressed me • 

of the component sentences. This “expressed meaning of the discourse”''^ 
nothing more or less than its semantic representation. If we can show that 
principle of maximum overlap with prior context is applied before this 

anyinferencing is attempted, then we will have shown that a semantic represen­
tation of that prior context exists, & that it is available when inferencing takes 
place, which appears to be when sentence-meanings are integrated together.

There are apparently several radically different types of inferencing. One 
is the recall of appropriate frames, scenes &: scenarios when needed to interpret 
a sentence, as e.g. “that picnic was great, but the beer wasn’t cold” without a 
prior mention of beer. We shall leave this till later. Another is the use of 
collocational (“selectional”) information & knowledge of what subclasses make 
up what classes, to disambiguate a sentence.

It is well known that collocational information can disambiguate a sentence, 
as in

(1 a) 
b) 
c)

I saw a dog playing with a cat... 
... & iti was purringl 
... & ita wasn’t barking!

Here, the verb to purr in (1 b) shows that it^ refers to the cat, while to bark in 
(1 c) shows that it2 refers to the dog, even in spite of being negative, not barking. 
Thus collocation is used to find the referent of a pronoun.

Yet this principle PIM overrides this use of collocational information, j 
noting that one would indeed know he had seen it, & would describe it as sue 
if one ever saw a barking horse, J. Lyons showed that collocational information 
is knowledge about the (normal) state of the world. In an abnormal 
as follows, the collocational information which should make it co-referen
with a dog seems forgotten without a trace in (2 b).

(2 a) I saw a strange horse; it had grown up with a dog. 
to bark at all the cats...

b) ... with the dog.

■. Naturally, d

toThe fact that with the continuation (2 b), it refers unambiguously^^
horse, but without that continuation, it refers just as unambiguously 
can best be explained as an overlapping of the meaning of the 2° sentence 
t e Only then, if there are ambiguities remaining, collocational 

use . Note also, the fact that there is no sentence boundary between

, the 
dog-
wit^

infor«’“’tioi

the tur”'

coat if & the phrase that overlaps with a dog is critical, imply^^^ 
sentence boundary, during integration, all ambiguities that can be 
removed by knowledge of the world, &: apparently, not before then

that ‘at *’
I .¡{^



1
R Hofmann 1067

Other examples are possible to demonstrate this point, but let us turn to
jpore serious use of inferencing, where a whole scenario may be drawn up

memory to provide a referent, as we saw for the expression the beer above.

í”

the
from needs no antecedent if a picnic was priorly mentioned. The scenario of
' if. it may be said, includes hot dogs, beer & baseball, as 3 things that may 
f^^xpectedon a picnic, & may be referred to without further ado. Yet if some

beerr was mentioned prior to the picnic’s mention, the scenario of picnic never
appears,,, as in the sequence:

(3 a) Where’s that beer you bought this morning?
b) The picnic was fine but the hike back made me hotter than all get 

out;
c) this wine’s good, but the beer was better.

Here again,, the scenario appears never to have been called up by the picnic
in (3 b), 
in (3 a)>

thus allowing or forcing the beer in (3 c) to refer to the beer mentioned 
Jfwe have an adequate antecedent, the scenario is not used.

In sum, & without a lot of other examples that space prevents, when there
are
least

adequate r 
t informait:

'referents, which are most generally found by overlapping in the
ftive way, cognitive networks or the inferences of items like to bark

or picnic are not used. It thus follows that some representation of these ref­
erents & the expressed semantic structure needed to find them (see Hofmann 
(1975) must be available when sentences are interpreted.

These 3 demonstrations show with increasing formality that there does exist 
some cumulative representation of the expressed meaning, not including the
implications which can be drawn from that meaning. The last shows that this 
integrated semantic representation plays an important part in deciding 
ivhat meaning is assigned to sentences that would be ambiguous or ill-formed 
if shorn of context. This is an important if not the most important role of a 
*mantic theory.

I We may note additionally the global relevance of this: because the com- 
Pi'ehension of sentences in context not as ambiguous, but in their intended 

is an essential part of language behaviour, much more than is the 
(8c detect ambiguities or synonymies (or even hyponymies), this use of

an of) an integrated semantic representation is as essential part of
iheory of language—more so, at least, than the traditional 

osopher’s properties of ambiquity & synonymy.

to detect ambiguities
-inition of) an i

®elequate theory of language—imore

îi1'84.

Microfilms (Ann Arbor).
(1981) ‘How sentence meanings fit together’ Descriptive & Applied Litjgiiistics 15.

^»>111, Thomas R. (1975) ‘Interpretation & integration of sentences into a C-net' The Finite
American Journal of Computational linguistics 29: 46 66.

(1978) ‘Principe ¿’interpretation minimale’, §2.9 of Description sémantique i- dy-
dit discours la nouvelle Sorbonne (Univ Paris IV) Sc Univ. Scientifique Grenoble
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Shifting In and Shifting Out; Remarks on Deictics

Herman Parret
Belgian National Science Foundation, Universities of 

Louvain and Antwerp

A pragmatic theory of language considers all language fragments to be mod’ 
fied by the I-sayer (or its substitutions). The I-sayer holds the First Person 
Authority consisting of shifting in and shifting out of the discourse. It is m • 
purpose to relate the analysis of the First Person Authority (see D. Davidson 
“The First Person Authority”, unpublished paper, 1978) to a modified version 
of Jakobson’s theory of deixis and especially of language shifters. However it 
should be evident that the right of the I-sayer is interactionally constrained and, 
in fact, delegated by the interpreter to the speaker. The underlying notion of 
meaningfulness indeed rests upon a (pragmatically oriented) theory of meaning 
as a theory of understanding.

1. First Person Authority

I
I

I
I
IPragmatics reevaluates subjectivity in language. To the presence or absence 

of this subjective aspect of language we can assign the term “attitude”, “style”, 
expressivity , and even “performance”. Special linguistic forms are reporting 

the presence of the speaking subject—they can be morpho-lexical, sentential or 
textual. The “attitudinal”, “stylistic”, “expressive” or “performative” functions
can notbe isolated because the speaking subject and his utterance becom 

but the object 
itself.merely the transparent vehicle of expression and communication 

of a self-conscious attention on the part of language turned back upon 
These subjective aspects of language have been neglected for a long 
philosophical and linguistic semantics. Even so-called 'natural logic (oc

time by

I
I
I
I

still con-applied to natural languages) and, more generally, modal logics are s^^ 
sidered to be deviant with regard to propositional and truth-functio 
where (Quinean) regimentation of natural language phenomena ( 
modalities) is proclaimed a methodological necessity. A similar dis of
subjective embedding of language fragments can be noticed in many
contemporary linguistics (structuralism, generative grammars). the

parole and competence ¡performance dichotomies have as a j 
subjective embedding in the domain of the non-graspable residua .

purpose to eiitninate 
The prag-

insist® on the
matic perspective on language and discourse on the contrary 
context-boundedness of meaning production, on the specificity 
bound rationality (‘non-natural’-prescriptive inferences), and on jjjgory 
heuristic function a •i'“"—’ ''C —m dip overa 
language.

theory of understanding has to the ov

1068
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an operational category of linguistic theory

i
I'

I'L'
-Jo reintroduce, subjectivity as
penveniste did in his Problèmes de linguistique générale) is not a move 

psychologism and subjectivism. Subjectivity here is not the individuality 
idiosyncratic personality of the speaker—something like a bundle of 

inal and internal psychological states—but it exists only as a set of 
r.nined properties of the speaker’s discourse. It is true that attention should 

reintroduced to deixis and to the broad field of functioning of discourse as 
jernonstration (pronouns, demonstratives), argumentation and persuasion. 

But the expressivity of the speaking subject is subordinated to its communi­
cability- Etymologically, the concept of communication stems from the two 
roots communicare, i.e. a one-way process of transmitting a content, and cozn- 

i.e. a two-way process of sharing a content. In my view, the role of

!

1

the I-sayer is not relevant but in an intersubjective community. The entire 
metaphorics of contemporary linguistics suggests evidently that the production 
of linguistic sequences should be considered paradigmatic of linguistic activity 
(competence as a generative device, for instance). A pragmatic ‘communicative 
conipetence’. on the contrary, is a competence of understanding or ‘discovering’ 
the significance of discursive sequences. Thus there is an essential asymmetry 
between protection and understanding in pragmatics. However, understanding 
is not a mental state or a specific experience—it is rather an extrinsic ability 
or an operation-in-the-world. Understanding is a practical, or interactional 
operation: to understand the I-sayer is to delegate to the speaker the First Per­
son Authority.

Interpretation and First Person Authority are dialectically intertwined. On 
’he one hand, an explanation for this authority can be found in the nature of 
’he interpretive act, and one can argue that interpretation depends on the inter-
Pteter’s delegating this authority to the speaker. On the other hand, there is 
“0 authority which is not intersubjectively valid (authority should be recognized 
’s such—this is its ‘essential’ condition, as it is the case for all directive speech 

thus delegation of authority is a conditio since qua non of speaker’s sub- 
^^'•f’vity itself. Given the nature of interpretation and understanding. First 
ftson ■P.

Authority follows. Given the special authority of the speaker which is
co^ nor won but delegated, the act of interpretation or of understanding 

’itutes speaker’s subjectivity. The First Person Authority, delegated by the 
interpreters, and these are, in the end, all human beings on 

thg ’he I-sayer, consists of the fact that the I-sayer is assumed to have

darned nor
foil).

the designation of the objects, events and states of affairs in theKAVzOAglAU. I. LAAV VVVAAUO M.AAV*. •' ------ ------—

’ ‘’nd foremost the subject, event and value he means by saying /. He 
have to know more about himself than the role he plays in interaction

’he OU, xue, this ! that), the I-sayer refers to his role

H ’*^si 
■ >hl'^ti,

fl.,

iri ,””ersubjectivity; saying I (y
’’nd he intends to designate himself in this role, and he is as-

■ to intend so by the community. Therefore, I is a designation rule or a
Sfator, but not a rigid designator; I does not have a transparent referen-

’’nction—on the contrary, I is an opaque condition on force and a principle
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of rational and cooperative language functioning. This is what is
when the First Person Authority 
stituted by the act of interpretafi

2. Shifting in

is delegated and speaker’s subjec'thi?^''

The workings of the I on discourse as a whole go further thanlan''u-®*^"''

organized around the Z-sayer and his referring to the role delegated bv tl ’’
matical categories of demonstratives. The whole structure of

eoin- 

and
munity. This is no doubt the essence of the pragmatic view on languae 
it would be of great interest to see how this anthropologically oriented n • • 
on the subjectivity in language use would behave under testing conditioiis''-" 
empirical linguistics. However, an insuperable methodological difficulty ariz^e" 
around the empiricity of subjectivity in language. Even when the sub' 
becomes the ‘object’ of a self-conscious attention on the part of language turned 
back upon itself, it is still the case that subjectivity “shows” itself without saying 
it propositionally. To say versus to show are classical contrastive categories. ex-
plotted by Wittgenstein, Austin, Benveniste, Bühler (see Zeichen vs Anzeichen).

Any methodology faced with the subjectivity “showing itself” will be reduc- 
tionistic, and only a partially valid heuristics can be unfold. In my view, sub­
jectivity-in-language “shows itself” (thus can be interpreted with its First Per­
son Authority) by deictics and by modalization. Deictic and modal categories 
and operations are priviliged approaches to subjectivity—they are partial and 
complementary heuristics. When discourse is modified by the I-sayer, it is in the 
first place by deictic and modal evidence. There are parallel typologies of 
deictic and modal modifiers. On the one hand there are distributional modes
(grammatical categories in the strict sense, such as modal verbs and adjacent 
morphems or syntagms), propositional moods (alethic, epistemic, deontic), 
illocutionary modalities (realized by actional units such as speech acts) and so- 
called ‘axiological’ modalities (logico-semiotic deep structure categories 
mining actantial competences); on the other hand (and parallel with theAAllAAXAlg C1.V LCAAA kXHX V vA A A^ V> VV A A Wkjy y K/AA LAAV« V/t.AAV«A AAUAAVA yMAAVA 5 3

typology) there are again four types of “deictic modification”: by the
grammatical-distributional rule, by the / as a propositional function, bygiaiiuiiaiicai-uisiiiuuiiuiiai ruic, uy uic i <ts a piupu3iiiuiia±
as an interactional condition, and by the 1 as an ‘axiological’ principle (co
tion, veracity, coordination, authenticity, and so forth).

Within the deictic heuristics, one can say that the 1 is “shifting 
course as a quadruple [rule, function, condition, principle]. I shou

in” ill diS"
resii-i-ici

rticularmyself to two comments here. First, my view rests upon a pa: 
tion of deictics. The theory of demonstratives and of, deixis can 
shapes, only one of which is seen as relevant to the adequate theory 
ful language use: the one in which the whole domain of demonstrati'^ 
centrated around 1. This is an egocentric theory of demonstratives, 
to the ostensive theory of demonstratives (Russell, for instance; 
of demonstratives here is thisithat) (see my paper “Demonstratives 
sayer”, in J. vander Auwera (ed.). The Semantics of Determiners, Cio

lli^^'

take
¡¡ng'

i-es is

‘’^dig-”

a»d the
J- o

He)'"’ ■
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don, 1980’ 96-111). The egocentricity of the deictic domain has far-reaching
alienees I cannot dwell upon here. My second comment is on the u?e of

notion of “shifter”. It is evident that the way I introduce the term is far
orthodox with regard to Jakobson’s use of the category. There are mainly

r
H,

conse'fO'
tllC
from 
three differences. In my view, not shifters as stabilized morpho-lexical cate-

gorier are relevant, but shifting as a discursive (mainly sentential-textual)
eration; moreover, shifting does not concern only the presence of the / as a 
anitnatical-distributional rule: the total quatruple “shifts in” in discourse, 

^d the workings of the I on these deeper levels of the proposition, the action 
unit and the actantial structure have a broader scope than just surface gramma­
tical categories and operations; and finally, shifting in is in perfect balance with 
shifting out: there are procedures effectuated by the / as a quatruple of feeing 
present and of being absent. I consider this third property as almost universally 
forgotten in current linguistic theories, even in the pragmatically oriented ones.

op'

3. Shifting out
It can be noticed in discourse analysis that some peculiar types of discourse 

are characterized by the fact that the I-sayer has the special authority to with­
draw (to become ‘absent’): this is the case with scientific and didactic dis­
course. The procedures of shifting out are generally less observable and truly 
complex and subtle: the objective way of speaking in scientific language use 
is, in fact, a subtle way of hiding the originating subjectivity with its general 
anthropological and also specific purposes and motives. But indirect com­
munication as well, and all kinds of ‘deviant’ communication (lying, and 
manipulating in particular), are cases where the speaking subject is “shifting 
out’’ of his discourse. There are techniques of simulating the absence of 
performativity, expressivity and subjective investment in language fragments.
snd these are the phenomena which are of the greatest difficulty to be described 
and
out' 
tive

systematically explained. The problem consists of the fact that “shifting 
is an evident attack on communication and solidarity. The communica-
norm is that the speaker expresses contents and his intention to be 

‘^“niniunicative.
Shifting out can mark all three aspects of deictics: personal or actantial

deictics. temporal deictics and spatial deictics, I shifts out as a person by
Actuating procedures where a kind of neutral He is realized (truth, for 

'Stance, is an instance of universality and it is not subject-bound). Temporal 
out realizes a kind of "u-topic” time where temporal indexicality is put 

(J ^rackets and idealized. Topological neutralization is equally possible when
Wit]’P^^king subject spatially located withdraws or manipulates the interpreter

’egard to possible detection of spatial coordinates.L



icipjThe Cooperative Princi le. ^ims and Language Specificjj^
Akiko Ueda
Tsuda College

The starting point for my paper is the assumption that though the Coo 
tive Principle and the maxims as abstractions are universal, metanho^^'^^ 
expressions, created through exploitation of a maxim, can be language specific

Metaphorical expressions are not just ornamental accessories, but very essen 
tial part of a language. Therefore, in order to gain full understandi , , , , ...................................... . „ ng. one
has to be able to understand metaphorical expressions as well. However, very 
often a non-native speaker of a language finds some metaphors in the language 
blocking his or her understanding. I will investigate to what extent and in
what way such metaphorical expressions block a non-native speaker’s under­

standing, and further, what constitute understanding of such expressions, when 
it is possible, in a cross-linguistic perspective.

I have chosen examples from metaphorical expressions in proverbs and will 

also look at “orientational metaphors” in Lakoff and Johnson (Metaphors JVe 
Live By, 1980). Metaphors in proverbs are of the most conventionalized type, 

but since they are such, they reflect the way of thinking of those in that 

particular culture. Also, a proverb in a language often finds an almost exact 

counterpart in another language. Donald Keene (Preface, Proverbs, 1982) 
stemswrites, “Proverbs are at once unique and universal. Their uniqueness 

from special qualities that a people, a language or a region gives to the 

expression; their universality comes from fidelity to the human situations

described.”
I will present three groups of proverbs: (1) (2a) and (2b).

(1) A proverb in Japanese has an almost exact counterpart in English-
(2) A proverb in Japanese does not have such an exact counterpat 

English, but there is in English one or two proverbs which match 11 
in Japanese as to its intention.

(2) is further divided into two subgroups:

rt ill

inferred ho”’(2a) The meaning of the proverb in Japanese can be 
components if you know their meanings. That is, there is

its

whole relationship in the Japanese proverb.
(2b) The meaning of the proverb in Japanese cannot be inferred 

components. That is, there is no part-to-whole relationship

a 1
dfro>”’gJl
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a-

b.

Japanese proverbs 
)<abe ni mimi ari. 
(Walls have ears.) 
lawa ni mizu hakobu.

English proverbs 
Walls have ears.

(2a) c.

(To carry water to the river.) 
mateba kairo no hiyori ari. 
[If you wait, you’ll have a good 
day for a voyage.]

To cast water into the sea.

Everything comes to him who waits. 
The net of the sleeper catches fish.

(The 
wait.) 

d. mago
(Even

end result is worth the

nimo ishó.
a packhorse driver looks

good when he’s dressed up.) 
e. niarui tamago mo kiriyô de shi- 

kaku.
[A’ou can make cubes out of a 
round (boiled) egg.]
(What is important is how to 
express it.)

(2b) f. nai sode wa furarenu.
[How can I wave a long (kimo­
no) sleeve when I don't have 
one?]
(How can I share anything with 
you when I have nothing my-

Fine feathers make fine birds.
Apparel makes the man.

A good tale ill told is marred in the 
telling.

If you squeeze a cork, you will get but 
little juice.

self?)
g- miso o sum.

(To mash others’ bean

h.
(To flatter.) )
mayu ni tsuba o tsukeru.

paste.

(To apply spittle to one’s eye­
brows to see clearly.)
(Note: This was once considered

There is no such flatterer as a man’s 
self.
[To apple-polish.]
To have one’s wits about one.
The story must be taken with a grain 
of salt.

a Way to prevent oneself from
being deceived.) 
m1__ _kara hana e nukeru.
(To enter at the eye and go into 
^be nosp (To be extremely

To be as sharp as a needle.

nose.
clever.) ) From -Asahi Evening News, Proverbs

(1982)
Expressions in square brackets are
supplied by the present writer.
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Metaphorical expressions in (2b) are either those w’hich require 
specific information, or those whi^ involve idiomatic combinations 
component parts. They are the oWs which most often block a non 
speaker’s understanding. For example, in order to know the intention of^^''^^ 
the Japanese version, one has to have the information that the sleeve h 
a kimono sleeve; for g, mashing been paste was tiring work in old days- f** 
one has to know the information given in the Note; for i, one has to be f 
w’ith that particular combination of the component parts.

For (2a), what characterizes the Japanese proverbs as a group here is that ’ 
is possible to get at their meaning from their components. And each of 
components brings out an i™—" ----- '----image common to the speakers of the two languac 
for example, a good day for a voyage in c, and the shape of an egg in e. X 
packhorse driver in d, however, presents a problem: the mental picture 3 Japa­
nese draw’s must be different from the one for an English speaker. Nevertheless 
the message can be understood by an English speaker: even a boy who drove
a packhorse in old days looked good when he was dressed up. Then how was

I

he dressed usually? He wore shabby clothes. This last piece of information 
which is needed for interpretation of the proverb, or the feature “highlighted” 
in it, is not one of the semantic markers or distinguishers for a packhorse driver, 
if we speak in those terms. Or a stereotype of a packhorse driver does not con­
tain that feature, either. The information is supplied as an extension of the 
stereotype or as a sort of pragmatic knowledge from the cultural background. 
If this is the information highlighted as essential for understanding of the 
metaphor, it should be given due consideration when we discuss meaning.

I
It can be argued, however, that those who do not know how a packhorse 

driver was dressed can still infer the meaning of the proverb. This is true. So 
we have the English proverb: “Apparel makes the man.” We can change the 
Japanese proverb into “Anyone looks good when he is dressed up” if we arc 
satisfied with a less colorful version of it, though it seems all the flasor the

I
metaphor had is lost.

This question of understanding the meaning fully or
Itsless fully brings 

languages,back to the proverbs in (1). We have similar proverbs in the two 
similar both in form and meaning. Even here, two persons from 
language backgrounds are more likely to have different pictures of, for

different 
examp'^'

wall in a.
To summarize what I have stated so far: tliem
In proverbs, w’e find many conventionalized metaphors. Some 

language or culture specific as those in (2b) of my examples, but 
be understood across linguistic

Some others
are 
are

or
livx-' .

cultof»'
not. The metaphors which can be understood across linguistic 
boundaries present a different problem. That is, there are features o^.^tion> ' 
tion needed for understanding of metaphors outside of so-calle ¡jj^efS 
information which is usually presented in terms of markers, disting

different problem. That is, there are features < 
so-called

,ary 
er

■e
what h»''

stereotypes. We have to either work our inference or refer to 
as our cultural background, our oraematic knowledce. In this

,uf -O’
C3S0'

pragmatic knowledge.
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rinatic knowledge which is needed can either be of a universal type or of
Л-

ragmao»- —o- -
P janguage-specific type. Here reconsideration of what constitute meaning is
jjceded.

Another point I would like to add is one of Lakoff and Johnson’s orienta­
tional metaphors which have to do with spacial orientations. In the English 
conceptual system, they write, up is closely tied with happiness, and well-being 
jj, general. But what about the following three sentences?

Parliament is up. I’m afraid our time is up. It’s all up with him. The up
here signifies “to a state of completion, to an end.” If completion is a full­
filment, it matches the cases of up which are tied with happiness or well-being, 
but in the sentences, especially in the last one, the sense of fullfilment is not 
at all observed. I should add the following to the summary: even in the same 
language, and with the same expression or linguistic form, what is highlighted 
can differ in the contexts, verbal and situational. This contextual information 
is necessary for understanding.

Semantics and pragmatics have to go hand in hand in comprehension of 
linguistic expressions.

L



“Two aspects of Pragma  tics: Topicality and Iconicity”
John W. MrVerhaar

Gonzaga University

The “pragmatic” property of language is here understood to be the i 
ferrability of utterances to what these are about. This referrability

ready ig.

, concen­trates, grammatically, on topicality mainly, i.e. the eligibility of certain con 
stituents (normally: NPs) to maintain an identical topic during a discourse 
stretch. Lexically, this referrability is called “iconicity”.

Topicalization is by Subject in accusative syntax; in ergative syntax, by 
objects. (Syntactically ergative languages are shown to be far more numerous 
than currently supposed by most linguists.) Accusative Subject and ergative 
Object have one thing in common: unmarkedness. It is then shown that un­
marked NPs are more iconic than marked NPs.

Thus topicality and iconicity are shown to converge pragmatically, strong­
est iconicity coinciding with highest topicality. Strong iconicity is independently
confirmed by the use of the unmarked form as “citation form”. Marked NPs
are weaker in iconicity because of their “structural”, as opposed to purely “prag­
matic”, properties. Thus “structural” (“grammatical”) properties of language 
and “pragmatic” (“iconic”) properties of language seem to be competitive in re­
gard to one another, but they naturally converge in “unmarkedness as the 
“structural” realization of lexical identity.
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Language in Modern Drama as Compared
with Authentic Spoken Discourse*

Anne Betten 
I'niversily of Regensburg

In German drama since about 1967 one can observe a realistic direction, 
the language of which, in its faithfulness to reality, seems to surpass all previ­
ous conceptions of realism and naturalism. Its origins are rooted in the general 
political and cultural climate of the time as well as in influences from con­
temporary foreign dramatists such as Bond, Wesker, and Pinter, and in the 
rediscovery of two German authors of the twenties and thirties. In those years 
Marieluise Fleisser and O. v. Horvath took up the old tradition of the 
Volksstuck (folk or milieu play) whose foremost representatives were the nine­
teenth century Austrians, Nestroy and Raimund, but in theme and language 
they differed considerably from this traditional type. In place of the witty 
dialogues of the worldlywise common folk who know how to turn a phrase, we 
get in Fleisser’s dramas the plodding, often impoverished dialect of simple 
people in their Bavarian setting, a unique artistic idiom (“lingua Fleisser”), 
which became stylized under the direct influence of Brecht. It is this style, as
well as the social criticism which is inherent in the creation of language and 
rharacter, that has strongly influenced the authors of the contemporary 
Volksstiick. Horvath, moreover, wanted his dramatic language to be under­
stood critically. He was concerned with showing that the petty bourgeoisie of 

5 time no loneer cnmmandpd a genuine language of their own, but possessed 
a kind of pseudo-educated jargon (“Bildungs-

time no longer commanded a 
I yather a dialect shot through with 
' ), whose false

Uue

fui
Kl

or empty phrases prevented them from recognizing the 
state of affairs and hence from bettering their loti).

*s historical background is of particular significance for the most success- 
contemporary writer of the Volksstück in the Federal Republic, F. X. 

early plays (e.g. ‘Wildwechsel’, ‘Heimarbeit’, ‘Stallerhof’, 
sharpens Horváth’s conceptions to the extent that the

®‘^rian ■.................. ... . - - ■ • ’
of

In his early plays (e.g. ‘Wildwechsel’, ‘Heimarbeit’, ‘Stallerhof’,

IS literally shattered by the restrictedness of his code. Since the
his characters is quite limited, they cannot grasp their situation.

re,

1 t' '

their problems, if at all, extra-linguistically, i.e. violently. For other 
^^ntatives of the new Volksstück (M. Sperr, W. Bauer, P. Turrini, F. Kusz

’’Slish ‘° Wilbur .A. 1!
Version of this

ienwaic and Donald Cutch for their kind Help in preparing
paper.

of the de\elopment of tlic X'olksstiick are given in Hein (1973) and Junes <197*1:
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and many others, writing mostly in Bavarian dialect), a

1078 Section 15: Language and

ian^ge faithful 
in tlli» rt.-T - .the milieu is less the starting-point for dramatic conflict than the styllsti, 

„ ’ ' ice for the action. Alongsidefor creating a realistic frame of referem this
Geiinterest in the Volksstiick from a social anxf, political motivation 

drama has also turned anew to the reflection of human problems in the 
tivity of the individual. Botho Strauss can be considered the principal 
sentative of this so-called “sensibler Realismus”. 7 '

’ lew
•’'•ttan

®“bjec.
In his plays, located in Lr J » ity .1

middle class, contemporary German appears as a language which has f 
into numerous jargons, his figures sliding back and forth between them ' 
the same time their language is laced with literary, poetic, and occasional! 
even mystical modes of expression. There is hardly anyone who better capture^ 
the conversational tone and the contemporary language of the media and

laced with literary, poetic, and

ticular groups than he does, and in this he is in part one step ahead of 
documentation of contemporary language by linguists2>.

len
•At

ly

par- 
the

All of the authors just named have this one feature in common, that they all 
make use of a language which strikes the listener as genuine and natural 
Linguists, stylists, and literary historians, such as Grosse (1972), Larthomas 
(1972), Page (1973) and Kennedy (1975), have pointed out independently of 
one another that the “persuasive effect of colloquialism” of speech in literature 
generally depends “upon only a very limited and selective observance of the 
features of actual speech”®’ and that especially in drama a new “language is 
created at some point on the line at which a tension between ‘imitation’ and
‘patterning’ takes place”^’. Although they all emphasize the importance of 
comparison with authentic dialogues, only Grosse draws upon research on the 
spoken language which has been undertaken in the Federal Republic since the 
mid-sixties®>. He concludes that over the last one hundred years the signals 
for indicating spoken language have changed in the lexical domain. But ni 
syntax, certain fixed ideas persist, which are not confirmed by the analysis 
authentic texts. Above all, he points out certain characteristics which 
usually found, such as redundancies, corrections, fresh starts, attention sig 
Other devices, however, such as ellipsis and aposiopesis are 
for the theatrical effects of conciseness and the heightening of tension- 
neo-realistic drama of the present, the catalogue of the syntactic de'ic 
has no doubt burgeoned when compared with traditional stage

of

not

traditional!) 
In

used

tefL

and right-dislocation is employed fairly regularly as an indicator
ikcO

idiom®’. In Kroetz, forms occur which even go beyond these esta 
ventions, and which allow one to recognize the breadth of express!'

co”'

2) One tan compare tlic kind of texts which are to be found in tlie most e> 
corpus of spontaneous German conversation to date (Freiburger Texte I-I') 
and punk jargon in a scene from Strauss’ 'Kalldewey’ (first performed 1982)-

■xtciisi'S' 1’1
with

3) Page (1973:4).
4) Kennedy (197.5:15), ef. I.arthoma.s (1972:17511.).
5) Cf. the survey of research by Betten (1977/1978).
fi) Ochs (1979:77) makes the same observation for English-language authois.

tin'
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ifltaneous speech^). Occasionally sudden switches in the middle of con-
are attempted as well as mixtures of anacolutha, parentheses, ellipses.

jetten

ei{or 

are

in <iictions
otions, and fresh starts, -which cannot easily be defined formally, just as 

them in authentic texts®’. Repetitions also occur frequently, for 
ole. in countering sequences (as a sign of agreement or questioning) and 

.mphasis, both long practised in dramatic dialogue. But today repetitions 
also found tightly packed in a brief sequence, e.g. as a sign of intellectual 
obility (especially in M. Sperr)®’, or in longer passages as a reflection of 

*jj^e”^circular or spiral movement of thought (typical of T. Bernhard). To this 
extent, the repertoire of syntactic devices taken from the spoken language and 
used in these plays is broader than Grosse assumes.

On the other hand, even if a general tendency can be observed toward a
I loosening of the sentence structure prescribed by the norm of the written 
I language, and even if no classification in terms of coordination, subordination, 
ft insertion, afterthought or ellipsis is feasible, still, understanding in reading 
I and hearing remains a cardinal rule of dramatic dialogue, which unlike 
I transcriptions of authentic dialogues is conditioned by its medium. The imita- 
” tion of real speakers’ permanent struggle for intelligibility, with such syntactic 
I consequences as false starts and self-correction, would only distract us from the 
I communicative interests of the author^®’. If a device is selected from this area, 
L then it is done in the traditional fashion to characterize the individual traits

of a figure^i), or more rarely, as an intentional sign of spontaneity. Signals 
( indicating the dialogue structure and those used for ensuring comprehensioni2> 
I are likewise underrepresented, since they have no function under the communi- 
I ®8iwe conditions of the theatre, although they play a significant role in face- 

to-face communication. Routine formulae such as introductory signals (openers
Of starters) are chosen primarily as indicators of spoken language, but in plays 
taken as a whole, these formulae usually assume another function, i.e. to create

) Examples from Kroetz’s ‘Mensch Meier’ and ‘Der stramme Max’;
^^«ecs which

a) Left-dislocation: in-
de ictic deviate from the norms of the written language in the choice of the co-referential

pronoun: Der Adlermist, wenn man ihn in die Augn kriegt, wird man blind!/ Mein
BiZot, is ebn gefährlich:/ Deutsche Mädchenwunder, da is sogar der König von

—fi) Right-dislocation with 
kink. *he norm; Das is ein Dieb, derKiJ^‘dislocation 

an

an anticipatory co-referential pronoun, not cor-
; Das is ein Dieb, der Herr!/ Jetzt, wo es ausgstandn is, die Angst, c)

8)
9) An

Bettel

or topicalization of the accusative object and verb ellipsis or elliptical sentence 
thought?: Keinen vernünftigen Gedankn, der Mensch.
:n (1976).

^arthj.'' from Sperr’s ‘Landshuter Erzählungen’: Laiper; [.. .] lAer Sonn ist rücksichtslos,
rücksichtslos ist der. Laiper; Prost! (Sie trinken) Ilie ein Mensch so rück- 

iQj Martha; Der Sonn ist rücksichtslos. Ja Laiper: Soicas Rücksichtsloses. [...]
’'age (1973:11, 52f.).
Lecch/Short (1981:165).

H^glish .. “Gliederungs-” und “Verstandnissicherungssignale”,
attention signals” and “linking signals’, “connectives”, “gambits” etc.:

!>)

*’*h,
“Routineformeln”, in

'"iti,tons
for terms and

See Edmondson/House (1981).
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and support a certain psychological atmosphereis). In this way, instead
functioning to move the dialogue in a particular direction, their task is
to that of the lexicon and phraseology, which have always been the
niheant levels for representing true-to-life language, since they best
connection between a depiction of the milieu and an 
language.

. of 

"lost sig, 
allow the

■-» of
implicit criticism

More precise investigations show that despite a broadening of the lin • 
repertoire, each of these dramatists still makes a limited selection from 
phonological, morphological, lexical and syntactic resources to be found 
spoken language, and thus creates his own i '

the

unique language by combining them
in various ways. For each of the leading authors, the individual selection 
stands in a close relationship to the content of the play concerned L 
expressing something about the manner of communication and communicativ-
problems, something which all of these dramas ultimately treatH).

by
v’e
An

investigation of the code needs to be supplemented by the analysis of typical 
speech-act sequences and strategies. The latter have been convincingly dis­
played by Ohmann (1973), Fish (1976), Noguchi (1978), Burton (1980), and in 
Hess-Lüttich (1980) for various dramatic texts. However, to regard this ap­
proach as the only meaningful contribution of linguistics to the analysis of 
literary dialogues appears to me just as one-sided and faulty as the previous 
concentration on single code phenomena. Linguistics today, given its knowledge 
of natural language, is capable of describing the particular quality of literary 
texts (and especially of fictional dialogues) with a view to revealing their con­
ception of linguistic reality as well as their stylization, on both levels—the code 
itself and dialogue structure^®’. It should be the goal of stylistic analysis to 
work out the basic structural patterns and their largely complementary rela­
tions to one another in both areas. In doing so, it should reveal the essence of 
what the author intended to achieve on the superordinate level of communica­
tion between author and recipient.
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“Metaphor and Poetry;
Problems in a Hermeneutic Theory of Metaphor”*

Masako K. Hiraga
Aoyama Gakuin University, Tokyo

I

The purpose of this paper is to clarify the limitations of a hermeneutic
theory of metaphor proposed by Paul Ricoeur by applying it to Japanese ha k 
poetry. It will be demonstrated that some of Ricoeur’s notions used for i

Jjj; explication of metaphor present difficulties in interpreting haiku, Japanese 
traditional metaphorical discourse, to the extent that they are implicitly based 
on Western culture.

u

interpreting haiku, Japanese

I. Major Traits of the Hermeneutic Theory of Metaphor

Main theories of metaphor so far proposed may be roughly divided into 
three types: i) rhetorical view, which regards metaphor as an ornament or for 
persuasion; ii) semantic view, which regards it as a transference of meaning; and 
iii) hermeneutic view, which regards it as a creative function.

The hermeneutic theory, to which I will confine myself here, is proposed 
by Paul Ricoeur mainly in his work. La métaphore vive (1975).’’ He attempts
to give an account of what he calls ‘living metaphor,’ defining it as “a strategy 
of discourse that, while preserving and developing the creative power of lan­
guage, preserves and develops the heuristic power wielded by fiction. (Italics
in the original.)”2> The hermeneutic theory sets out to explore the 
of metaphor on the level of discourse which ranges from a sentence to a ’i'
text, presupposing that metaphor is a poem in miniature.

This theory is characterized by two major problematics, i.e., metaphof 
‘conflicting structure’ and as ‘creative function.’ The hermeneutic view i S

-is accoinpa»*«

as

‘conflict’ or ‘tension’ in metaphor as a crucial point. Metaphor
by tension between semantic impertinence and pertinence, between literal an‘'
uy LCiiaiuii UCIWÇCU acmaiiLiv iiuvugv
metaphorical interpretations, etc.^’ In other words, tensive element 
mediated in metaphor by the work of predicative assimilation, althoig

--------  ■ ■ ■- regarded^

are
their

conflicting structure is preserved. This tensional structure is 
tial to the creation of meaning and reality. ‘Creativity’ heretial to the creation ot meaning ana reainy. vrcauviiy 
semantic and ontological productivity of metaphor. Namely, nietap 

r !• _________frpiieratea

fOO- 
the

stitutes a momentaneous creation of linguistic meaning genet

• This paper is prepared witli the collaboration of the research group under 
of Professor Yasuo Isami of Aoyama Gakuin University, Tokyo. I would like 1 
hearty gratitude to Professor Yasuo Isami for his valuable guidance, and also to ' 
especially to Ms. Akiko F. Sakuma, for their comments and suggestions.
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gdiire oi coniextudi aciion on one nano, ano renovaLcS me reierentiaJ
by redescribing reality in a new light on the other.
the hermeneutic theory provides a strategy for interpreting the world

Ji-
. HiragaК-

of contextual action on one hand, and renovates the referential

■edescribed by metaphor. Following Monroe Beardsley (1958),*> Ricoeur 
- that the explication of metaphor is to serve as a test-case for the method 
’’^jjjterprcta'^i®'^ of larger entities such as the entire poem. That is, a poem is 

rded as a metaphorical discourse in a broad sense. In order to examine 
*^¡5 hermeneutic theory, let us apply Ricoeur’s explication of metaphor in 

terms of ‘conflicting structure’ or ‘creation through conflicting mediation’ to 
haiku, Japanese traditional poetry, and see whether and to what extent his 
jttethod holds good for the understanding of the Japanese traditional metaphori-

aS ri

' of

cal «discourse.

II. Application of the Theory to Japanese Haiku Poetry

Let us take up a following haiku poem by Basho, and examine the ap­
plicability of the hermeneutic theory for it.

“Shizukasa ya/ Iwa ni shimiiru/ Semi no koe.”
(“Such stillness—/ The cries of the cicadas/
Sink into the rocks.”) (Translated by Donald Keene.)

This poem was inspired when Basho visited the Ryfishakuji Temple during 
his travel to the Northern part of Japan. It was near sunset in early sum­
mer. The mountain temple was quiet. There was a pile of numerous mossy, 
Pgantic rocks. A few cicadas cried in a rather low, monotonous tone.

In this poem, ‘shimiiru’ (to penetrate) is a metaphorical word, and also a 
whole text itself is a
not

metaphorical discourse, since it has equivocal meanings.
only speaking superficially of the natural silence, the voice of cicadas and

1 'be rocks, but also of something higher and profound in the poet’s mind, i.e., 
hie etprn-,1 ,.hii_

I
eternal stillness.

If We follow the hermeneutic theory, this metaphorical discourse could 

as conflicting mediation between two opposing factors, e.g., be- 
penetration’ and its context—‘the rocks,’ ‘the voice of cicadas,’—and 

the voice of cicadas’ and ‘the surrounding silence,’ etc. According to 
'he conflicts would not melt into one, but be put in confrontation, 

teljtj^ such conflicts a new meaning is to emerge and a new referential 

’ll.

be

b,

Ri

reality is to be established.

^toblerns

di
¿ «enw that

'‘tifi, at the semantic level, Ricoeur’s explication is plausible as It
^he immanent sense of this haiku; however, at the hermeneutic level

Ricoeur assumes, metaphor projects

'ft

L poem? Are the explanatory notions of hermeneutic theory, especial-

following questions. If as
'aik own, the way of being, then, should the metaphorical discourse
L explained in accordance with the world of haiku, the way of being
Esho’s ■ ‘
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ly the notion of ‘conflicting structure’ or ‘conflicting mediation 
the understanding of the world in Basho’s haiku?

Basho’s words give us a clue: “Learn about pines from pines - 
bamboos from bamboos.’’®) What is meant by this is that if a hai'k 
arise naturally from the object, the object and its observer becom

* for

’«d ab,
does •out

Ooi
the observer cannot realize the feeling of the object, since his self ’ *’*’1
This teaches that what a poet must do is to be one with what
‘zoka,’ i.e., to be fused with nature. Then, we come
we

to a real awaken! 10 calls--------- , ---------------  -V, V, awaxenine n
find the idea which makes a sharp contrast to Ricoeur’s notion of ■ 

, Ot conflicr •It is the notion of ‘original oneness.’
Let us return to our example and see how it works. The poem 

describes the profound stillness prevailing in nature including the 
self. Basho pictures his theme with a touch of vivid action, the

essentially 
poet him-

voice of cicadas.
but only in order to intensify stillness. The voice may first be felt as disturbit • 
then, all the more a deepened mood of stillness prevails in the poet’s mind 
The voice of the cicadas is absorbed into the stillness. Thus, the voice
penetrates the rocks. Stillness is resonant with the tranquility of rocks and the 
eternal loneliness of the poet. The metaphorical word ‘shimiiru’ represents 
this whole process of becoming still. The whole poem as a text metaphor 
crystallizes this moment of becoming or melting into the eternal stillness. Such 
sense of fusion in haiku is a way of ‘satori,’ i.e., awakening in Zen Buddhism, as 
R. H. Blyth (1949) says:

"haiku is a kind of satori, or enlightenment, in which we see the life of 
things. We grasp the inexpressible meaning of some quite ordinary 
thing or fact hitherto entirely overlooked. Haiku is the apprehension i 
of a thing by a realization of our own original and essential unity wit 
it,... ”«)

It is not ‘the creation’ in the Western sense nor is it ‘conflicting mediatio 
. « --Ibut an awakening or enlightenment by returning to the original 

seems that the grasp of such unity cannot be well explained by the no 
‘conflict,’ because the latter presupposes dichotomy of two objects. g^piica- 

So far, we discussed and demonstrated that Ricoeur’s hermeneutic . .
tion of metaphor has some difficulties in interpreting a haiku. Why is it?

of

itiood assumpi'.
we notice when encountering such difiiculties is the presuppose jualis'*^ 
of the explanatory notion of metaphor itself, i.e., the fundamenta
or dialectical approach within the Western frame of reference.

Therefore, it can be pointed out that the hermeneutic problem 
must be more concerned with the cultural aspect. It might be
tioned whether the notion of ‘metaphor’ itself basically reflects 
origin of the Greek metaphora (to carry over), and then, it Wi
what extent it could adequately account for seemingly
Western languages such as Japanese, since the Japanese ‘yu’ in

further 
its etym®“”;

T. .1,1ica'

asi
in

to

similar ‘iny<
• in the

or ‘hiyu’ means ‘to make aware,’ or ‘to realize.’ These problems
wait ft”'
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The Tone of a Text in Linguistic Terms

PI

Johannes Söder lind 
University of Uppsala

“Tone” is a term frequently used in the description and analysis of
In his Practical Criticism, 1. A. Richards suggested that tone reflects * 
speaker’s attitude to the listener,^’ but otherwise the term seems hardly^ 
to be defined, and the question of how the tone arises out of the text has bee^^^ 
neglected. In the present paper an attempt will be made to explore the 
meaning of the term as it is actually used and to find out to what extent and 
in what way tone is conditioned by linguistic facts. It will appear that the

reflects

use of the term is not limited to the relationship mentioned by Richards. We 
will be concerned in the first place with prose fiction, and examples will be 
taken chiefly from the literature of English-speaking countries.

“Tone” is basically an auditory term, but in the case under discussion it is 
used figuratively and has near-synonyms such as “spirit”, “style”, “character”, 
“tenor”, “atmosphere”, “vein”. In fact, many of these enter into the defini­
tions given for “tone” in our sense in the dictionaries. Here is an instance: 
“A special or characteristic style or tendency of thought, feeling, behaviour 
etc.; spirit, character, tenor; esp. the general or prevailing state of morals or
manners in a society or community.It seems advisable to differentiate our 
“tone” from its near-synonyms, especially “style”. Let us say that “tone” indi­
cates the non-cognitive part of the response evoked by a text. Under this defini-
tion tone is not normally associated with a purely cognitive content. Cf.

Biihler’s Symbol function below.
The actual sense in which a term is used can be shown with a certain 

of objectivity by examining its collocation with other words. This me
of the series 

Wehas been applied to the term “tone” as it appears in c. 30 items 
Writers and Their Work and in a few other works of literary criticism-^ 
find a large number of adjectives collocating with tone. Most of them repr■eseiit

the following semantic fields:
1) an inner, individual field, in which adjectives reflect mental attitud

may be dispos^'^”'
either comparatively permanent (temperament), e.g. brooding, subv’^i 
ate, grave, light, melancholy, pessimistic, restrained, serious.
of this type is associated with drama, e.g. comic, burlesque, fard
or comparatively temporary (temper), e.g. aggressive, angry: exii

facetious, indignant;

2) an outer, social field, in which adjectives reflect

1086
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either manners and morals, e.g. blasé, brutal, emotional, flippant, moral,
pathetic, satirical, sentimental, sophisticated, witty, wry; or esthetics, e.g.
elegant.

¿(lerlindSöll

Some of these categories naturally shade into each other. What strikes one
the absence of auditory adjectives. Such terms seem rather to collocate with 

** (a deeper note, a false note}.
A distinction should be made between the basic or underlying tone of a

IS
Jiote

and its surface tone(s). This distinction is borne out by many passages in 
(I,e material. Thus Elizabeth Bowen is said to treat a tragic theme in the vein 
of comedy®*, and Anthony Burgess’ comedy is described as keyed in a pessimistic 
tone^’. The most glaring instance is perhaps Swift’s Modest Proposal, which

text

I has been described as “a masterpiece of macabre humour, written from a fund 
I of despair”.®’ A similar instance in modern fiction is Achebe’s novel A man of 
I the People, which is reviewed as follows: “ .. . a sparkling piece of satirical 
I virtuosity, yet we feel throughout that deep anger, bitterness and disillusion 
I are never far beneath the surface.”«’
I ■ The surface tone is more accessible to linguistic analysis than the basic 
I tone. Several linguistic models come to mind as possible instruments for this 
I analysis. There is no doubt that Buhler’s Organon model, in which the three 
r functions of symbol, symptom and signal are distinguished, is of some 
t relevance here. The same is true of similar later models, such as those found 

in speech act theory. But for a more detailed analysis these models seem to 
t be insufficient. Let us turn instead to Crystal’s and Davy’s well-known model 
I in Investigating English Style."^ The authors here account for the levels of 

linguistic description—phonetics/phonology, grammar, vocabulary, and seman- 
I —and relate them to nine dimensions of situational constraint, namely,
: ’’’dividuality: dialect; time: discourse, comprising medium and participation;

province; status; modality; and singularity. Let us briefly consider the relevance 
of these dimensions for the rise of a surface tone.

individuality. It is easy to point to individual features of style that con- 
^y*bute to a specific tone, e.g. Henry James’ gerundial and relative construc- 
'*ons and Samuel Johnson’s latinising vocabulary.

Sil T* r 5) f* Z-V*** ZV zu . v* O Z« L , z,w Vkz zZ« 1 Zb >,Z,1 Z ~T
Time is all-important for

the
Surface tone e.g. in Scott’s historical novels. In Golding’s The Inheritors

a extremely simple syntax and vocabulary of the dialogue helps to visualize 
community. Discourse: direct speech in a novel necessarily adds a 

to the text. Dialogue, a basic structural device in the novels of 
^ornpton-Burnett and Henry Green, makes a powerful contribution to the 

tone of these __  ______ __ „____ ______  -
^^rs, often to create a comic tone, but in more modern times also for serious

novels. Dialect. Regional dialect has been used by many

even tragic matter, as in Dickens’ Hard Times, (an example of functional

^01 Legal language contributes much of the tone in Dickens Bleak
> as does the language of religion in Graham Greene’s The Heart of the

in the field of tone). Class dialects mostly contribute a comic tone.
■* T_____1 -I______  . _ _______________________________ 1_ -.1___ _ Ti
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Matter and political language in Meredith’s Beauchamp’s Career

1

'У Jim.

«.«ч.мх лад Ч.Д VA Д кД Д I ИЛ H t-^UTCCT
InCarey s Prisoner of Grace with its sequels. Status. The social relationsfi' 

tween protagonists is decisive for the surface tone e.g. in Forster’s A 
to India, Alan Paton’s Too Late the Phalarope and Kingsley Amis’ Luck‘‘^^‘^^^ 
Modality. Joyce Carey’s Not Honour More starts out affecting the tone 
shorthand report. In Pepys’ Diary the surface tone is surely conditioned 
genre to which the text belongs. Singularity. The outstanding instance

a
by the

James Joyce’s Finnegans Wake. A surface tone based on here i

found in Anthony Burgess' A Clockwork Orange. 
To these dimensions we might add Place as

'' Mere IS 
singularity is

a counterpart to Time andexemplify it with Egdon Heath in The Return of the Native and the moors in 
Wuthering Heights. We might also add Persona, or Mask, as a potential con 
tributor to the surface tone; or else it can constitute a tone level intermediate 
between the other two levels.®^ Normally, author and reader share the same 
or very similar attitudes to the concepts expressed in terms of these dimensions
If that is not the case, misunderstandings or reactions not aimed at by the
author may arise in the reader. A regional dialect may, for instance, cause 
widely different reactions. Cousin Feenix’s class dialect in Dombey and Son 
may not even be noticed by some readers.—It should be added that the surface 
tone frequently changes in the same work, thus e.g. in Sterne’s Sentimental 
Journey and in Dickens’ David Copperfield, where the Little Em’ly text and 
the Micawber text are in glaring tonal contrast.

The basic tone, on the other hand, may be complex, but it is normally 
homogeneous throughout the work. It is one of the unifying elements of the 
text. The dimensions of situational constraint discussed above do not suffice 
to explain the basic tone. It may, but need not, coincide with the surface 
tone. It is a function of the writer’s vision and as such, in Buhler’s model, 
associated with the Symptom aspect rather than the Signal aspect; the latter 

I
I 
I

ties up with Richards’ definition of tone (see above).
Like the surface tone, the basic tone may be lost on the reader, 

Travels, superficially a travel story, conveys a basic tone which is 
by children and indeed by many adult readers. The basic tone, too, 

- his

missed

dif- 
svithbe replaced by another in the mind of the reader, depending on 

ferent outlook, taste, experience, situation etc. This seems to be the ggr 
most Gothic novels, which were meant to inspire terror but now tend to 

or complex- 
of tragedyridiculous. The basic tone may also be genuinely ambivalent

the
and

Bowen’s novels. The reverse, a comic basic tone coupled with

ending of Hardy’s Far from the Madding Crowd is a mixture 
comedy and apparently intended as such.

A serious or even tragic basic tone is frequently associated w’l
surface tone, thus e.g. in Fielding’s Joseph Andrews and in several o

' f tbe techtti^
tone, seems to be less common in novels. It is, of course, one ot tn -

Elizabeth 
siirfat^^

ian^’

of parody. In recent times it has been manifested in so-called sick - 
We have found that linguistic models, more particularly in the p

тз ,ic
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of situational constraint, can help to explain the rise of a surface tone,
they are less adequate in connection with the basic tone. The basic

f*** emanates from the author’s vision and is subjected to the same uncertain-
vfas that vision.

J-

ties'phe two levels of tone contribute in interaction to the overall impression 
" ’ ’ ’i more than two levels,(veved by the text. Perhaps we should reckon with

in cases where a persona or mask is involved. This question requires further
e.g-tudy- overall impression established by the interaction of tone levels

“mood” might be appropriate.I the term
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Chinese Elements in the Tangut Script

Hwang-cherng Gong 
Academia Sínica

1. Introduction

The Tangut script as promulgated in 1036 is generally regarded as one 
the most complicated writing systems in the world. Due to the efforts of, , ° '------ -------  —enures ot many
scholars, especially Lo Fu-ch‘ang (1914), Nishida (1961, 1964, 1966), Kycanov 
(1964) etc. and to the translation of the Wen-hai and the Wen-hai tsa-lei into 
Russian by Soviet scholars (Keping et al. 1969), we have come to understand 
the composition of quite 'a number of Tangut characters.

There is no doubt that in the formation of the Tangut script the Chinese 
writing system played an important part, but it remains obscure exactly what
kind of influence the Chinese writing system exerted on the Tangut script.
Some attempt has been made to look for the origins of Tangut Characters in 
the Chinese script. An excellent study of this sort was made by Kycanov (1964) 
and further investigation in this direction is certainly worthy of being pursued.
However, in the present paper I shall focus my attention on the principles
underlying the formation of the Tangut script and try to determine the traces 
of Chinese influences in them.

I

2. The Influence of Chinese Vulgar Script on the Tangut Script
2.1. Graphs with the left and right side reversed

In the Chinese script there are graphs which contain the same elements 
different positions. They are sometimes variants of the same graph

in
and some­

times different graphs with different sounds and/or meanings.□.S diltl/Or cOlll'
dictionary of Chinese chaiacter 

piled by a Kitan monk around A.D. 997, such graphs appear on a ajg 
The dictionary is said to have recorded the vulgar script actually us 
manuscripts of Buddhist sutras. It is all the more significant, 
mediately precedes the invention of the Tangut script around A. 
we find the same method of graphic composition extensively ®PP

In the Lung-k‘an-shoii-chien a

this i«®'

in
AS 
the

Chinese influence-Tangut script, we have to conclude that it owed to 
ing are but a few examples of this kind of graphic composition in the

Folio"" 
Chines^

and Tangut script:

Chinese: vulgar
current 

t?- vulgar

regular 
AL regular 
it regular

to whirl, as the wine* ,

pustule, pimple 
plume
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ti- c-

Tangut : earth
¿7; khweP big 

siwP ngin2

phut earth 
.í<l^e^ big 

whirlwind

is interesting to note that some Tangut graphs standing for Chinese 
loanwords are formed in this way.

Tangut words

flinie*
break 
wild animal

Chinese loanwords 
iy sweit break

Chinese words
it- suâi o break

wild animal it o?Dng animals

22 Graphs formed on the principle of semantic compounds with “not” as 
its constituent element

In the presentday Chinese script, graphs composed on the principle of
semantic compounds with “not” as its constituent element are extremely rare. 
The graph “to search for” is composed of T “not” and “see”. In the
Yil-p'ien it is registered as a vulgar script for Another graph in current use
is S “aslant, askew”, which is composed of T “not” and iE “upright”. This 
graph seems to have made its first appearance in the Lung-k'an-shou-chien 
together with the following graphs which tire no longer in use today:

-ft. not+:S long=® short, low in height

•4 <T' not+5^ light = B0 dark
<T' not + if? good = ^ bad
<T' not+<J/' few, little = many, much

The Tangut script made extensive use of this method and composed dozens 
af graphs with the graphic element •'), which is an abbreviated form

not 1 n rr ZiV O T-kl oc •not”. Following are examples:

2.3.

ywai'
'/1^ dzwat 

h’ 
giç' 
mri'

<( not+.^(^' upright = sideways, aslant
>1 not + ^Llong = short, low in height
^1 not + Xist.bright, Iight=dark
'I not + good = bad, dishevelled
'I not+fine, small = big

Graphs formed on the principle of fan-ch‘ieh
translating Buddhist sutras into Chinese, the necessity arose to renders

¡."’'■‘tions 

tkCljj ‘he ,_____ u... ______ J____
(i(5 ^e> it was rendered either in two syllables as diei-ta or simply as

rit sounds into Chinese script. Since, in Sanskrit, there were sound com- 
’ which did not occur in Chinese, the transliteration did not always
exact Sanskrit sound. For instance the syllable dhy(i did not occur in

I JL =‘‘te:

L
ïn the course of time, there appeared in the new translations of sutras an 

mark the sound- pt to coin graphs by the fan-ch‘ieh method, that is, to -----
.t- aracter by means of two characters. The first character was used to mark
I'ttial and the second to mark the final. For instance, in the Hsin-i-shih-
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sTJtSjrSi, we nnci me banskni upad/iynya rendered astiSjit-r
The new character-fc. dja is made up of two characters

r fT-h* _ 1_ i -.fli

ti-ching we find the Sanskrit upádZtyñya rendered
pua-di'a-ja.
and fh. °ia. The Lung-k'an-shou-chien (A.D. 997) has recorded
characters. Following are only a few examples:

iC-°tia <T otieng-Pfh. °ia 
1«. tia°<T otiengT'^ ia' 
•fS- dia’<3? „dieng+'g ia 
Ve°nia „nieng+ffe, “ja

o

o

*“*« sm,

‘''-enty-odd

''n,

Uo-
^ieui'8

such

In the T'nng-yin, a Tangut dictionary compiled in A.D. 1132, the Tan 
characters formed on the principle of fan-ch'ieh are marked with the 'gut
ponent characters. Following are examples: t's’o com­

tiaa +ri.-iaa
thia2<jc^thi’ + pA.-iaa

■if din2+

3. Chinese Elements in the Tangut Script
3.1. Graphs similar in shape between Tangut and Chinese

In the Tangut writing system there are graphs, which on the whole resemble
Chinese graphs of the same meaning or sound. For example, the Tangut 
graphs men’ “door”, fli kyo'- “teeth” and sa’ “family name” look like
Chinese fl (presumably the vulgar form for H “door”), (a vulgar form 

si respectively. The Tangut radical X “metal alw 
vulgar form for ‘ metal .

for “teeth”) and .t.i: o
bears a striking resemblance to Chinese 'S', a
Tangut graphs of this group are direct imitations of Chinese characters.
3.2. Graphs similar in construction between Tangut and Chinese 

Another type of Chinese influence can be observed in the construction of

some Tangut characters. The Tangut ¿t. Ijwu'’ is a loanword from Chines
(3. Since the Tangut graphic element “mouth” corresponds to the Chinese

in pil*”®graph n “mouth”, there is parallelism between Tangut and Chinese m P 
.1---  _i---- - 'T'---- - '< ,i,.„2 "single” ” ^vuig”"

are consiructea on me mouci oi caimcsc single” and a pair 
forms of and’^). Here the same elements are put side by side m

up the same elements. The Tangut X_ dzin- 
are constructed on the model of Chinese 'f

(vulgar

being piled up.
3.3. Chinese phonetic elements in the Tangut script ofte»V-Illliesc pilUllClie ciciliciiia III me Qii*

In the Tangut script the graphs standing for Chinese loanwor ¡„gs.
___ J V ,______ -T-________________»ti₽ same meaformed by adding some radicals to Tangut graphs with the same

For example:

Tangut 
i^keui’ family 

seui- family

Chinese
name 
name

l‘Ä
okau high, family name

/J' “siau small

Tanguy 
t bin' ■ 

tsd

The most important thing here is that these graphs are read as
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tling to the meanings of their right parts. Without a knowledge of Chi-
^vould be difficult to understand how these graphs are made up and how

H- c. Gong

I iiese 
I they

are pronounced.
Chinese semantic elements in the Tangut script

In the Tangut script there are graphs, the composition of which is incom- 
rehensible, unless Chinese semantic elements are assumed to be present. For 

^stance, the graphJ?пlCs¡wэ^ "grief, sad” has the graph su^ "to be like” 
’ constituent. Since no semantic connection seems to exist between them, 
we are inclined to think thatfiLsu2 is the phonetic in siwa’. As a matter 
of fact, these two graphs are used in translating Chinese words JS oigu “to be 
like" and $ ¿i^u “grief, sad”, which are homophonous in the Chinese dialect 

to the Tangut. This example shows that the two Tangut graphs are known
connected through the medium of two Chinese homophonous words semanti­
cally equivalent to each of them.

4. Concluding Remarks
In the foregoing I have tried to outline the scope of Chinese influence on 

the formation of the Tangut script. I have traced not only the principles of 
formation, but also the shape and structure of some individual Tangut graphs 
back to Chinese origins. The most conspicuous thing in the Tangut script is 
that Chinese phonetic and semantic elements are mingled together with Tangut 
elements in forming graphs.

r
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Motivation and Methodology in Reforming Writing Sysi 
fin tnrk Km nnoronzio i-lvA ___ A W *'On the Emergence of the Vocalization Systems of Heh

Shelomo Morag
Jerusalem, Israel

IS*

In this paper I propose to deal briefly with a chapter in the hir I r r »run «, in lllg hisiorv f
linguistic thought that is not represented in the way it deserves by histo ” 
of linguistics, namely with some aspects of the theory that underlies
reforming of the traditional writing systems of three Semitic languages, Syria 
Hebrew and Arabic. To a certain measure, my presentation will constitute 
continuation of a number of points raised, some twenty years ago, in my 
monograph The Vocalisation Systems of Arabic, Hebrew and Aramaic (The 
Hague, 1962). Since its publication, significant work has been done in the

a

field, and there is, therefore, room for a fresh look into the subject. In this 
paper I shall deal mainly with Hebrew.

The traditional orthographies of Hebrew, Syriac and Arabic denoted only 
some of the vowels, but even for these vow’els the graphic representations—by 
the so-called vowel-letters—were multi-valent.

This was the situation before certain reforms in the orthography were in­
troduced. In Syriac, beginning with the fifth century A.D., in Hebrew with the 

were invented tosixth or seventh, and in Arabic w’ith the seventh, special signs 
denote the missing vowel phonemes. These signs are known as the Vocalization

of the texts,Systems (henceforth: FS). Although, because of the sacred nature • long- 
the signs were placed above and underneath the letters (occasionally also a
cMa Q cn tbnf- tbA linPiir CriPllinCr nf tbp WnFfR was not ilttei «side a letter), so that the linear spelling of the words was not -----
actually happened was a reform in the orthography, and one that has 
the dependence of the reader on memory and context.

These reforms, particularly in Syriac and Hebrew, were the 
exacting and continuing processes, lasting over several centuries.

chaiig«'

were OlltCOIll^
They

number of stages, requiring an analysis of sequences 
segments on the one hand, and the establishment of the notion of t ’ 
on the other. Our sources for the reconstruction of the history

prised a of r

of the

of
ton'"

photie"“^
.hone"’*
1’5 '■̂ ary

I 
I 
I 
I

icrip'lAAX, A.A A-VJ. A. A _____ _____________ -
from one language to the other; while Syriac provides ample 

- , , _____ -.„rtfirted It** t Ievidence for the early stages, Hebrew has comparatively restricte 
of this'kind, though significant information is provided in the - 
early biblical philologists (the Masoretes). Arabic has evidence of t ’

^-ritiitg* O',f t"^

ly biblical philologists (the Masoretes). Arabic has evidence of 
An analytical principle of methodological significance, establis 
Syriac and Hebrew philological schools in which the VS were 

that of phonetic contrast (henceforth: PC). A further step in
the Syriac and Hebrew philological schools i

process was, as we shall see, the establishment of the notion of pho^

1094
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shall briefly describe the emergence of these concepts in one of the 
philological schools. In this school, the Tiberian, the concept of PC 
evident and was established by relating the ultra-short vowels to the

tio”' ,

the reading tradition carried over by this school, this quantitative feature 
considered phonetically relevant: its vowel system in its entirely consisted

5even phonemes, each of which had an ultra-short counterpart:^’

ordinary) ones.

V’3S

1
e
£
a

U
О

â

I

11
P 
I!

1
ë 
z 
a

Ü
Ö

â

Although this feature was of no phonemic significance, the Tiberian 
philologists took great pains to represent it clearly. It was first indicated in 
minimal pairs of homographs differing merely by having a “full” vowel versus 
an ultra-short one. For the member of the homographie pair which has a full 
vowel (usually /a/) the term mil''el (“above”, “upper”) was used, while its 
counterpart, having an ultra-short vowel, was denoted by the term milra"
(“below”, “lower”). These terms quite probably referred to a pair of diactritical
dots, one of which, placed above the word indicated a “full” vowel, while the 
other, underneath the word, denoted an ultra-short vowel.

Later on, a special sign—the sewd—was created, whose function was to denote 
this feature of ultra-short duration. The sewd sign was used also to denote zero, 
namely the non-existence of any vowel. Thus this sign became phonetically 
bi'alent. This bivalence may be accounted for by the assumption that the 
Siberians regarded zero and ultra-shortness (of vowels) to be two entities in 
'^°'^nplementary distribution, the occurrence of either of them depending on 
syllabic structure.

these linguistic considerations there was another reason for the 
Ph’iV Tiberians. In introducing their reform, these

established a principle that may be formulated as follows: no letter 
^'iting a consonant should appear without a vocalization sign (unless it 

s at the end of a word). If a letter representing a consonant does not have 
tienoting a vowel, it must have a sdwd sign. This function of the

'oine,
a

the 1 *'***^ be defined preventive-, if no sign denoting zero woidd appear under
atiii

*e>ter,
ail the reader might assume that a vow’el had to be supplemented here.

eironeous reading woidd result.

1 its ullra-sboit vowels were of allophonic status. One, /i/, liatl a phonemic status,
I '"’tOonal load was exceedingly light. Cf. my Гос. Syst., p. 22, footnote 17. For the

l|)'''oli'5 '1'^ ''“"’’‘‘I system of Tiberian Hebrew see now my paper, .Some Noles on SeZomo
Як bj. ^’"Uributions to the Linguistic Science of Hebrew, in Interpreting the Hebrew Bible
Ж . ...

'>r aanother riew see .4. Dotan, Masorah, Encyclopedia Judaica, \'ol. IG, cols. 1431-1-432.
I '’iiitlial Festschrift, cd. by J. .4. Emerton and S. C. Reif, Cambridge, 1982).
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Let us now deal briefly with the concept of phonernic opposition fh 
PO) and its graphic notation. Once again the evidence is furnished 
by the Tiberian school, in the history of which this concept emerged_ -
quite early—out of a j '

prim:’’■th;
«trily

I
— —-------J _ '*iy
phonological analysis of a prosodic feature.
VinHc of CfrPCC e««-kz4 ________ 1Hebrew possesses two kinds of stress: primary and secondary i; ' 

phonemic, although the functional load of the second is rather limited” 
Tiberians noted the distinctive role of the secondary stress—which

thev
trasted with zero stress—and created for it a special sign, the gi'^yd (the ■ 
stress was denoted by the accents of cantillation). Their scale of P**

The 
con.

Priman. 
stress thiK 

consisted of three degrees: /0/ {zero stress), /V/ (secondary stress') i, । ,• ' I « yr
(primary stress). /0/ and /N ■ contrast, as well as 0 and /V
do not contrast.

Compare the following example:'”

<y)'r’w> “they will be afraid”

V and V/

//yir’ii/ = [,yiru’ji]
versus <yr’w> “they will see” = /)'?r’ii/=[)!)r’ti].

The principle of PO -w^s, also applied in the process of extracting the vowel­
phonemes out of the phonetic segments and consequently creating the proper 
signs to denote these phonemes. In the initial phase of this process there is 
no notation of specific vowels. The focal problem then was how to distinguish 
minimal pairs of words, which differed only in one vowel-phoneme. The 
approach of the philologists to this problem may be termed “logographic”— 
since it is concerned with the whole word as a linguistic unit—and is marked
by the notion of relativity.

achieved by establishing opposi-The differentiation of the minimal pairs was;
tions between individual vowels and groups of vowels, and by marking these 
oppositions. For the latter purpose the terms miPel and milra'’ (see abov ) 
were once again applied, but their meanings in this capacity were different.

MiPel denoted a word whose differing vowel-phoneme possessed a relatn 
back-articulatory feature, while milra" denoted a word whose differing

vowel'

phoneme had a relatively front feature (when two back vow’els had to 
entiated, miPel represented a word with a higher vowel while milra’^

stood f<”'

a word with a lower vowel).
Thus, these relationships were obtained:

mil‘el
/U,'
, 'o ''

and not /i/, 
and not /5 /, 
and not l-Ai,

,z'a/, /e,', /i/
/e
/i''

iiiilra'^

Cf. the following example:
<6n'r>

<;^bnyy
mil'^el= ■- bano'^ar in young dge’’
tnilra‘ = /bana’ar/ “in the young man”

(a note on the marking on mil'^el and milra'': it is possible that these 

3) Angle brackets denote the orthography of the forms.

ter'”^
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laced above and below the words; but while Syriac Mss. do reflect this
• i    A f i’f y-1z-k «/-»»■ c iil^c H n f-1 ol ^i7«rlonz*zi f/-**» i f-XintS -----to ■ Hebrew Mss. do not provide substantial evidence for it).

pf^o'^^establishing these relationships and ascertaining the functional role of 
^.tu-els within the sound system, the Hebrew philologists have made the final

il'O
voxels
towards establishing the concept of the distinct vowel phonemes. The 

of the particular vowel phonemes by special signs then became astep 
,ark*f*S ¿nical matter.iiji

fe:;."

I '.I

11

I

1 h,



On the Linguistic Basis for the Use of Capital Letters
Dieter Nerius

Wilhelm Pieck University, Rostock, German Democratic Republic
I

The point of departure in our examination of the linguistic basis 
use of capital letters in orthographic systems is the proposition that 

spelling 

written

for the

is a relatively autonomous subsystem within the system of the 
standard language and that it fulfils specific functions in social communication^ 
the most important of which are the notational function on the one hand and 
the comprehension function on the other. In the case of the notational function 
(i.e. the conversion of thoughts or speech into writing) it is the interests of the
speller which are primarily at stake. For him the graphic norm is a guide to 
action which he must follow. In opposition to this, the comprehension function 
(i.e. the conversion of writing into thought and/or speech) primarily affects 
the reader’s interests. For him the graphic norm represents a pattern of expec­
tations and, apart from the fact that the written text should provide the 
opportunity of reproducing its sound form, the main consideration is that it 
should facilitate the rapid comprehension of meaning. This task consequently 
leads to the additional graphic marking of certain elements and relations in 
the written language which are relevant for the comprehension of meaning.

One of the specific graphic means which serve the comprehension function 
of this graphicare capital letters. All modern European languages make use

means. Capital letters only took on their special functional value in the course 
distinctionof the second millenium A.D. In the ancient world there was no 

between small and capital letters. A script was used, which from the pi esent 
point of view consisted exclusively of capital letters. In connection

with the

development of cursive scripts for everyday use an increasing 
took place within the majuscule script between the seventh and

ninth centuries

and in this way scripts consisting exclusively of small letters emerge .^juced 
European countries. Letters from the old majuscule script were re m 
into this minuscule script as capital letters in order to specially
positions in written text. Capital letters thus acquired a specia . .„r 
value against the background of small letters, which now r--»-.irp

marinto this minuscule script as capital letters in order to specially
■ a special 

formed
basic

script, the unmarked form. By means of capital letters
text and also certain elements within sentences were 
thus emphasized for the reader.

1 certain po’*; . 
additionally marl'

in

the variousIn part this development proceeded differently in tne v«*“-- 
languages both over time and as far as the result is concerned. To tl'^ 
capital letters represent an inventory of characters parallel to that 
letters, the elements of both inventories forming a set of paired

icr-

sin»'

Eiiiol-’'ica’’

1098
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heipe the capital letter not only expresses a relation to the phoneme.
• but over and above this gives further additional information whichI not refer to the phonological level but to features of other levels of the 

— system. Besides this, capitalization can on occasion also be used togg SySlCni. JJtoivtuo UAiio, La|Jiiau£auuil Ldll Vll ULLdolUll UC UbcQ L

respect' and deference for the thing denoted. Capital letters fulfil in 
eXpre® r , ....
^^•'^^^between the graphic level and the other levels of the language system and

this connection polyfunctional. In contrast to the small letters they make 
lear the relationships of the graphic level

to the textual level by marking headings, headlines and titles
_to the syntactic level by marking the beginning of sentences
_to the lexical level by marking certain words, word groups and word-classes 

or subclasses.

languages a number of tasks connected with the expression of relation-

are

Particularly with regard to the expression of the last of the above-mentioned 
relationships the development of the European languages has led to two differ-
ent results in the use of capitals: a minority type, represented today only by
Gennan; and a majority type, represented by all other European languages.

In the majority type the use of capital letters is essentially limited to the 
marking of proper names; either in the narrow or the wider sense. Obviously 
it is proper names which occupy such a special position in the lexical system 
that in all European languages their graphic emphasis by capital letters is 
regarded as necessary in the interests of the comprehension function. Not­
withstanding this basic correspondence the orthographic rules governing such

I

matters in various languages of the majority type do vary in detail, however. 
Thus the designations of members of a tribe or nation are regarded as proper 
names in a number of orthograplric systems and are consequently spelled with 
an initial capital letter, e.g. in English, French and Czech; in other systems 

y are regarded as common nouns and therefore spelled with an initial small 
h e.g. in Russian, Spanish and Hungarian. Both the origin of such differ-

^Oces the difficulty of arriving at exact rules in this sphere lie in the 
eins involved in defining and delimiting proper names. In the minority 

’11/ capital letters extends far beyond the sphere of proper names
’ncludes the whole noun-class and those words which can be understood

use of capital letters extends far beyond the sphere of proper

as
Usp (uominalizations). The effectiveness of the principles governing the 
graph’ majority type is in this way considerably reduced and the
Co^ji P’^ominence given to proper names only becomes apparent when these 

'■ Word groups which do not begin with a noun (e.g. Schwarzes Meer,

'hl
®^tsche
Ie Demokratische Republik). What is beyond all doubt, however, is

fact fhat the extension of capitalization to the whole noun-class and the 
'al, shifting of the basis for decision onto a higher, primarily grammati-
'On,

L ’M '^r 
''^ther

has led to considerable difficulties, especially for the speller. Here, 
reason for this lies in the absence of a clear boundary between the noun

has led

Word-classes. Even a most comprehensive apparatus of orthographic
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rules, which has attempted with increasingly detailed stipulations to del' •
fluid boundaries surrounding the noun, is in many cases incapable of
a clear decision. All published analyses of mistakes in German orthoX'*^*'*^
prove that such difficulties play an important role in actual written

■ht,

thç

cation in German.
■•''^graphy 
"omniuni.

This situation inevitably leads to the question whether the rules of 
zation in German ensure a balanced fulfilment of the functions of v,’ ' • 
whether the considerable difficulties created for the writer appear to be 
pensated or justified by the efficiency of these arrangements for the reader

‘capital;.

com. 
Therelevant empirical investigations into question of reading and comprehen ' 

so far published arrive at different conclusions concerning the role of capital' 
zation in this respect. A few investigations conclude that if general capitalization 
of nouns were abolished some kinds of reading would be made easier than under 
present arrangements. Others claim that this kind of change would entail 
certain disadvantages at first, especially in rapid silent reading. However, the
negative effects predicted are in no case so significant that they could not be 
eliminated by the process of habituation.

Contrary to what is widely assumed, the findings of empirical reading 
research do not give any substantial support for the retention of general capitali­
zation of nouns in German. They confirm from a linguistic point of view 
that the whole noun-class in German does not occupy such a special position 
either semantically or syntactically or intonationally as to justify giving it 
general prominence by graphic means. The categorial semantics of the noun 
is so broad that items from all other word-classes can be transferred to this 
categorial type. This hardly justifies giving special graphic marking to this 
class on semantic grounds. From the syntactical point of view the noun is
strongly polyfunctional in German; and as far as intonation is concerned nouns 
are by no means the words which are always stressed in the sentence. We thus 
come to the conclusion that not only do the rules of capitalization in 
cause considerable diflSculties for the speller but they also do not really o 

- which wouldany benefit, or at least any substantial advantage, for the reader
compensate for the above-mentioned difficulties. For this reason we 
that the orthographic rules governing capitalization in German shot

consid^f

brought into line with the majority type. This would bring a more 
fulfilment of the two main functions of writing.

balanc’
be 
;ed

ided fof
This kind of solution for the German language has been after

_ long time but it is only now, after detailed research on this question a 
agreement among linguists from the four German-speaking 
has come within reach. The main linguistic problem is to achieve a 
phically practicable definition and delimitation of proper names. The 
solutions of this problem arrived at in the other languages of the flu>^
are a clear indication of the difficulties involved. They result froin joy
boundaries of this lexical class — a problem, incidentally, which con b)

a that

set of rules which attempts to mark a certain class or subclass of "■°''
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'tals- For this reason no new arrangements can be expected to ensure the
c®?* jgjg elimination of all difficulties, though they certainly can lead to an
^''f'^ovenient by means of greater functional consonance.

P-

cap*'

not the intention of this paper, to present our

a

¡(IlpiO''jt is not the intention of this paper, to present our detailed proposals for 
pew set of capitalization rules in German. The principles of our proposals 

derive from the theory of centre and periphery of linguistic phenomena 
elaborated in Czechoslovak linguistics. We attempt to determine an orthogra­
phically practicable concept of proper names by the extensional method of 
listing its subclasses. In this way we attempt to arrive at a solution which 
combines relative unequivocality, clarity and stability with practical ease of 

Only the future will show to what extent we have succeeded.

ptiii

application.
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Proper Characters and Vowel System
of the Old Japanese

Yosio Yosimati
KyOsyO University (ex-professor)

V- Yosimali

^■ainmar acknowledged by himself as the most popular abroad, in which he 
jl^owed independantly the sounds and flexion of the old Japanese before the 
jiara-era, and further played the role to cut the Gordian knot, i.e. explanation 
uf nature of each sound founded on the anticjue phonology of Chinese language 
'‘Inkyo , which was kept at a distance by Japanese scholars in general way for 
jgar of labyrinth.
5 Some opponents are inevitable in this field too. Y. Yamada, self-taught and 
authoritative of Japanese language revealed his sceptic opinion early in 1937,

I The conjecture that there were proper characters, so-called Sindai or Kamiyo. 
mo(n)ji (prehistoric scripts) before the transportation from China through Korea 
to Japan in the sixth century has been transmitted by the Japanese scholars 
in the fourteenth and nineteenth centuries. Franz Philipp von Sieboldt, German 
physician noticed in his essay in 1840 the fragments of signs like the Occidental 
rune script and Oriental hieroglyphs carved everywhere in caves quoting the 
passages of an unknown book by also anonymous theologist Yukitomo Araki: 
“There must have been proper characters in legendary era in Japan”. Recently 
several books abundant in examples were issued in various apocryphal “Uetsu- 
fumi”, “Hotsumatsutae”, “Mikasafumi” and so on against canonical Kojiki

aiid Yosizawa, graduate of Tokyo Univ, and prof, of Japanese language of
jCyoto Univ, asserted positively the opposite view in 1968. Madake, graduate 
of Chinese language of Tokyo Educational Univ, and prof, of Fukuoka Ed. 
Univ, stated in his essay of 1960 and voluminous book of 1969 that the eight 
vowels of the old Chinese would not always have reflected
syllabaries of Chinese origin at that time.

The charisma during half a

on the Japanese

century began to be shaken at last. Two

and “Nihonsyoki”.
These characters, syllabic and sometimes alphabetic phonograms, of which 

documents were copied, to our regret, in much later eras than Nara as Kojiki 
itself, totally consist of five vowel system as nowadays. In some localities, how­
ever, in San-in district six vowels with ordinary “i” and other different one as 
phonemes are used. The above five vowel system relates to the following affair.
2 In the eighteenth century Norinaga Motoori remarked in 
work “Kojikiden” that twenty syllabaries “ki, gi, fi, mi, e, ke. p

his arduous life
,e, fe, be, me, ko.

essayist.s showed up. K. Matsumoto, prof, of linguistics of Kanazawa Univ, 
daimed in 1974 why the vowels themselves without precedent consonants 
only fi\e instead of eight, and Morisige, prof, of Japanese language of ____
Women Univ, doubted the usage of only one syllabary “ko” in the Heian era, 
which must have remained with another anomalous in the earlier Nara era as 
survival. Both revolutionary essays were introduced arranged five times on one 
of the central authentic newspapers in 1975-6 with the interposed protest by 
S. Ono, graduate of Japanese language of Tokyo Univ, and now prof, of the 
Gakusyuin Univ, how so many complicated Man-yo syllabaries were understood 
perfectly without cognition of quality of sounds by ear and that the number 
of sounds changes sometimes in

were introduced arranged five times

were
Nara

Kojikiden that twenty syiiaoaries ki, gi, ii, iiu, c, kc, g«-, lu, mv, 
go, so, zo, to, do, no, mo, yo, ro” among about one thousand of Chinese origin 
“Man-yogana” have respectively two sorts and are strictly^ distinguished

the long history of languages. Besides Tai in

characters. One of his disciples Tatsumaro Isizuka 
arranged, which

meaning in many various 
left a manuscript of all these syllabaries systematically ..
handed down to Hasimoto, graduate of linguistics and afterwards professoi 
Japanese language of Tokyo University, and his two essays on periodicals 
1917 and 1931 gave vivid colour with cubic effect to the society of Jap*

on in

ikoku island issued in 1979 an etymological dictionary of luuiliu,

"Here the author recognizes the syllabaries in question as “words without 
bounds and regards the abnormal vowels as impossible to pronounce in reality.

fanatic believers of archaic Japanese scripts. Ago in 1976, Saii in 
379 and Y. Matsumoto • ■ ......

^"her two praise the above insisters on five vowels as grateful approvers giving 
in virtual image of eight vowels. Thu.s the name of place “Yamato”

creative content.

in 1980 edited respectively their books, of which the

language monotonous till then. of
The theory of Hasimoto was developed to the ambitious hypotbesi 

vocalic harmony indispensable to the Altaic languages and wanting if* 
Japanese by Ikegami, graduate of Japanese language of Kyoto Univ, aiu 
saka, graduate of linguistics of Tokyo Univ., whose essays appeared in ,■ 
and 1934 Thus, for instance, the homonym “kami” meaning ‘top and & ,]

and wanting m
th«

l1"

must be hereafter discriminated one from another no mattei how the oi'ê'

Kyushu and Kansai becomes quite the same because both letters for “to” 
to be lead equally’ and not at all decisive of the relational districts.

As for luc, nun, I would like to conciiiue tt

ip’imbus. In Japan at that time the population , __________ ___
and the inhabitants of central region around Yamato in Kansai consisted

Hq fn*e*gneis fioni Korea and China whose sound systems were different 
’ll aboriginal, therefore, an abnormal la

me, now, I would like to conclude the problem with the Egg of
was perhaps five or six mil-

Of

anguage occurred like Norman-FrenchYiddish. Those tvho understood,ii 1* fof of complicated syllabaries of Chinese
etymology is. r , iz , ., • tk,- »„,biisi‘''^“‘^ *1° '"«fe than one hundred people, literary and religious, of

On the one liand, Yasuda, graduate of the Kokugakuin i i . rank who were almost men. As many people often do nowadays too, they
in Japanese language from boyhood published in 1J28 the compact I _ .-.i .1 • . . _ _r----- i , .

'^1

;h| rank who were almost men.
' Up with the interpretation of words and phrases with silent reading instead

1102

b



Section 16: AVri1104

of reading aloud, as, e.g. “son” and “sun” or “brake” and “break”

'»¡"g Sy„,4s
are undçf.stood by the spelling of letters. Thus grew the compromising style "Kamb^^*^ 

the Japanized recitation “R6ei” and calligraphy “Syodd”. The average 
of speech is like stature of nation. The multiple orthography is unstable at fi 
but fixed gradually for the general communication through hands and for
the pronunciation being in this case secondary. The unique example, bv^^K^’ 
way, “kekere” with “Hiragana”, Japanised cursive syllabaries in the anthol 
“Kokinsyu” in the Heian era should not be the regular rudiment of "kbkbrl“ 
in the Nara era corresponding to the modern standard “kokoro” (heart, mind 
spirit), but exceptional and obsolete.
4 The five vowel theory extends to the discussion of the genealogy of the 
Japanese language. The illiterate Ainu language with the same word order 
and similar vowel system with the Japanese was clearly negated, however, owing 
to the incorporative and holophrastic structure by K. Kindaiti, graduate of
linguistics and prof, of Tokyo and the Kokugakuin Univ. Nevertheless Leo
Sternberg, ethnologist of USSR regarded the Ainu language as one of the so-
called Oceanic languages corresponding to the Austronesian consisting of Mela­
nesian, Polynesian and Indonesian branches by W. Schmidt, Austrian ethnologist 
and linguist. S. Hattori, graduate and prof, of linguistics of Tokyo Univ, decided 
by the lexico-statistic measurement that the Ainu language makes an intimate
group with the Japanese and also with the Korean despite of the sound system 
with many vowels. Also Yasumoto, graduate of Kyoto Univ, proved the same 
result by the “shift” method combined with the computer. Umehara, graduate 
of Kyoto Univ, and now critic of the old civilization of Japan is in this vogue. 
5 Finally I must here announce distinctly that the idea of the three vowel
system of the Loochooan which is unquestionable dialect than sister language 
of the Japanese was completely confuted with the linguistic judgement pa ata
law” by E. Polivanov, linguist of USSR in 1914 and Iha, graduate of hnguis
law Dy IL. JrOllVanOV, llllguibl Ol tjaoxv 111 lJi*x ainj ,
of Tokyo Univ, in 1930. The Loochooan sound system of the mainland origin y

. ’. . , ____ oAiarent smallconsisted of five vowels as many other present dialects of the adjacent
islands. I emphasize that we need not discuss here now the vowel systen of

human language, which is quite another matter.
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The Acquisition of Semantic Knowledge: The Connectives

Giovanni B. Flores d’Arcais
Unit of Experimental Psychology, University of Leiden, and Max Planck 

Institut für Psycholinguistik, Nijmegen, The Netherlands

1. During the last several years I have been involved in a series of studies on 
children’s acquisition of lexical knowledge of connectives, used to join a sub- 
ordinate clause to a main clause or to another subordinate clause. Function 
words such as these conjunctions have a typical relational character. Their 
meaning is difficult to define even for the literate adult, and they offer parti­
cular great difficulties for children and for aphasic patients. Knowledge of 
these words’ meaning is part of the lexical-semantic competence of a speaker, 
and it is an important question to ask how it has been acquired. This knowl-
edge is rather complex. It includes a notion about the phonological representa-
tion of the individual words, of the syntactic class to which they belong, of the 
syntactic constraints which restrict their use in a sentence, several kinds of 
information about the relation to other words (to which concepts they apply, 
with which words they are synonym) and different pragmatic notions (in which 
context a word can be used, when it is appropriate, etc.). This lexical com­
petence also includes the knowledge that a word belongs to a certain semantic
domain. Part of this complex knowledge is of a metalinguistic character, con-
cerning notions such as the appropriateness of the use in a given context, or 
the alternative of selecting another more appropriate synonym to fit a parti­
cular context.

The studies I have carried out have tried to explore the development of this 
lexical-semantic competence about words as individual entries in the mental 
lexicon. The main questions asked can be reduced to the followings: How' 
does acquisition of the meaning of the connectives take place? How are differ­
ent connectives differentiated? Which are the semantic distinctions which
child learns to make first, and which ones come later? What kind of notion’ 
does the child have about the function and the meaning of the connects
when they are presented in isolation? What kind of metalinguistic |WllVll LllVJ UlU J-/X VOVll IV.CI Ail iUWiti CIVZII* T V iiMv w O--------- , •
does the child have about these words, and how is the course of acquisd^^^^ 
of this knowledge compared, for example, with other word classes? To ans

of task®;these questions, a series of studies has been performed with a variety
These included, for example, the following types of experiments: judgmen^®^^^ 
equivalence in meaning of connectives in Italian and Dutch children; prefer^ 
for a sentence containing a connective as a description of a picture or a p** 
graph of a sentence; choice of a connective among appropriate and

ifo'

propriate ones, as the right word to join two clauses as
naf I 

description of a pic*^
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O'

out of two inappropriate ones; judgments of similarity of meaning of con- 
pgctives by sorting, etc. The results of these studies, rather consistent with 
each other, gave a nice picture of the process of acquisition of the meaning of 
jj^e connectives. This picture includes some evidence on the progressive dif­
ferentiation of meaning of the connectives, and on the strategies the child uses 
in dealing with these words in different linguistic tasks.

The experiments designed to explore the way in which the different con­
nectives become differentiated in meaning have given the following result. 
Causal and temporal connectives seem the first to be differentiated, final and 
consecutive come last.

The results of another study have shown that when the child does not 
tnow the meaning of a connective and is requested to perform in a task in 
which the “unknown” words have to be used, he does not operate at random, 
but relies on several alternative strategies. At a first stage, for example, he 
choses for a given sentence the words he knows better, or those which have 
some physical similarity with a known word. At a later stage, he may select 
a connective on the basis of partial overlap in meaning with the appropriate 
one. this strategy suggesting a gradual differentiation of the specific meaning of 
each connective.

Two studies have shown that at an age at which children are capable of 
grouping nouns and adjectives on the basis of their meaning, they group con­
nectives only on the basis of physical similarity, showing that these words.
which are correctly used in a context at that age, still lack a 
ent lexical items with a specific meaning.

status of independ-

2. .Another problem I have studied concerns the development of a more meta­
linguistic kind of lexical knowledge, namely the notion that a connective is 
a word of the language, and that it belongs to a given semantic domain, to 
"liich other words belong. This problem has been studied with lexical and 
semantic decision tasks, and the experiments are briefly reported here.

The questions asked in this study can be reduced to the followings: when 
docs the child "make” a connective a word? How does this awareness about the 
^hiicture of a semantic class develop?

The first two experiments reported here consisted of a lexical decision study 
J^hli connectives, nouns and adjectives as target words. The third and the 

'** th involved semantic category decisions, namely the task to decide wh.ether 
^'ord belongs to a given lexical domain or not.

3.

the
8

Experiments 1 and 2—Lexical decision with connectives
"Ellis study consisted of two experiments witli different subjects but with 
Same material. The stimulus words were 48 strings of letters as follows:

existing -rvords in the Dutch language) and 8 illegal non-words. The 8
® adjectives and 8 connectives. 16 “legal” non-words (possible but

tig^^ ivords in the Dutch language) and 8 illegal non-words. The 8 con-
were chosen among the most frequent 20 connectives in Dutch. The



nouns ajid adjectives were matched to the connectives in
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freqimcy,
and contour. In the first experiment the words were printed omo cards---- ------------ — — ----  —J..- - — —- ----- J,......„„„ ccttus and 
the subjects, children of 2 grade (20 Ss). 4 grade (19 Ss) and 6 grade (20 Ss) fi
to tell the experimenter whether the string of letters was a word w not
dependent variable was the number of errors. In the second experiment The

thesame strings were given tachistoscopically on a visual display to the subject 
(different from the first experiment): 19 children of 2 grade, 23 of 4 grade 
20 adults. The task was to decide, as quickly as possible, whether the and

of letters was a word of Dutch or not. The dependent variables vere the 
ber of errors and the latencies.

string 
num-

Both experiments gave the same results. Younger children make more errors 
and their latencies are much longer. Connectives elicit significanth more errors 
and longer latencies than adjectives and nouns: in fact, the error data show 
that they are treated by many of the 2 and 4 grade exactly as legal non-words 
In both experiments children had almost no problems with nouns and adjec­
tives. For relational words as connectives, then, the kind of knowledge which 
is necessary to perform in a lexical decision task seems to develop much more 
slowly than for content words.

4. Exjoeriment 3—Semantic category decision task
In this experiment the subjects, 20 children in each group of 2, 4 and 6 

graders, and 20 adults, were tachistoscopically presented with 0) words: 25 
words of time, and 35 from other lexical semantic domains. The 25 words of 
time were nouns, adjectives, adverbs and connectives. Of the 35 remaining 
words, 25 were matched approximately to the experimental words in class, 
frequency, length and contour. The experimental words of the different 
categories were crossmatched in frequency.

The dependent variables, were the proportion of errors and he latencies. 
Both sets of data showed the same trend. The results can be sunraarized as 
follows. First, errors and decision latencies decrease regularly iron the 2 grade 
to the 6 grade and further to adulthood. Nouns are at all ages the easiest, 
followed by adverbs, and the connectives by far the most difficult As in 
periments 1 and 2, the connectives are again the most difficult words: 
the temporal connectives require the longest semantic decision time. An 
esting result was the relative ease of adverbs as compared to connectives, 
can be interpreted by considering roughly that connectives are relational 
while adverbs are semantically “richer”, with an own meaning.

5. Experiment 4—Semantic decisions on words of time and space
ialIt has been argued by several linguists and psychologists that spatt 

temporal terms present a considerable overlap. The expressions of time 
be based on a spatial metaphor. Thee is some developmental evideH 
favor of this notion, such as confusion errors in the use of temporal and ’P

in
latia'

words. Time expressions are often at first misinterpreted as spatial expiressio’
III’-
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Spatial expressions also seem to be used by children before temporal terms, 
-phis evidence, is, however, only episodic. In this experiment I have tried to 
jest the notion that temporal function words might develop out of spatial terms. 
The children, again 2, 4 and 6 graders (15, 13 and 16 Ss respectively) were given 
.jvords printed onto cards with the request to decide whether they were words 
q[ space, of time, or neither. The 46 words were nouns, adjectives, adverbs, 
connectives and prepositions, approximately 40% temporal words, 40% spatial 
terms, and 20% miscellaneous. At all age levels the children made few errors 
for content words and many for function words. Temporal terms were signi­
ficantly more often assigned to the category of spatial words than viceversa. 
The results are only preliminary, but they support the notion of expressions 
of time as developing out of the notion of space, or from a common system 
which gradually develops into two distinct categories.
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Remarks on Children Bilingualism
Giuseppe Francescato
University of Trieste, Italy

Referring to my research experience, I believe that, in the framework 
research on bilingualism, insufficient attention has been devoted to differeiof 

:nt 
to

types of bilingualism. As a rule, the term ‘bilingualism’ has been employed 
cover a number of different situations, all characterized by the fact that two
or more languages are used by the same speaker addressing different listeners. 
On the other hand, bilingualism is often intended as the typical linguistic 
condition of coherent groups of speakers who, for historical or political rea­
sons, share the same land with the speakers of a different group, and conse­
quently learn this second group’s language in addition to their own. In group 
bilingualism—for political, 'economic or cultural reasons—one of the two 
languages is usually prevailing. The speakers of the other language belonging 
to the group are said to constitute a ‘minority’ (linguistic minority). As a rule
the members of the ‘minority’ are the ones who support most of the weight
of bilingualism, because only they will be forced to learn both languages, thus 
becoming bilingual. In general, the instances of members of the majority 
learning the language of the minority are limited in number and explained by 
special circumstances^).

So far, the cuirent interpretation of the term ‘bilingualism’ and of the 
implications thereof in sociolinguistic perspective are in agreement. There 
aie, however, some fundamental differences between this conception of bilin­
gualism and bilingualism seen from a different angle. No one will deny, of 
course, the importance of the problems raised by bilingualism in groups or 
communities. One must not forget, however, that* bilingualism is to be looked 
for (in E. Haugens words) “in the head of the single speaker”^). In other w 
bilingualism is a state of affairs strictly related with individual conditions 

that the members 
of their peculiar 

,sed, but

problems. Group bilingualism is only the result of the fact

k’ords.
and

it impinges upon the^’ J— F’l» biltngualism is socially impo;
only if they accent to ® behaviour. Bilingual speakers are bili»g“‘
the obligation to^i »lingual, that is if they accept (consciously

S earn a second language, pressed upon them by the cir
L- or

lal
not)

■ircin’’'

1) Cf. the prohlems hintcd at in G. Francescato, Analisi di una 
condizioni del bilingüismo in Alto Adige, in ‘Quaderni per la promozione de i 
1975, pp. 1-37.

/8,

2) E. Haugen, The bilingual individual, in Bilingualism in the Americas, Univ.iv. of
llU*

Public., n. 26, 1956, p. 69.
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stances they live in.
This opens the possibility—so far insufficiently investigated—of pointing at

I^jlingual speakers who do not belong to any “group” of bilingual speakers. 
This is what I try to convey by use of the term ‘isolated bilingual’. There are 
a number of features, which can be used to set up a definition of the ‘isolated 
bilingual’:

1) we can distinguish two main categories of ‘isolated bilingual’:

5)

3)

4)

5)

a) those speakers who have acquired the knowledge of two different lan­
guages because they have been born in so-called ‘mixed’ families, that 
is in families where the parents themselves speak different mother­
tongues;

b) those speakers whose families have moved to a country where a different 
language is spoken (e.g. migrant families, etc.)^>

in both cases these speakers, having been exposed since their early in­
fancy to two different languages, meet the conditions for becoming 
bilingual: their bilingualism, however, is dependent upon the fact that the 
community they live in is not a bilingual community^)
they are ‘isolated’ because their bilingualism is not the result of a situation 
of group-bilingualism;
their bilingualism is to be viewed against the situation obtaining in the 
families, and it can not be dissociated from that situation;
bilingualism for them is a ‘dynamic’ situation, that is a situation which will
eventually change, if and when the family situation changes”.

To support this list of features, marking the condition of the ‘isolated 
bilingual’, I refer to a study of over 100 instances of children, whose biographies 
are in agreement with the features stated above; this study has been published 
m form of a book®’. Of course, this is not the first work to summarize tenta­
tively the experiences of bilingual children as expressed in their biographies. 
It is the first study, however, to take care of two main features: the strict rela­
tionship between the individual’s experience and the situation in the families 
®nd the dynamic aspect of bilingualism. Within the frame of the two main 
categories stated above (mixed families—migrant families) there are in fact 
®lniost as many different situations as there are biographies. This is especially 
hue when we consider these ‘bilingual’ speakers at different moments of their 
^*'es. My research contrived to handle only instances of bilingualism acquired

J 3) There are a number of families where a third language is spoken, either as .a common 
^'’Ruage bv parents of different mother tongue, or as a consequence of repeated changes of 

'residence.
I ‘I >11,

L
This point underlines the difference between the children raised in similar situations, and 

children raised in a community sharing their bilingualism.
rile changes reflected in the children’s bilingualism

’■■R- changes of residence) and depend heavily upon the local linguistic pressure.
are

®) Cf. G. Francescato, Il bilitigiie isolnlo, Minerva Itálica: Bergamo. 19S1.

often extra-linguistic changes
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in the first years of life, at any rate not later than the tenth year of age^»
subjects, however, having been bilingual since their childhood, may (or
not) have maintained such condition of bilingualism in their adult age '
my study it appears with evidence that there are cases in which bilingualisrn''^

Language Acquisi.j,
'Oh

My
Ulily

lost in later age, as there are cases in which bilingualism is maintained 
often becomes a dominant feature in the life of the subjects.

is
and

Loss or maintenance of bilingualism depends thus upon such differ 
factors as the return of the family to the country where its original ffiroriginal (first) 
language is spoken, or else the budding of a "carrière” (scientific, of employ 

on or favoured by the knowledge of two languages«) 
Bilingualism, thus, has to be considered as a ‘status’ which can be acquired ancl 
bettered as well as lost, changing often with the change of the circumstances

ment, etc.) based

There are times of ‘development’ of bilingualism, as well as times of ‘latency’ 
of one of the languages, much in agreement with the different conditions of
the individual life and situation. Bilingualism appears to be a dynamic pro­
cess, with not infrequent and relevant changes of ‘domination’, transferring 
the prevailing role from one language to the other.

If in group bilingualism the constant pressure of the group (and of its offi­
cial, as well as its cultural rules) is principally responsible for the maintenance 
of a reasonable degree of bilingualism in the entire community, in the situation 
of the ‘isolated’ bilingual many other factors are present, to determine different 
types of linguistic behaviour by the speakers faced with the requirements of a 
changing situation for bilingualism. As we have seen, one of the preminent 
factors, which have their impact upon the conditions for spontaneous bilin-
gualism, is the family of the bilingual speaker. By ‘family’ I mean the com­
plex and total net of relations which operate on the linguistic behaviour of 
the members of the family itself. /Apparently, the choice of the language to be 
spoken by father or mother to a newborn baby is in first instance free, m 
other words it admits the use of whichever language is their respective mothei- 
tongue. Shortly after the birth of the first child (and even more after the birth o^ 
other children) it may however appear that the maintenance of one of t ic 
languages spoken to the child becomes difficult, sometimes superfluous, o 
frankly inconvenient. It does not need to be underlined that other mem 
of the family, outside the parents, will exserce upon the children a s 
influence, especially when they represent the model of the speakers m 
ambiance. Such an influence may favour (or, in other cases, hinder) the u 
one of the two languages. Still a stronger influence must be attributed to

the 
: of 
the

language of the school.
Thus different ‘dominance configurations’ will characterize the 

of the linguistic behaviour not only of the single bilingual speakei

descripti*’"
rs, blit of

7) That is, before tlie age of adolcstence, usually considered the limit age aftei
whidi sP'1(4'-

taneous bilingualism is no more possible.
8) Many bilingual children 

second language.
become later interpreters or translators, or teachers of

tl'df



their families as a whole. To give only one example, bilingualism forced upon
child of a migrant family by the school, may later make way to ‘monolin-

giialisnf, if the ‘second’ language becomes for him the dominant language; not
only, but his behaviour, accompanied and supported by the pressure of the

’t in monolingualism (adoption of the ‘second’

Francesca to 1113

ambiance, may finally result 
language by the whole family). In my research I have met a number of cases 
of this type, but also, to be sure, as many contrary cases, that is instances of 
families where the original language of the family still has succeeded to 
remain the dominant one within the family, but with various degrees of 
diglossia for those members of the family who are obliged to use the local
language (for them, a ‘second’ language). Not infrequently, this results in a
considerable impairment for the use of either one of the languages, or even 
of both. In fact, even a quick inspection of the biographies I collected shows 
that the theoretical relationship between bilingualism and diglossia needs to 
be revisited. The theoretical frame suggested by Fishman®’ is certainly insuffi­
cient to adequately taking account of the situations, as they appear in my 
analyses of the actual biographies of bilingual children.

When the results of my research on the ‘isolated’ bilingual children are 
compared with the results of similar researches conducted with bilingual chil­
dren belonging to a minority group (in my experience, in particular, children 
of monolingual or mixed families of the Slovenian speaking minority in 
Trieste)’®’, it appears that between the bilingual children belonging to a group, 
and the bilingual ‘isolated’ children the psychological differences are not so 
significant, but the sociolinguistic differences are very relevant. Of course, the 
linguistic problems to be considered in each of these two groups depend heavily 
upon the social situation: but for the minority bilinguals the linguistic 
behaviour is strongly dominated by the schemes provided by the group and 
commonly shared by all speakers. For the isolated bilinguals, on the contrary, 
the linguistic behaviour is a consequence of many changing factors, which are 
strictly individual in nature, and which continuously put the subject in front 
of overt or unconscious linguistic choices.

To conclude: further study of these problems and a closer examination of 
the social and linguistic factors and processes seems to me of considerable im­
portance for a better comprehension of the problems of bilingualism, a linguis- 
ttc situation which is receiving a growing share of interest in the modern world.

9) Cf. J, Fishman, llilingunliani with and without Diglossia; Diglossia with and leithout 
*^'tigunlisin, in ‘Problems of Bilingualism', The Journal of Social Issues, XXIII n. 2, 1967, 

Pp. 29-38.
'P) Cf, as a first introduction G. Francescato, M. Ivasic, La coniunitd slooena in Dalia;

'9/8, pp. 1-38.
sitiiazione bilingue, in ‘Qiiaderni per la promozione del bilingiiisino, 2\i22,



1
Learning the Standard Variety of a Mother

Tongue in School*

Gilles Gagné
Université de Montréal

Results of research in linguistics, sociolinguistics and psycholinguistics can 
offer some facts and ideas about language and language use that can be useful 
to answer important problems facing first language teachers such as: which 
geographical variety is to be taught? can we accept any language register in the 
classroom? is it possible to “rectify” children’s speech and how can it be done? 
This paper intends to answer the basic question of which “language” should 
be taught in primary and secondary schools.

This question arises because of the existence of variations in language and 
of the socio-cultural preference for one of the different varieties. In French, 
for example, there are first differences between written and spoken language. 
There seem to be few normative problems in the learning of written French, 
precisely coded in accepted grammars and dictionaries. In oral French, as in 
many Western languages, the situation is different. There are many different 
linguistic forms conveying the same meaning, specially at the lexical and 
phonological levels. These variations have been related to (1) geographical 
variables (these are usually called dialects), (2) social variables (economical and 
cultural classes, ethnic groups, etc.) influencing the proportion of utilisation of 
the variants along a continuum instead of in a dichotomised way and (3) for 
the same speaker, situational variables such as topic, context, physical situation, 
type of listener, etc. Rather grossly and arbitrarily, “registers” have been identi- 

So infied and oral variants grouped in “popular”, casual and formal speech.
to speak, exist, the speakeroral language, many anthropological norms, so i

using the variants known and socially accepted in such and such a situation-
As revealed by researches on attitudes and variations, there is also a con 

structed and often idealised norm, that is a set of variants socioculturally con 
sidered as better than the others, particularly in formal situations of
cation. These variants are generally closer to the written language 
used more often by privileged socio-cultural classes. largelyIn spite of the variations, intercomprehension exists more or less 
and is probably based on a large amount of linguistic elements common to

the richness of the passi'

linguistic repertory of the speakers and on the use of context.

* An expanded French version of this text has appeared in La ttorine linguistiqtie,
Conseil de la langue

many speakers, on some kind of a basic nucleus, on

française et Paris. Ies Editions Robert, 1983, pp. 463-509.

1114



r 1115c.

1

Language is a tool, a privileged means to realise certain function of an 
jjjdividual and communal nature. This functional perspective relativises the 
jinguistic code, which is then properly considered in another way than an 
object of description and a goal in itself. A speech act then which does not 
utilise the standard variety will be nevertheless valued if it realizes the functions 
it is supposed to achieve.

It is agreed today that the natural development of language in children 
depends largely on the functional utilisation of speech and on the verbal interac­
tions with the environment. Children’s language development is such that at 
the age of five, they have acquired most of the oral language of their environ­
ment and seem to be able, on a limited basis, to make linguistic choices. There 
are differences amoung children in their development of linguistic and func­
tional aspects, and the main variables related would seem more to be age and 
intelligence than for example sex or social class when linguistic performances 
are compared between themselves rather than to the standard language. It 
appears also that oral language development goes on after the age of five and 
that therefore school has a role to play in such development.

Verbal interactions are also important for school learning. Language is not 
only an academic subject but also the most important medium of teaching and 
learning and the principal means of inter-personal relations between children 
and teachers, a crucial element of success or failure for elementary school 
children.

Because of the importance of authentic verbal interactions in class, the 
reality and necessity of intercomprehension of coexisting linguistic variants, 
and the important functions assumed by dialects and informal registers, in 
short because of the legitimacy and inevitability of linguistic variation, school 
must accept and also utilise the casual and non-standard speech of children. 
That acceptance need not prevent school from proposing written and oral 
linguistic development objectives.

The rejection of the child’s spontaneous language by the normative, code- 
nriented, traditional pedagogy, is thought to have negative consequences. Such 
3 pedagogy has a tendency (1) to put the focus on a mythical standard oral 
language often to the detriment of the development of meaning and functions, 
(2) to neglect the development of oral language, (3) to augment the difficulties 

the task of learning to read, (4) to underestimate the children’s linguistic 
competence, (5) to discriminate against children of lower socioeconomic back- 
Srounds, (6) to discourage authentic verbal interactions in class, (7) to create, 
yhen it succeeds, some kind of social uprooting or to contribute, particularly
»n teenagers, to the possible rejection of school and of its values.

Another pedagogical orientation, the communication-oriented pedagogy,
^9kes into account the sociolinguistic and functional perspectives outlined above

is centered more on the production of meaningful discourse than on the
^ode itself which is generally accepted in its many variations. However this
^^’^ientation is not easily put into practice and has a tendancy to encourage im-
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provisation in teaching, to limit language activities to current or self-express­
communication, to ignore linguistic objectives at the oral level and to

‘On

or integrate with difficulty the formal aspects of code learning. "eglect
Since communication is constituted for an important part of lineu’ 

elements and since linguistic competence is part of communicative competen 
it is felt that both aspects should be present in learning a mother tongue T’ 
school. Considering the linguistic code as a means instead of an object or'^ 
goal does not prevent the necessity for the school of determining which linguis 
tic variety and register will be privileged as a learning objective. Otherwise 
school will not fulfil its obligations towards both society and individuals and 
will contribute more to the accentuation of social inequalities.

object

In the perspective of integrating the formal, situational and functional 
aspects of language, the goals of school should be to develop the linguistic 
competence of children in order to assure as best as possible the communal 
functions of language (develop and protect the national language; transmit 
values, knowledge and literacy; assume the institutionalised communications; 
etc.) as well as the personal functions (thinking, imagining, expressing, etc.). 
At the linguistic level, the general objective should then be to enlarge the 
linguistic repertoire of each child so that he will be able to use the linguistic 
elements of the code, dialect and register appropriate to his intentions and 
to the communicative situations he will be in. School should also aim to give 
a positive attitude towards linguistic variation. What then could be the language 
content of teaching?

As far as receptive competence is concerned, the objectives should be to 
develop listening and reading skills. Such development is possible not only 
by learning new linguistic elements, more formal ones, but also by using the
linguistic variety the child already knows. The assumption here is that com­
prehension skills are cognitively the same whatever variety is used and there­
fore the improvement gained in listening to casual speech familiar to the cni 
could be transfered to more formal speech and to reading. The acceptance 
the children’s language also contributes to the linguistic richness of the class 
room and to the possible acceptance and study by the children of lingui’^^ 
variations. Concerning reading, the study of dialect literature should 
encouraged. At the elementary level, it has not been adequately demonstra 
that the use of dialect and non-formal elements in beginning reading help’

children, even slow learners.viiiiLiicii) even blow learners. ,
The question of the choice of linguistic elements to be learned is 

complex regarding the production of speech. Three principles of 
be useful. The economy principle suggests that one variety (dialect a 
register) be taught at a time. The utility principle implies that the fflO j^c- 
quent and the most socially accepted variety should be learned. The p 
tivity principle indicates that structural elements are more important than
cal and phonetic ones.

Applied to the acquisition of the written language, these principle’
jneal’
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jjtit what is called “le français écrit correct” is taught at the primary and 
secoiitbi y levels. It excludes non-formal or dialectal as well as horary French, 
hut accepts that the day to day dialect lexical items should be learned in their 
■jjtten form. In oral speech, the general objectives should no be to replace 

variety by another, but to enlarge the active repertoire of the children and 
promote the voluntary and spontaneous use of linguistic elenms appropriate 
intent, topic and situation. But there is a need to be mois precise about

to 
to

elements and we suggest therefore some criteria whid may help thethese
teacher to choose which oral elements are to be actively mastered by
the children.

The first criterion would be to “teach” linguistic elements that certain chil-
dren have not yet mastered because they still use some babv talk, such as
k-ijob for /Jokob/. Secondly, there should be an active nusny of what is 

called socially unmarked variants. For example, in French Qisbec, the affrica-
tion of /t/ and /d/ would be considered only as an indicator ef register but a
change of vowels such as [pe:R] instead of [pe:R] is socially marked. The sec-
ond criterion says this; teach the standard variants corresponding to such
markers rather that the variants corresponding to indicators. The last two 
criteria are; teach variants that are already relatively frequenriy used in the 
community and the ones that are accepted as correct by that community, which 
in Quebec, for example, would be some kind of a Quebec standard French.

In conclusion, may we say that the problem of learning or teaching the 
standard variety of a mother tongue in school has been seen in this case in the 
perspective of the teaching of French in Quebec. It may appear that the basic 
problem is rather similar in other communities and that the principles and 
criteria suggested could be applied in these communities.



The Developmental Theory of Language Learning*
Evidence from What Learners Fail to Say

David R. Hall
University of Malaya

The first thing I should point out is that the title of the paper is as
givenin the volume of abstracts not as given in the programme. Those of you wfi 

came along hoping to find out what the developmental theory of langu 
teaching was are going to be disappointed. °

This paper had its origins in a project commissioned by the University of 
Malaya in Kuala Lumpur, who were dismayed by reports coming in from 
employers that University of Malaya graduates could not cope with the Eng­
lish they needed in their jobs. This discrepancy between the standard of 
English required in industry, commerce and administration and the standard 
of English needed to get through the school and university system was in fact 
completely predictable as the entire educational system had just switched over 
to being exclusively Malay-medium. The question of what we proposed to do 
about narrowing the gap is not the concern of this papei'i’, but the obvious 
starting point was to do some sort of analysis both of students’ language and 
of the target language—that is, the language used in the various jobs where 
English was needed. We were very fortunate in being allowed to observe and 
sometimes record data such as departmental meetings, production meetings.

always the provisojob interviews, even credit interview's, although there was 
that the actual content remain confidential. This puts me in the happy 
dangerous position of being able to say anything I like without you being able I

to check the date.
The most striking initial result, using conventional error analysis technicp'^*’ 

was not unnaturally related to the density of errors made—the students ny 
something like 160 identifiable errors per 1000 words, while the English-mecf**” 
speakers made around 20 errors per thousand words. However, closer m'l
tion of the errors showed that the difference between the ttvo groups
definable only in terms of quantity of errors; the types of error made

the

same in both cases.
The next step was to consult the various studies that have 

the variety (or varieties) of English spoken in the Malay peninsula.

ofbeen made
Of t’’®

3 or 4 studies published in book form, all were actually written Singapore 
all arp (¡nmpwliat Kvpntiiqllv T rlprirlprl tn use aS a baSlC----all are somewhat impressionistic. Eventually I decided to use as a — 
ence work the most recently-published study, that by Platt and Weber.2)

Con’"

1) A report on
2) Platt, Weber 1980.

this will undoubtedly be published in late 1983.
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the list of student errors with the Platt and Weber list, I found that
P>-

iringlai 70% of supposed errors were directly and unmistakably identified as 
“ yiar features of Malaysian and Singapore English- features such as copula 
^^¡ssion, plural and third person singular marker omission, auxiliary omission, 
^^^'cle omission, reduced tense system, incorrect word order in questions, and

/The very familiarity of the members of such a list to those of you who

ivero'

have been involved in error analysis must in itself constitute a powerful argu-

ment for a developmental, as opposed to a transfer, theory of language
learning)- Now, Platt and Weber divide Singapore into four linguistic levels 

on the basis of the frequency of occurrence of such features, and it waslargely 
tempting forvery 

ivas

us to agree with them and say that all the students needed
some sort of remedial course designed to cut down the number of errors

made and there would be no further problem.
However, it seemed to me that there was something else going on here. 

“Correcting” the errors in the transcripts still left a stilted, halting text. I 
began, therefore, to look at the different kinds of cohesive device in the data.

The technique of comparing a text wit ha check-list of structures had 
already been tried in a small way by GreenalP> of Newcastle University, when 
he found significant differences in the frequency of usage of six syntactic 
features (which he characterised as "devices employed in information theme 
structuring”) between native speakers of English and fluent non-native speakers 
of English. An initial analysis of my data using these features produced quite 
spectacular results, with the English-medium speakers being roughly comparable 
to the fluent non-native speakers of the Newcastle survey, and the Malay- 
medium students using virtually none of the features.

Extending the check-list to include inter-sentential cohensive devices( in the 
strict Halliday/Hasan^’ sense) as well as intra-sentential features such a^ sub- 
ordinators, co-ordinators, kinds of noun phrase, clefting, modality, and so on 
produced similarly spectacular results. An analysis of lexis used quantified the
3mount of repetition necessitated by the lack of access to the above syntactic 
devices. The percentage of different lexical words to the total number of uses

lexical words was
of English-medium.

17% in the case of Malay-medium and 66% in the case

Although spectacular, the results were, I reluctantly decided, a little 
'^ufair on the students. The sort of tasks they were doing were by nature 
^'^petitive, and the lexis if not the syntax was severely limited by the con- 
^•^faints of the task, whereas the English-medium data was from situations 
'vhere, even if the lexis was limited, the kind of contribution that participants 
^oiild make was much more open. I therefore limited myself from this point 

to a comparison of English-medium students (henceforth E) and Malay- 
^sdium students (Henceforth M) performing the same task, namely telling a

Greenall 1980.
' 1) Halliday/Hasan 197G.
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story using a series of 7 initially unordered pictures, initially distribuí
and described separately by different members of the group. Obviously ¡f
technique yielded similar results in this extremely restricted test, then it

■lot,

'^ouiasafely be assumed to be a valuable device for characterising language perfo " 
ance in a whole range of different situations and for different purposes

I also set myself the task of producing a standards check-list of items 
could be used by other researchers in the field. For basic reference I used ^vhich

uncontroversially I hope. Quirk and Greenbaum’s “University Grammar of
fairly 
Eng.

lish” and Halliday and Hasan’s “Cohesion in English”. The various categorie 
have over a period of time been refined, modified and sometimes abandoned 
and the result I admit is a rather strange-looking list of features which are 
obviously not all at the same linguistic level (or even from the same linguistic
theory) and in which there is an inevitable amount of overlap.

The list and results are given in the accompanying table. A few comments 
may be made about this. Results are given to the rearest whole number, which 
hides some relatively insignificant differences at the one level. Items I—9 are 
mostly intra-sentence, items 10—14 mostly inter-sentence. For item 3, M has a 
question-mark after “10” because it is difficult to determine whether the expres­
sion “I think” is parenthetical or genuinely introducing indirect speech in most 
of the examples. The large number of personal pronoun occurrences under 
item II disguises the fact that all uses for M involved “he”, whereas E used he, 
it, they and the object forms. (There was no occasion to use “she” in this parti­
cular task.) The large number of uses of “and” between sentences and without
ellipsis reflects what is subjectively an almost dominant feature of M speech; 
a not untypical example is: “and he’s very clever and he close the hole and he 
change the sign and he say no gold has been stolen and he going back. Item 

use word-16 needs a word of explanation. While it is obviously simplistic to
length as a measure of linguistic complexity, the contrast in the earlier coni 
parisons had been startling, and there does remain a difference even m 
very controlled activity. It might also be remarked that another different 
obvious to anyone who listens to the tapes lies in the speed of 
Ignoring lengthy pauses within turns as well as pauses between turns (m o 
words, measuring only the length of time taken to say the words), M as erag 

to 180.

difference even in

average^!

between 60 and 80 words a minute, while E averaged from 140
It is immediately clear from the table that there is a significant and con-

sistent difference between the two groups. If it can subsequently 
that improving linguistic performance is not so much a matter of 
existing errors but rather of expanding the range of linguistic devices

be sho"'”

to the learner, (in other words, actually providing the opportunity 
errors) then we will indeed have gone some way towards showing

correcting 
, avail»'’
for

.01'that yive gone some way towards showing 
The problem with much of the workcan’t learn without goofing’ _________

second language learning is that some of the evidence offered is
■)

5) Dulay/Burt 1974.
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Features

Uses per 1000 words
Ai E

1.

2.

3.
4.

5.
6.
7.
8.

Relative clauses 
of which, reduced relatives

NPs with participle 
with infinitive 
with wh- 
with noun premodifier

Indirect speech 
.Subordinate clauses of time 

place 
condition 
concession 
cause 
effect

Comparatives (-er, so, as, too, enough) 
Cleft sentences 
Passives 
Modals

4

10(?)

15 
7
3
2
6 
3
4

2

1

2

9.
10.

11.

12.

13.

14.
làa.

16,

of which, modals-(-perfect 
Compound verbs 
.Anaphoric reference 

it, this, that 
such, so, as 
here, there 

Substitution 
he, she, it, they 
one, ones, same 
do, did 
so, not 

Co-ordinators 
and (inter-sentence) 

without ellipsis 
with ellipsis 

and (intra-sentence) 
but 
or 
other

Lexical cohesion—general or
summarising nouns as anaphoric device 

Hesitation-markers (well, anyway, sort of, voii khow, etc.) 
(a) Lexical words 
(b) Different lexical words 
(c) b/a % 
AVords (minus inflection) of 3 syllables

4 syllables 
5 syllables

1
1
4
4
4

10
2

19

4 14
1

47
6

51
8

42
4 
1
2
1
4

35
13

5
1

11 1

4

62
17%

4

12
22

300
99
33%

o
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indeed, Abbott“» criticises a lot of error analysis work on the erou 
of rigour, and illustrates a way of making analysis more systemati” ’ 

suggest here is that the check-list approach enables one to makp
- -- - - 3 tap.

P^rfof]complete—and potentially more useful—profile of the learner’s 
than conventional analysis could.
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Bilingual Cliildren’s Acquisition of Five English
Derivational Processes *------- -I

Jenn-Shann Lin and Lois Marckworth Stanford 
The University of Alberta

1. Introduction
In spite of the increased attention that the study of inflectional operations 

has received in the recent linguistic literature (Ferguson and Slobin 1973, 
Christie 1977, and Pacesova 1977), there has been a paucity of systematic in­
vestigation aimed at discovering the productivity of English derivational pro­
cesses in both formal as well as psychological terms, except in the original work 
of Berko (cf. Derwing 1976). The present study represents continued research 
into this much desired area in the vein of Derwing (1976) and Marckworth 

. (1978) and in the sense of Christie (1977). The five derivational processes in­
vestigated are: (1) one type of noun compounding (CPD) as in doghouse, (2) 
agentive suffix (AGENT) -er as in singer, (3) instrument suffix (INST) -er as 
in pointer, (4) adjective forming suffix (ADJ) -y as in muddy, and (5) adverb 
forming suffix (ADV) -ly as in slowly.

This study was conceived as an experimental investigation of emerging 
morphology, addressed to the question whether these five English derivational I processes are psychologically productive in the bilingual child and if so, whether 
his acquisition is equivalent in pattern, rate, and content to that of his mono­
lingual counterpart reported in Derwing and Marckworth and, if there is any 
^screpancy, on which linguistic grounds can it be accounted for.

\

2. Method
The Derwing test (1976) was modified and adopted in the current study, 

stng the Berko technique (1958), Derwing devised a derivational morphology 
tn which nonsense stems are created, illustrated, and framed in a dialogue 

at inducing the subject to produce forms of the nonsense stems if the 
°rpfiological processes are internalized,

Ui

In the present study, the five
j^°*^phological processes are tested with one real English stem and two 

doghouse, zabehouse, oogcatcher (CPD); singer, dosher, yurser (AGENT); 
neaver, cumer (INST); muddy, teeby, glurky (ADJ); and slowly, blighly. 

The subjects ’ " - -
' **iguals who are f

nonsense

were twenty-four 6-12 year old Chinese-English
from Mandarin/Taiwanese-speaking families of upper-

e comments and suggestions.

1123LVj> authors wish to express their deep appreciation to Prof. S. R. Munro for his many
comments and suirirestions.
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middle class socio-economic status and together with their foreign-born Ch’
parents have lived in Edmonton, Alberta, for at least one year. The items
randomized and presented to the subject individually. Responses were
as correct (-1-1) or error and null (0).

year. The items
were

3. Results
Data are analyzed separately for nonsense and real stems and for 

groups: 6-7 year olds and 8-12 year olds. Table 1 summarizes the
two

productive indicates that at least 50% of subjects produced the fori
age

results;
»C/WM’Ct-4t/C inuiLaivd uiitiL ciL ivuoL wx □liMjvcio OULiCCU. LlIC lOVlTl On

nonsense stem; onset means one subject did so. Note that the younger Chinese^
English bilingual children exhibit fairly limited productive control of the 
derivational processes and score lower than their comparable age inonolinguals 
whereas the older ones have acquired virtually all but one process in their 
morphological repertoire and outperform their monolingual counterparts. For 
real stem forms, the younger children showed equivalent control of three pro­
cesses (CPD, AGENT, and INST), while the older ones have mastered all five 
processes and again outperformed their monolingual counterparts.

Table 1 Productivity of Nonsense Stems

CPD 
.4GENT 
INST 
ADJ 
.\DV

English 
•Age 6, 7

productive 
productive 
productive 
onset
onset

Chinese
6

productive 
pre-onset 
pre-onset 
pre-onset 
pre-onset

Chinese 
7

productive 
onset
pre-onset 
pre-onset 
productive

English 
8-12

productive 
productive 
onset 
productive 
onset

Chinese 
8-12

productive 
productive 
productive 
onset 
productive

4. Discussion
As noted above, the bilingual child’s acquisition of these derivational pio- 

cesses is different in rate and pattern from his monolingual counterpart. ' T 
is this so? It has been suggested that a child would need to be properly expos 
to the primary linguistic data for at least two to three years before he cou
start to discern regularities of inflectional elements and to induce rules to 

t____ K.-. _______________ ____.■___ IC _____________1_____ I- .1. _ TSrovina Ida"’count for his generalizations (cf. Bogoyavlenskiy 1957, Ruke-Draviua 
Cazden 1968). This suggestion appropriately explains the marked 
opmental lag in the younger bilingual children who had been exposed to 
lish for less than three years. Furthermore, since all pertinent ju
formation might not be readily accessible to the bilingual children

devel-
Eng-

)ii-

:qnisition pa-,.
__ nffiiai ‘their fundamentally divergent linguistic environment, the ac(_ 

in the bilingual group is justifiably different from that of the monoling^'
dren and the adult community (cf. Anisfeld and Tucker 1968). jeii-

One of the most striking features of the bilingual child’s acquisition o-------------- O -------------- ......... f,---- ----------- ------1 llJlO’
vational processes is the remarkable productive control of noun compos „iiag^ 
exhibited even in the younger group. Pacesova (1977) observed that in
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cquisition his Czech child started with the mastery of unmarked classes such 
word order rather than inflectional elements of high frequency of occurrence. 

Qf the five derivational processes in this study, noun compounding is not only 
the most transparently unmarked but also the most extensively-applied con- 
triiction whose surface structure is identical as well with its Chinese counter­
art. This structural and pragmatic comparability plausibly facilitates the 

bilingual child’s language acquisition.
The developmental lag in ADJ, which continues even into the later stages 

of morphological acquisition, may baffle any scrupulous mind. In fact, it was 
the only process to reach 100% correct in both the Berko (1958) and Derwing 
(1976) adult samples. This fact alone should invariably substantiate its formal 
as well as psychological status in English derivational morphology. One pos­
sible explanation for the delay is based on its phonetic quality. Zakharova 
(1958) indicates that in the initial analytic-synthetic stage of language acquisi­
tion the child’s generalization is conditioned by the marked phonetic shape. In 
rapid speech, ADJ -y realizes as a high front lax [1] which is comparatively 
more obscure auditorily (Marckworth 1978) and hence it is more difficult to 
perceive. This auditory unobtrusiveness is further complicated by competing 
derivational patterns. There are at least twenty varieties of adjective formation 
available to the English-speaking monolinguals, ranging from viable competing 
patterns in null such as (good) to -ish (whitish), and -y (muddy). Each deriva­
tion is incontrovertibly governed by semantic-pragmatic restrictions. Notice the 
following pairs: grimy teeth ¡covered with grime, *plaquey teeth I covered with 
plaque, and *yellow teeth!*covered with yellow. Unlike the monolingual child, 
the bilingual child faces a new mounting body of all sorts of regularities to 

1

1

(

discern as soon as he is plunged into the English-speaking milieu. Consequently, 
■t IS plausible that a more delicate analysis is delayed to the later stages of 
learning (cf. Zakharova 1958).

One unexpected finding in the study was the high production rate of real 
forms for the bilingual children. These derived real forms may be pro­

cessed as separate lexical items with no derivational meanings internalized 
'nttially (cf. Cazden 1968). Then, it appears as though our findings agree with
^liller
to

and Ervin-Tripp (1964) who noted that “ability to apply an inflection
a nonsense tvord typically emerges . .. [soon] .. . after application of the in- 

ection to real words.”

5,

Us

Conclusion

^our of five English derivational processes investigated are formally as rvell

k '^ubI
I H,b

A ''Oil

productive in the older bilingual children. The bilingual 
Ct seems to be specially aided by the structural comparability in the tAvo

initial stages of language acquisition, compared to his monolingual
erjrarts. (.'onsecptently, lexically-based acquisition may precede rule­'^^iinti

7 o-- accelerating acquisition of that particidar feature; hoAvever, the
it) *■ saddled with limited pertinent linguistic information, particularly
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based acquisition in bilingual children by some time.
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First Language Acquisition of Mandarin Chinese:
Constraints on Free and Bound Null Anaphora*

B. Lust, Y.-C. Chien and L. Mangione 
' Cornell University

Anaphora has been recognized as central to the syntax and semantics of 
complex sentence formation not only in English but also in other languages, 
and has been recognized as one of the central features of UG.

W'e define an anpahoric relation generally as “a relation in a sentence where 
an anaphor is given its interpretation by reference to another constituent with­
in the sentence.”

Various contextual factors are known to influence the assignment of 
anaphoric relations. However, it has been discovered that specifically linguistic 
principles constrain the range of possible anaphoric relations. Moreover, there 
is a subset of anaphoric relations which appears to be uniquely determined by 
linguistic principles. If the interpretation of an anaphor is exclusively deter­
mined by linguistic principles, that structural relation is termed bound 
anaphora. Other cases are termed free anaphora.

Current work in linguistic theory is concerned with determining the full set 
of specifically linguistic principles which constrain the type of anaphoric rela­
tions possible in natural language. This study contributes empirical support 
for including one specifically linguistic principle in this set.

In Chinese, there is a wide range of structures in which phonologically null 
®naphora occurs. The grammars of Chinese and English both make a distinc­
tion between free and bound anaphora. In English, null anaphors are generally 
^ound, while pronominal anaphors are generally free. In Chinese null anaphors

be either bound or free. In Chinese the syntactic configuration not the 
phonological content of the anaphor exclusively determines whether an anaphor 
** free or bound.

With both bound and free anaphora in Chinese there are grammatical struc- 
^^fes in which the constituent which controls a null anaphor occurs before that 
®ttaphor. This is referred to as forward control. There are also structures in 
y'hich the constituent which controls the anaphor occurs after it. This is re- 
®'^red to as backward control.

Critically, configpirational properties of headedness lead to the syntactic
, *riding of anaphors by the head. In Chinese, which is left branching, this will
'•^Volve backward control. This contrasts with free anaphora found in sub-
'^’'dinate clauses where there is nothing inherent in the syntactic configurations

This paper is prepared with the support of NSF grant BNS 7825115.
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to determine one direction of control over another. The direction
of free anaphora can be altered without requiring any structural

COti,

of

the sentence other than reversing the positions of the anaphor and̂
Jianges

thestituent which controls it.
These facts regarding anaphora in Chinese raise the question of what 

specifically linguistic principles may play in the first language acquisition' 
anaphora in Chinese. Since anaphors in Chinese are not distinguished ni 
logically, but only by specifically linguistic factors in their abstract syntactic 
figurations, if we can show that young Chinese children distinguish bound 
free anaphora, this would be evidence that they are sensitive to the

role
of

COll- 
and

linguistic principles in their syntactic configurations.
specificaliv

In this study we hypothesize that Chinese children are sensitive to the 
syntactic distinction between free and bound null anaphora. We predict that 
if Chinese children distinguish free and bound anaphora, then they should 
recognize free anaphora as compatible with the discourse principle of forward 
directionality of control, but bound anaphora should resist this principle. How­
ever, bound anaphora should be especially sensitive to the principle of headed- 
ness, which in Chinese leads to the backward control of grammatical anaphora.

With regard to pragmatic context, it is generally acknowledged that dis-
courses are structured sequentially, leading to a forward control of anaphora.
If children are sensitive to the distinction between bound and free anaphora, 
then the pragmatic context established in a discourse should promote the use 
of forward anaphora in the free but not in the bound.

In our study 100 children in Taiwan from 3;0 to 5:6 (years; months) tvere 
tested by an elicited imitation task. We summarize here.

Results showed that there was a significant difference between childrens 
success at imitating free and bound anaphora, with overall significantly more 
success on free than on bound. However, analyses showed that both the factois 
of Directionality and Pragmatic Lead interacted to distinguish free and bound 

anaphora types.
Free anaphora is significantly easier to imitate with forward control than 

with backward. For bound anaphora the opposite is true. Backward bou 
anaphora is significantly easier than forward. In fact, bound and free anaphoia 
are treated equivalently in the backward control forms; it is the forward co'

trol form which principally distinguishes them.
This is consistent with our characterization of the differences between 

success
tree

and bound anaphora. Forward control significantly increases imitation
inma''"of the free anaphora. Forward control, however, conflicts with the 

cally determined direction of bound anaphora, and therefore signi 
depresses success on this type. On the other hand, backward control is 
on grammatical structures, not on discourse principles. Thus both boi> 
free are not distinmiished here. . :is

iden‘

: are not distinguished here. aS
Pragmatic lead also differentially affected free and bound anap 

__ .1 a 1 I’    1 1 • • r' .1 1 .1 n thypothesized. Adding pragmatic lead significantly depresses the amount
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imitation of backward anaphora whether free or bound. For free anaphora, 
^pl significantly depressed correct imitation of backward anaphora but did 
jjot affect success on forward control. These different patterns of the effects of 
pL on free and bound anaphora, are explained by the fact that PL establishes 

discourse setting which sanctions free forward control. This is consistent with 
forward free anaphora but conflicts with the grammatical principles which 
-overn bound anaphora and the backward control of anaphora in general.

Analyses of children’s errors in imitation also confirmed that children were 

I
I

differentiating free and bound anaphora types and that these types were 
differentially sensitive to the factors of pragmatic context and directionality of 
control.

Although there were more errors on the imitation of bound types than on 
free, there were significantly more anaphora errors on the free type than
on the bound. In particular there were significantly more permutations of 
anaphoric direction in the free than in the bound cases. In the bound anaphora, 
the pragmatic lead had only a small effect on anaphora in general and near 
zero effect on anaphora direction. These data clearly confirm that children 
were differentiating free and bound anaphora both with regard to pragmatic 
lead and with regard to the directionality of control.

In conclusion, our results confirm that in spite of the fact that free and 
bound anaphora are phonologically identical, both being null, young Chinese 
children differentiate them. They differentiate them in a way which is con­
sistent w’ith our general grammatical theory of the distinction between free and 
bound null anaphora. Directionality of the control of anaphora was found to 
have systematically different effects on children’s production of the tw’o types, 
reflecting in free anaphora the interaction of forward direction and discourse, 
3nd in bound anaphora an interaction between backward direction and gram­
matical control. Pragmatic lead was also found to have systematically different 
effects on the children’s production of the two types, depressing both bound
3naphora and backward anaphora with which bound anaphora is con-
distent. Therefore, children did distinguish bound and free null anaphora. The 
Question then becomes what distinguished them for children.

The primary distinction between the two types of anaphora w'as syntactic: 
bound case occurs in a configuration with a head and a left branching 

Embedded clause (a relative clause); the free case simply involves a clause sub- 
^i'dinated to another clause. In order to account for our results it must be the 

that children are sensitive to these grammatical factors.
hl conclusion, besides supporting our general point in this paper, we think 
study contributes to 2 general issues, one in the field of linguistics and one 

'f* the field of cognitive psychology. In linguistics it is an issue whether 
^f*3phors can be characterized in terms of their phonological content, eg. in

of a. pronoun class. Our study clearly supports analyses which posit 
^^Heral structure-dependent principles which are 

('■‘'I content of an anaphor.
independent of the phonologi-
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In cognitive psychology, it is an issue whether children at the earliest sta 
of first language acquisition are guided by general cognitive principles alom 
whether they bring specifically linguistic principles to bear on the langy^ 
learning task. For example, it has been proposed that children may bring q 
discourse principles, which are consistent with forwatd linear order, to be 
on the early acquisition of anaphora. Our data show children to be sensitive 
grammatical structure which is incompatible with forward linearity as the onl° 
principle accessible to children. Only a model which attributes to childrg^ 
specifically linguistic principles as well as general cognitive principles will be 
sufficient to account for these data.

I



Comparative Studies on the First Language Acquisition
'of Japanese and English ।

Language Universal and Language-Specific Constraints*

Barbara Lust, Tatsuko Wakayama, Hikohito Hiraide, 
Wendy Snyder, Margaret Bergmann

In this paper we summarize several results from a series of comparative 
studies we have completed on first language acquisition of Japanese and English.
These studies are part of a large cross-linguistic project which is studyin;'Ö
acquisition of complex syntax in six languages. The research paradigm 
underlying this project studies certain critical ways in which languages vary, 
e.g. word order or branching direction, which may be termed “parameters” of 
language variation. The basic assumption of the research paradigm is that if 
certain acquisition commonalities and/or differences can be identified with cer­
tain of these parametric variations, then this will provide evidence that children 
are sensitive to these parameters. Identifying these sensitivities can provide the 
basis for a theory of how children begin to organize the large amount of variant 
language-specific data to which they are exposed, and to construct the grammar 
of their language.

A comparison of Japanese and English first language acquisition is especial­
ly important to this study. Japanese and English differ in both the parameters 
of Word order and branching direction, as well as in a number of other proper-
hes. As is well known, Japanese basic word order is subject-object-verb while 
English is subject-verb-object. Japanese is also left-branching, in that relative 
clauses, subordinate clauses, and other forms of sentential complementation are 
generally placed before their head. English is right-branching, in that such 
*^2‘nplements are generally placed after their head. These parameters of varia- 
fion between Japanese and English are profound differences which account for 
^’‘tensive variation across these languages.

there are similar patterns in the acquisition of complex syntax in Japa-
•iese
‘Wo 
first

and English, in spite of these and other profound differences across the 
languages, then these commonalities must represent deep properties of the
language acquisition process. If there are specific differences in firstla '“'»guage acquisition process, it mere 

acquisition of Japanese and English, we may then ask whether these

acr,

Tallis paper is prepared with the support of XSF Grant BNS 7825115.
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'^fences can be explained by one or other of the parameters of variation
the language.
this paper we identify a number of commonalities and a number of speci-
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fie differences between the first language acquisition of complex

1

I

1

I
1

I

%

formation sente,in Japanese and English. We argue that both the commonaliti
the differences reveal early sensitivity to the grammatical structure of 
language and to the specific parameters
English.

which distinguish Japanese ■ ’
and

Our data result from a series of comparative experimental studies
of natural speech of young children acquiring Japanese as their first Ian
in the Tokyo-Yokohama area of Japan, and of young children acquiring^E^^^ 
lish as their first language in the United States. The data are provided bvlanguage in the United States. The data are provided by abo°'
200 children in each language from 2-5 years of age, which is the period of 
early syntax acquisition in each language. Most of the data in these
involve early coordinative and/or subordinative complex sentence formation

RESULTS
Our experimental study is based on Japanese and English speaking chil­

dren’s elicited imitation of simple coordinative sentences. In an elicited imita-
tion task a child is asked to repeat a sentence “just the way” the adult says it.
The assumptions underlying the task are that in order to repeat, the child first 
reconstructs the sentence, processing it through his own comprehension and 
production systems, and thereby revealing properties of these systems.

The experimental sentences varied according to two factors. First they 
varied according to coordination structure. Some of the sentences were full 
coordinations, i.e., coordination of tw'o full propositions, each proposition con­
taining a noun and a verb, as in, for English, “Babies laugh and babies cry,” 
or for Japanese, “Hato mo tobu shi suzume mo tobu.” The sentences also 
included coordinations which were reduced, and thus involved the coordination

Englishof non-propositional elements, i.e. nouns or verbs. An example of an 
reduced sentence is “The teddy bear walks and sleeps;” this can be related to 
a sentence coordinating full propositions like, “The teddy bear walks and the 
teddy-bear sleeps.” An example of reduced coordination for Japanese is “Otoña 
mo kodomo mo oyogu.” The experimental sentences also varied according 
to directionality of reduction, i.e. forward or backward. We will re-urn to 
this factor later, but generally it had to do with the position of the redundant
term or of the site of reduction.

In Japanese, three different tests which used sentences varying in these
w'ere administered. Japanese I involved the connectives shi and to. Japanese 
involved the connectives shi and mo. Finally, Japanese III involved the ge- 
-tc and the particle to. Our natural speech analysis is based on speech s- •
collected from the children in their homes in both languages.

AVe first review a basic set of 4 commonalities between acquisition 
nese and English we have found in these data. We then review a set ' 
ferences. Both the commonalities, and the differences replicate over 
imitation and natural speech results.

reriif^l
sample’

of .îa< 
of 3

elicit«^
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MON ALITIES

In each language productive competence for complex sentence structures is 
j-qiiired at a similar rate at similar ages between 2,0 and about 3i/2 years, 

pverall, both Japanese and English groups acquired the ability to successfully 
imitate simple coordinate sentences with a 75% success rate by years of age. 
Correspondingly, both young Japanese and English speaking children use a 
similar proportion of predicative recursive structures in their natural speech, in 
spite of the fact that the devices for this predicative recursion differed across 
languages.

Commonality 2
There was also significant similarity in the acquisition order of the general 

types of complex sentences acquired in Japanese and English. In both lan­
guages, full propositional coordinations were among the earliest forms of com­
plex sentence formation acquired, in spite of the fact that in Japanese there is 
no connective which is exactly equivalent to English and. In both languages 
children were able to imitate full propositional coordinations as well as or 
better than reduced coordinations.

Í

I
Commonality 3

In both languages, redundancy was frequently retained.

Commonality 4
Grammatically reduced forms were delayed in acquisition in both languages.

differences
We have also identified three differences in the acquisition of complex 

sentence formation in Japanese and English. These differences indicate some 
"'ays in which the child is acquiring the language-specific of grammatical 
reduction.

Difference 1

In English, most of the redundancy retained in full-formed propositional 
^t>ordination corresponded to sentence initial, in particular, subject position, 

example, in "I got two bears and I two and a half,” the redundant pronounI 
tia

retained in sentence initial subject position. In contrast, in Japanese 
‘‘dual speech, most of the redundancy which was retained in full propositional 

’^otdiitation was in the predicate; for example, “Ue ni agent no shita ni agent

*^ifte,
it is the redundant verb agent which is retained.

I 
i

'fence 2
ill English, reduced coordinations in which the gap preceded its antecedent
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(which may be called backward reductions) “The kitties 0 and the do
were acquired late, while reduced coordinations in which the

Acq,,. .
'01,

r ‘S’hide g^P followed^
antecedent (which may be called forward reductions), “The teddy-bea 
and 0 sleeps,” were acquired relatively early. ir Us

'Valk,
Japanese children evidenced late acquisition of grammatically 

forms with forward gaps e.g., “Inu wa hoeru shi 0 kamitsuku” and
early acquisition of grammatically reduced forms svith backward 
"Otoña mo 0 kodomo mo oyogu.’’

’relatively
gaps. e-g..

s

^'^duce^j

Difference 3

ect-veibJapanese children were highly sensitive to the unmarked subject-obj 
order and sentence structure in Japanese which distinguishes this lanein 
from English; they found sentences containing right dislocation significantiv 
more difficult than standard subject-object-verb sentences.

SUMMARY OF DIFFERENCES
In summary, we not only found a

nese and English acquisition, but also a
set of basic commonalities between Japa-

set of specific differences in early stages

I

of acquisition of these two languages. The differences lie in redundancy pat­
terns and in the location of gaps in early complex sentence formation. These 
four commonalities show that in spite of the significant differences across lan­
guages, both Japanese and English speaking children are following similar 
general principles in the acquisition of complex sentence formation. The dif­
ferences reflect sensitivity to parameters of language variation.
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_ Self-Sustaining Dialect:
A Model for Second Language Training

Shigeru Miyagawa and Galal Walker
Ohio State University1

1

0. INTRODUCTION
After some period of training, a foreign language student begins„ to acquire 

new knowledge about the target language based solely on his previous expe-
rience with that language. We propose that this kind of learning in the target 
language should play a central role in foreign language training. At some point 
in his first few years of training, the student should achieve the ability to 
sustain and increase his knowledge about the target language using only his
second language skills. Once the student reaches this level of competency, he 
has acquired what we term a “Self-Sustaining Dialect” (SSD) of the target lan­
guage. In this paper we will characterize the SSD and illustrate its importance 
in foreign language pedagogy.

I. SELF-SUSTAINING DIALECT
SSD is a pedagogical concept drawn from observing successful non-native 

users who started their training in the classroom. We recognize that the
linguistic behavior of an experienced non-native user is often very different 
fiom that of the native. A non-native’s use of a language approximates rather 
than replicates the skills of the native user. A non-native who has achieved 
fluency in some areas of a language is often incapable of functioning where 
natives are completely at ease: the lexicon of whole semantic fields may be 
beyond the experience of a non-native; dialectical variation to which a native 

1- ic

adjusts without effort may cost a non-native considerable energy before he is
able to cope; speech acts such as insulting, threatening, or joking which create
an instantaneous reaction in a native may be grossly misinterpreted by non 
natives. The non-native user will continually encounter unknown areas of the 
anguage. The successful non-native user is someone who can efficiently deal nJ th

this unknown. |jy etti'
Non-natives manage successful encounters with linguistic tinknown 

ploying an impressive array of acquired knowledge and skills. AVe ca 
that a major part of these capabilities involve the ways the i edunt aji^jgjst^”' 
language is exploited. Even native speakers do not hear or lead 
every bit of information directed at them in their own language. e ,j.ic

I've

,d

to coiwin their language, from the phonology to the discourse, allows them 
what they perceive into a message. This is more pronounced when a non

ibine
¡iti'^
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the information:

of

.-rets the intormation: less information is received, and the process of 
J,¡nation is not so automatic. Whereas the native is often blithely unaware 

^*the processes of interpretation, the non-native is almost constantly conscious 
'’f possibility of misinterpretation. Therefore, a non-native will have ex- 

^.(.¡t often practiced strategies based on redundancy to check his interpreta- 
' or elicit additional information. SSD, then, is a description of the requisite P‘

lionseuage skills for implementing these strategies.
Prominent among the strategies is what we broadly term “paraphrasing.”

A language will provide more than one appropriate response to nearly every 
instance of social intercourse requiring a linguistic response. The two 
utterances, “He’s a doctor’’ and “He practices medicine,” may be equally ap- 
ropriate responses to the question “What does he do?” The potential of 

multiple responses to a single social situation results from the redundancy of 
a language, and the manipulation of this redundancy is an act of paraphrasing.

2. SSD MATERIALS AND TESTS
We propose to orient the first two years of university training in Japanese

and Chinese to acquisition of SSD. This orientation in turn affects the
materials, xests, and program design of the instruction. The materials developed 
for such instruction, while not being radically different from current textbooks, 
are characterized by at least two features: greater intensity in the areas of the 
lexicon presented by the selected vocabulary and paraphrasing exercises (or 
"shift” drills). When a lexical field such as “occupations” is identified, the 
vocabulary presented has a greater intensity than one usually finds in textbooks. 
Instead of presenting twenty names of occupations, for example, SSD materials 
might present only five, but soon after present the terms which refer to actions 
and places characteristic of these occupations. Secondly, the focus of the dialog 
and exercises is not solely on the native speaker model. Current textbooks 

I present dialogs and exchanges which are purported to occur between speakers 
I of equal competence in the language. Even when non-native roles are written 
I into the dialogs, their linguistic behavior is not usually distinguishable from 
' ^^at of native speakers. Along with the native speaker models in dialogs and

^’^ercises, SSD materials present the dialog model of a successful non-native 
’Peaker and paraphrasing exercises which are specifically designed to inculcate 

observed strategies of successful non-native speakers.
Testing in SSD oriented instruction has features not found—or at least not 

^ffessed—in other language training. Teachers test their students by observing 
they handle linguistic situations which have been presented in the course 

study. That is to say that the learner’s performance in the early years of 
L I ‘ly is evaluated by achievement testing. As the learner’s experience in the 
Il ’’»»guage increases toward some vaguely defined critical mass, proficiency tests 
№ J ® administered which are supposed to predict how well the learner will per- 

in the “real world” beyond the pedagogical havens of a particular pro- 
liP arn of courses. .Since SSD instruction is specifically designed to train the

1-

1
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learner to cope with language and situations beyond that presented in
and exercises, from early in the course, a significant portion of the testin^^^'^ 

cedure will be a kind of proficiency evaluation. ®

3. SSD PROGRAM
A three or four year university program of SSD instruction is divided ’ 

two main parts: pre-SSD and post-SSD. We estimate the pre-SSD perio^'^i'^
1 i* 7 1 ’ • • • • -

- r ---- r^ion tobe from 300 to 400 classroom hours. During this time, instruction is designed 
to teach the learner to use the language. Once that is achieved to a degree that 
the learner’s dialect of the target language is not dependent on classroom or text­
book, the learner has achieved an SSD. During the post-SSD period, instruction 
is designed to introduce the post-SSD entry into the confusing abundance of
native linguistic artefacts by identifying “traditions” of the spoken and written 
language and focusing the learner’s attention on the conventions of each tradi­
tion. Traditions of the spoken language might include such things as movies 
television drama, radio shows, business conferences, or history lectures. Written 
traditions might include magazines, newspapers, or modern fiction. Each tradi­
tion can be a discreet course of study in the post-SSD instruction. When a 
student completes his university training in Japanese, for example, he will 
possess an SSD of Japanese, and will have had the experience of applying his 
SSD to a variety of Japanese language traditions. The combination of tradi­
tions should allow him to enter other modern traditions and thereby increase 
his knowledge of the “real world” of the Japanese language, and, at the same 
time, sustain and increase his skills in that language.

1



pcvelopment of Japanese Vocabulary in Bilingual Children
A

Kikuko Ohama 
Komazawa University, Tokyo

A large number of studies related to bilingualism have been published in 
the past decade. Most of these studies deal with the process of becoming bilin­
gual rather than the state of being bilingual and they tend to focus on the 
learning of the second language (L2), which is very often the primary or
dominant language of the sociopolitical society in which the learner is to func-

D
aOIUiilil**'- Q- --------„*X*V,X* XV.V»X.«X,X ..XX XVMXX,

tion. Relatively small number of studies take into account the second language 
learner’s first language (Lj) and test his proficiency in Lj, and they tend to 
treat bilingualism in two related languages within the Indo-European language 
family.

The study reported in the present paper was designed to investigate the 
maintenance and/or continued development of Lj (Japanese) with a focus on 
children who were exposed to L2 (English or French: structurally unrelated 
language to Lj) as a result of change in the country of residence.

METHOD

The subjects were 651 Japanese children of a high SES family living in 
Chicago, Seattle, Washington D.C., Vancouver, Melbourne and Geneva for 
variable periods (Table 1). They attended, in addition to an English or French 
speaking school, grades 1 through 9 of a school of Japanese supplementary 
studies which held classes usually once a week on Saturdays. The major aim 
of the school of Japanese supplementary studies is to develop the Japanese

Table 1. Subjects
length of residence (years)

L

grade
1
2
3
4
5
6

(age)
( 6-7 ) 
( 7-8 )
( 8-9 ) 
( 9-10) 
(10-11) 
(11-12) 
(12-13) 
(13-14) 
(14-15)

N
137
108
106
77
80
57
35
26
25

651

(male female)
( 68
( 59
( 59
( 37
( 35
( 17
( 17
( 11

( 308

69 )
49 )
47 )
40 )
45 )
40 )
18 )
15 )
20 )

343 )

mean
3.9
4. 1
4. 1
4.6
5. 1
4.5
5.5
5.0
5.4
4.4

(s.d.)
(2.1) 
(2. 4) 
(2. 4) 
(2. 9) 
(3.0) 
(2.7) 
(2.6) 
(3.3) 
(3.1)
(2.6)

8
9 ( 5
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academic skills of expatriate children to a level commensurate with schol
expectations in Japan. Almost all parents were “temporary residents’’ for ^j^j^

1

1

related reasons, and who intended to eventually return to Japan. Thus
was high motivation to maintain children’s L, (Japanese) proficiency
as to develop children’s L2 (English or French) skills.

as
therç 
Well

To these 651 subjects, a semi-adaptive test of Japanese vocabulary (Shiba 
1978) constructed on the basis of the latent trait theory (Lord et al., 1968) was 
administered. Testing procedure consisted of two steps; a program test for 
preliminary measurement and a conventional, group test for accurate measure 
ment (Shiba et al., 1980, 1981). The program test is a short form of the strati-
fied adaptive test of five pages, each of which contains seven vocabulary test
items of diverse difficulty. Each subject was to be tested individually, at first 
by the program test, and then, to be given an appropriate form of conventional 
test chosen among ten forms from the easier to the more difficult one, according 
to the obtained score of the program test. The final scores were estimated by 
maximum likelihood method, and then converted to T-scores with a mean of 
50 and S.D. of 10 based on norms of Japanese children living in Tokyo.

To the same subjects, a questionnaire was administered in order to obtain 
children’s subjective reports on their use of Lj and Lj as well as on their oral 
and written proficiency in L, and L2. In the questionnaire, the rating scale 
method was employed.

RESULTS AND DISCUSSION
The distributions of Japanese Vocabulary Scores were lower and wider in 

their ranges, in general, comparing to the distributions of the Scores obtained 
from the standard group of children living in Tokyo (Table 2).

Correlational analysis between length of residence outside Japan and Japa­
nese Vocabulary T-score indicated that the children who had been in Lo speaking 
country for longer years showed more retardation in their Japanese vocabulary
development (r=-.45 n=651). Further analysis revealed that the strength of cor­
relation was not the same in all grade groups (grades 1 and 2 : r—-.50/grades 
and 4 : r=-.54/grades 5 and 6 : r=-.55/grades 7, 8 and 9 : r=-.34). This suggested, 
as there was only a slight difference in mean and S.D. of length of residence 

L2 speaking 
andamong the grade groups (Table 1), that the age of entry into a

environment might be a factor which determined the later maintenance

Table 2. Distributions of Japanese vocabulary Scores (T-score)

grade

1 and 2
3 and 4
3 and 6

7,8 and 9

mean

37.3
37. 8
41.8
44.5
39. 4

s.d.
16. 3
16.0
15.4
17.0
16.3

(n=245) 
(n = 183) 
(n=lS7)
(n 86)

3

(n=651)



1141
I*'

development of Lj. In order to examine the effects of group differences in age
of entry, Japanese Vocabulary T-scores were analysed in relation to age of
gptry and length of residence outside Japan (Table 3). In this analysis, 135
subjects who had resided in Japan between the first and the second residence
outside Japan were omitted.

The results showed that the age of entry made a considerable difference in 
the rapidity with which Lj proficiency was developed. Those who entered a L, 
speaking environment for the first time after the age nine or ten continued to 
maintain grade norms in Lj skills. Besides, the analysis of the questionnaire 
suggested that these older immigrant children approached grade norms in La 
academic skills, even if their dominant or comfortable language was Lj rather 

i than La for longer years in comparison with younger immigrant children. On 
I the other hand, those who entered a La speaking environment at younger ages, 
I especially before the age of five or six that is without Lj schooling, did not 
I maintain grade norms in Lj skills.
I In summary, the present findings agree with those of other studies in 
I showing that older immigrant children whose Lj proficiency is better established 
I at the time of intensive exposure to La maintain and develop their Lj to a 
I greater extent than children who immigrate at younger ages. This suggests 
I that the critical period for the aquisition of maternal language might exist by 
I the age of ten.

Table 3. -Age of entry. Length of residence and Japanese Vocabulary Scores 
(mean T-score)

I’ 
I

Age of entry | Length of residence (years)

0~l 1~2 2~3 3~5

1. 2

3, 4

5, 6

7, 8

9, 10

I 
l'

11, 12

>3, 14, 15

48.7 
n=4
51.3 
n=29

n=25 
59. 1 
n = 13
41.5 
n=5
"4979“ 
n = 76

‘49.0 
11 = 23 
42.6 
n=40 
46.3 
n = 17

“54. 1 
n=7 
52.8 
n=2 
46. 1 
n=89

49.2 
n=4
36.9 
n=44
41.0 
n=29
42.8 
n=20
48.5 
n=ll
49.8 
n=7

‘41.3

34.3 
n=41
31.8 
n=25
36.4 
n=28

n=9 
46.9 
n=5

5~7
’1974“ 
n=4 
SlTT" 
n=20 
24.5 
n=15 
28.1 
n=9 
43.2 
n=8

n=5

7~10 10~13
20.4 
n=25
22.8 
n=12
41.5 
n=4
41..5 
n = 8

13.1 
n=9 
3677' 
n=4 
1671 
n=l 
22.2 
n=4

18.5 
n=38 
28.8 
n=36 
32.4 
n=65 
37.8 

' n=117
4i9 
n=134 
46.2 
n=76

, 51.4 
n=36

n=14
36.4 31. 2

11 = 115 n = 108 n=61
20.5 20.5’ ■ 38.8
n = 49 n = 18 ' n=516

0

I 
I

i

i
I «__ 1

L ^^ferei 

B u, :nces
^Ord, F and Novick, M. R. 1968 Statistical theories of mental test scores. Addison-Wesley.



1142 Section 17: Language Ai

Shiba, S. 1978 Construction of a scale for acquisition of word meanings. Bulletin
Faculty of Education, University of Tokyo, 17, 47-58. (in Japanese) °f th,le

Shiba, S., Noguchi, H. and Ohama, K. 1980 The efficiency of preliminary measurement k mearis of°a short form of the stratified adaptive test in measuring verbal ability. Bullet '^ 
of the Faculty Education, University of Tokyo, 19, 27-34. (in Japanese)
means of a short form of the stratified adaptive test in 'ent b,

Shiba, S., Ohama, K. and Noguchi. H. 1981 Verbal ability of Japanese children livin
Bulletin of the Faculty of Education, University of Tokyo, 20, 111-128. (in Japan

Acknowledgement: The author woidd like to thank Prof. Sukeyori Shiba and Mr 
Noguchi for their valuable comments. H'royuki

This research was supported in part by Grant in Aid for Scientific Research 
Education (No. 57710121). Ministry of

I



r
The Mental Lexicon in Second Language Learninj

z ig
Lev I. Soudek and Miluse Soudek

Northern Illinois University, DeKalb

Despite various assumptions, hypotheses, and several recent experimental 
studies, very little is known about the composition, structure, functioning, and 
growth of the mental lexicon (ML) even in monolingual persons. The adjective 
mental (or subjective, internal) has been used to distinguish this type of unique 
word store in the language user’s long-term memory from printed word lists, 
glossaries, dictionaries c” thesauri in which lexicographers have attempted to 
capture the vocabulary ^or “objective” lexicon) of a given language.

The major approaches mentioned here fall into several categories. Most 
psycholinguistic studies have used lexical decision tasks with adult native
speakers of English (college students) as subjects. In their study of homographs.
Rubenstein, Garfield and Millikan (1970) have shown that high frequency 
entries are recognized sooner in the ML. Glanzer and Ehrenreich (1979) have
confirmed the effect of tvord frequency on lexical search questions. In meaning-
oriented approaches, Fillenbaum and Rapoport (1971) have reported results of 
their extensive study of nine semantic domains to show how semantic networks 
might be organized in the ML. Similarly, Blaubergs (1980) has recently proposed 
a model of the AIL based on an interesting combination of the notion of 
semantic fields with Fillmore’s case grammar. In a different approach to 
semantic loads of lexical units stored in the ML, Conrad (1974) has shown tliat
in cases of lexical ambiguity both meanings of a word are activated in memory
when that word is heard in a sentence, despite the fact that the sentence may 
contain enough contextual information that points to only one and not to 
the other meaning. Conrad’s claim that the lexical look-up phase of the 
clecoding process seems to be independent of the linguistic (and extralinguistic)
<^ontext is in direct contradiction to Coker and Crain’s (1978) hypothesis tliat 
^be ML allows direct access of a specific meaning (of an : '
sufficient context is provided and that several meanings of one lexical unit will 
be looked up only when the context fails to provide sufficient clues.

ambiguous word) if

Studies of malapropisms have provided additional dimensions in approaches 
•o the ML. Fay and Cutler (1977:510) have posed a question which will be of 
S^eat importance in further studies of the development of the ML in a second 
'‘Uigtiage: ”... whether there are separate dictionaries for production and com- 
htehension, or simply a single listing that is used in both operations. It mightb,le

L
th< argued that there should be two listings, since the optimal arrangement of

1143

^be entries for the purpose of comprehension is surely not the optimal arrange-
’hent for production.” In his recent study of malapropisms, Cowart (1979)
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dismisses several previous assumptions concerning the functioning of the
(such as the single access, the passive memory, the heterogeneous
proposes instead a model consisting of three separate active lexicons (phon
ti'i-it-irt-ir cpmunhr\ intPrlinVAri witH porli Atbpv n cr ctnm

memory)

syntactic, semantic) interlinked with each other by a system of pointers. 2*ickv(1979) explains the mechanism of malapropisms by introducing the notion ' 
insecure, defective or incomplete storage of the target unit in the ML of of

speakers. For foreign learners of a language, such qualitative aspects of 
storage apparently affect considerable areas of their word knowledge and hg^*'^ 
will deserve intensive study. •nee

A series of useful experimental studies has focused on the problem whethe 
the morphological make-up of lexical units affects their storage and look-up 
the ML. This, again, is a problem with important implications for the 
methodology of vocabulary instruction in foreign-language learning. AVhile

a

Manelis and Tharp's (1977) experiments on suffixation appear to support the
independent storage hypothesis (that each affixed word is stored as a single 
entry), several studies by MacKay (1976, 1978, 1979) have shown the feasibility
of the derivative hypothesis according to which stems and affixes of complex 
words are stored separately in the ML. Similar results in favor of lexical 
decomposition were reported for prefixed words by Taft and Forster (1975) 
and Taft (1979b). For English as the target language, these findings support the 
importance of “feeding” the ML of foreign learners with lexical units sur­
rounded by their derivational as well as inflectional paradigms.

Several other categories of approaches that will be of importance for under-
standing the developmental aspects of the ML in a second language include 
a series of studies examining the order of acquisition (or order of difficulty) of 

as a secondgrammatical morphemes in children and adults learning English 
language. For lack of space only two most recent overviews of these studies in 
Krashen (1981:51-63) and in Dulay, Burt and Krashen (1982:200-231) can be 
cited here. Other approaches have focused on methodological problems o 
vocabulary expansion in a foreign language (e.g. Twaddell 1973, Richards 1 
Nilsen 1976, Judd 1978). In the areas of English morphology and lexicolo^ 
several studies have analyzed the “objective” lexicon, the make-up of lex» 

the degrees ofunits, individual types of English word-formation as well asllllll.3, 111V4.X * lU uat Ljp/vo VJL VV XA" 1. WX 1XIM LI 1 CLO »»V
' h..nrl 1969, Algeoproductivity in coining neologisms (e.g. Soudek 196/, Marchand lyoJ,

1980, Caso 1980). Instances of yet other important contributions that 
shed light on multilingual MLs are various studies of polyglot aphasia- 
example, Paradis (1977) has reported several cases of mixed vocabulaii^ 
suffix interference between two languages. Last but not least, o'* 1

niig*’^
For

advances in neurolinguistics have led to attempts (such as < , 
Whitaker 1978) to locate, within the dominant hemisphere, different (

well

as shared) areas used for storing words in two languages.
As can be seen from the above tentative categorization of some 

proaches, attempts to characterize the developing ML in a second 
represent a veritably multidisciplinary venture that faces many

...aior “I’-re
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bleins. So far, the ML of native users has been largely described in static
s as a developed, accomplished, “fixed data base” (Miller 1981:66). For the

yglopment of the ML in a second language, the dynamic aspects of stages of
^^rd acquisition, of growth of the ML will be of major importance (see, e.g.,

. AO 1 \ TAm.lzi .AAA —1 , , , TaQ—A i- fr A. .A A., a1 imi V a a, n aa J Z"’. . A 1 aa.1981). While some authors (Rubenstein et al. 1971, Fay and CutlerKelson
jg77) have argued for a primary phonemic representation of lexical units in 

ML, typical instances of adult learning of a second/foreign language whichthe
often takes place through the medium of written (printed) symbols would 

I
favor a model of several access files, as proposed by Forster (1978), one of which 
is based on the orthographic shape of the stored words (see also Taft 1979a, 
Lukatela et al. 1980). The mode of word acquisition (written, spoken or both)
of ML entries is especially significant in English whose spoken and written 
norms are very different from the point of view of the foreign learner and may 
be acquired separately. This will probably apply to an even greater degree to 
languages such as Chinese whose written form is not at all based on phonologi­
cal representations.

Because of severe space limitations only a handful of other essential problems 
of second language ML research can be enumerated here rather telegraphically. 
The empirical distinction made by language teachers between receptive (passive 
recognition) and productive (active) vocabulary in second language learning 
will have to be examined in terms of either uniform or separate mechanisms 
of word comprehension and production in the ML. (Both present writers 
“know” a lot of words in English, and in other languages that are not their 
first language, in the sense that they have a vague idea of some of their pro­
perties (such as semantic range, graphic, phonemic, syntactic shape, idiosyn-

I

crasies) but not of others, and thus would not dare to use them actively.) 
Closely linked with this phenomenon i
which often cover whole semantic fields where the foreign learner feels insecure, 
^ther problem areas include phenomena of overlap, interference or integration 
etween and among several MLs in multilinguals, problems of lexical hybridi­

sation when affixes from one language are freely attached to bases from another 
anguagein 

®ften block

is the frequent use of avoidance strategies I
I

include phenomena of overlap, interference or integration

a bilingual’s speech, problems of mental fatigue and overload which

;^Suages of a bilingual (1

^elo]

or restrict the bilingual’s capacity to retrieve well known terms in 
language, questions of storage of lexical forms common in both 

bilingual (or a second language learner) but a) having entirely 
erent semantic loads, b) sharing some meanings but differing in others, c) 
“’’ging to different stylistic or functional levels or d) displaying different 

i la *^”^^^*^31 categories such as gender or part of speech in each of the two 
I f’gtiages. As certain types of bilinguals freely switch from one language to Ui

’Mother 
Ki- - but will have difficulties to translate, it seems possible that in some

I [of bilingualism “equivalents” may be stored separately, even without a
’^Ually directive pointer system. Finally, the well known phenomenon that,

conditions, long eradicated “errors” in second language perform-
tend to reemerge (see Seiinker’s “backsliding”, 1972:215—216) appears to
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suggest that, with lexical units, “incorrect” representations may be stored alo
with “correct” entries in the ML. **8

A plausible model of

Language Aequi^ti
-*oti

a dynamic second language ML will have
with these problems as well as with other formidable challenges. Such 
has yet to be designed.

to
a

cope
mode]
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Dual-Plane Strategies in Foreign Language Learning

Arthur Szentgyorgyvdri
Language Centre, University of Budapest

1.
Dual-plane strategies try to combine spontaneous language acquisition 

conscious language learning in the classroom in order to develop the learn^er^ 
communicative competence. In modern language study, the problem dates back 
to Harold E. Palmer’s distinction between spontaneous and studial languae 
learning capacities, and through him, to Ferdinand de Saussure’s methodologi­
cal antinomies.

In his Memorandum on Problems of English Teaching, published in Tokyo 
in 1924, Harold Palmer, the distinguished linguist and language education­
alist, called the interest of Japanese scholars to the Saussurian way of 
thinking,!’ and put forward suggestions in the field of linguistic pedagogy. 
His Memorandum proved to be an early document of cooperation between 
theoretical and pragmatic linguists and psychologists. It is timely to remem­
ber it at this International Congress of Linguists which has first opened a sec­
tion in its program for the topic of “Language Acquisition and Language 
Learning’’.

Palmer’s seminal ideas took shape in some modern theories of language 
learning and communication pedagogy. The theoretical underpinnings of this 
paper can be described in terms of four connected and empirically supported 
hypotheses:

1)
2)
3)
4)

the acquisition—learning hypothesis,
the dual-plane hypothesis,
the monitor function hypothesis,
the antinomic character hypothesis of the dual plane.

The acquisition-learning hypothesis makes clear distinction between spon-
errortaneous language acquisition, and conscious language learning through 

correction and explicit instruction. (Stephen Krashen and others). It ernp 
sizes realistically that acquisition is possible without learning, and that 
does not lead necessarily to acquisition. On the other hand, it leaves

leartiifS 
out of

interest a whole scale of stages between the two extremes.
The dual-plane hypothesis suggests that human communication ptroceeds

two planes. The first plane is the domain of full-awareness activities, genet'

; on 
•ally

1) According to Tullio de Mauro (1968. Ferdinand de Saussure. Bari) the activity < 
E. Palmer in Tokyo contributed to the chronological fact that the first translation 
Saussure's Cours de Linguistique Général was published in Japanese.

’',7*
I of
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tyiiiing to message construction. The second plane is the sphere of reduced-
activities, with monitored communication skills and emotionallyper' 

attention

p'

- .„ed psychic reactivities. Holistic language pedagogy- in using the dual- 
^la»e •liypotI'*^^S'‘S greatly relies on the Lozanov-model.

q-he antinomic character hypothesis suggests that fully conscious and para- 
scious aspects of human communication on the one hand, formal language 

learning and informal language acquisition on the other, are usefully opposed 
■ language pedagogy. This methodological antinomy, however, can be also 
' -eated, as two extremes of a cline.

T’/je monitor function hypothesis claims that in normal language use the
erson who knows the language is able to detect his own errors in speech even 

diough he is not listening for them. (R. Lado). This hypothesis has been largely- 
extended during the past two decades. (S. Krashen, A. A. Leontiev, A. 
Szentgybrgyvari).

In the following 1 propose to point out some implications of the dualplane
and the monitor hypothesis, 
adults.

as an outcome of experiments and experiences with

2.
If we accept that, in fluent language use, we are normally aware only of 

the message and some key-points of linguistic performance, we have to admit 
. that units and patterns of the message-processing mechanisms are recalled auto­

matically on the second plane. Old experience and new experiments give 
evidence of it. From the pedagogical point of view we may add that language 
skills are not only recalled, but also economically acquired on the second plane 
(Lozanov, Krashen). The crucial problem for dual-plane strategies centers on 
how to develop language skills on the second plane in the classroom.

Message-processing language skills are developed in the context of speech
situations. Tatiana Slama-Cazacu’s dynamic-contextual theory offers a good
^Pproach for analysing it. For the purpose of this short discussion, however, we
ran try to grasp the core of problem with the help of a simplified (topological) 
giaph, by mapping out the essential means of expression in speech situations.

Based on semantic research (Alen Gardiner, Adam Schaff), it can be 
postulated that the minimal number of meaning components can be reduced to 

in: someone is needed to speak, someone to listen to, something to be spoken 
not. and linguistic signs for the expression. Correspondingly the following 

symbols can be used:
^’l for the speaker's coordinates,
"^3 for the listener’s coordinates, 

they are the objective components 
of meaning

Oi for the things which elicit com­
munication or serve as a context 
for it,

Oj for the socially accepted linguistic 
signs which carry the message, 
they are the objective components 
of meaning
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The explicit and implicit peculiarities of the essential contponei
meaning, their interrelations and the set of triangles they form, offer a O(

view of the main functions in the speech situations. (Static model).

I
I

I
Í

Si

O,

S,

.As we are interested in communication skills, we have to overview the speech 
situation from the point of view of activities which involve skills. Thev are 
given in the three interrelations between the speaker and the listener (S^S 
S1O2S1, SiOjSo). In the dynamic dimension they can be called information 
channels:

1) the pragmatic channel (S1S2)
2) the linguistic channel (S1O2S2)
3) the sigmatic channel (S1O1S2)

The pragmatic channel (SjSo) gives information on face-to-face experience: 
physical aspect, looks, mimics, gestures, postures, voice, rhythm of movements, 
etc. (kinesics, proxemics, paralinguistics).

The linguistic channel (S1O2S2) conveys information according to the rules of 
language use.

The sigmatic channel (S1O1S2) transmits stimuli of the surroundings, likely to 
affect the communication: things spoken about, light, noise, heat, and the
behaviour of persons present but directly not involved in the communication.

In fact, the information channels are inseparable components of the whole 
information system,—completing, reinforcing or diminishing each othei
information value.

3.
If we apply now our dynamic model on the pedagogic message-processing 

situation, the speaker-listener correlation of the interlocutors will be ’’’*’*^ * j 
in learner-teacher cooperation. The basic peculiarity of this interpeiso
learning situation appears in the disparity of meaning potentials. The meaning

the necessary 
thepotential of the language learner is poor because he does not have 

means to express what he means. He is lacking in language skills and tnlu tA.pi CM Wliai ilc lllcdlls. TTC Ib IttLKlll^ 111 laii^Lia^V 

knowledge of how to monitor them. He cannot avoid having his at 
divided between message construction and chain-and-choice difficulties 
guistic jierformance. He will more often focus on the form than on the m ■ _

On the contrary, the teacher as a “knower” has a good command of Ian,.,
lage

_ __

2) We use here M. A, K. Halliday’s term in a broad sense: the meaning potential of *
is the set of linguistic and non-linguistic means to express what he means.

s

of >*'’■
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t ills with the necessary knowledge of monitoring

A-
them. He need not concentrate

00
the message either, as it is a routine message of his professional metacommuni­

tion- Moreover, as an instructor by profession, he is supposed to have the 
^^jijning in getting the learner to use the target language. Thus, his meaning 
'*otential enables him to mobilize the whole information channels system of the 
^lassroom in order to develop the learner’s linguistic behaviour, to suggest the 
Message and to keep an eye on the learner’s progress in proficiency. He can 
uickly and frequently shift the focus of his attention from the first plane to the 

second plane of the learner’s communication. Actually, the dual plane of the 
learner is under his conscious control. This is the basis for dual-plane strategies.

' \Ve have to note here that conscious control and guidance does not mean 
“teaching” in the classical sense. In interpersonal learning, the teacher’s role is 

[ the role of the knower and instructor who influences the learner by direct sug- I gestions on the first plane, and indirect suggestions on the second plane.
I In different countries, dual-plane language pedagogy has scored noticeable 
I results, especially with slow learners in dialogue-fluency. However, at the present 
I state of brain research the results of dual-plane experiments can be evaluated 
I only in probabilistic terms.®'
I Anyhow, dual-plane pedagogy has led to some considerations which I propose 
I to telescope here:
I 1) The attempt to develop language skills on the second plane has often 
I proved economical in the classroom.
I 2) Second plane reactivities can be elicited more successfully if the learner 

is strongly engaged in first-plane activities.
3) First-plane suggestions of the instructor are more effective if effective sup­

port is provided for the learner on the second plane.
4) The basic type of dual-plane strategies can be called “focus on the mes­

sage”. Its role is decisive as it brings the learner near to authentic language use. 
Being the most difficult task in classroom metacommunication, it must be sup­
ported with special pedagogical techniques for diverting the learner’s attention 
from the form.

5) Some partial skills of linguistic chain-and-choice performance can not be 
consolidated on the second plane, without their special handling on the first 
plane. They require strategies with “focus on the form”. Here we come to the 
problem of the monitor because it is relevant to consolidating skills.

4.
In recent years the monitor has become a problem both in psycholinguistics 

®nd language pedagogy. Monitoring is considered a control process of linguistic 
“^haviour, but there is no consensus concerning the peculiarities of the monitor

a control-process and the processes to be controlled by it. My remarks in this

I Szentgyorgyviri A., 1981. Holistic methods in adult language learning. In: AILA ^81

''°<^eedings I. B. Sigurd and J. Svartvik eds.
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paper are to be limited to the paraconscious monitor as a general phenontp
of normal language use, and the learner’s conscious monitor.

Language Acquisi,;,
'On

The paraconscious monitor is called paraconscious because it is not entirely
conscious. It follows the message-processing in a state of latent vigilance 
it rises in the scale of consciousness to the stage of actual cognition if an but

or the imminent danger of an error occurs. error

Paraconscious monitor may be acquired by formal learning, by inferencin 
or under social constraints. It is to control automated language skills. If 
skills are not automated, the monitor must be fully conscious. But the fuHy 
conscious monitor is no more the peculiarity of normal language use, it belongs 
to a special message-processing, characteristic of the learner. The learner’s
conscious monitor has been described vigorously by Krashen. It is clear now
that conscious monitor cannot replace automated language skills, neither 
develop them. However, the relevence of the conscious monitor to language 
skills cannot be decided on the basis of this statement. Paraconscious monitor 
can be developed, reinforced and refined if it is sometimes raised on the scale 
of awareness to the stage of conscious monitor.

In conclusion, I should like to remark that dual-plane strategies, with their 
findings and fallacies, fulfilments and failures, represent a working hypothesis 
pertaining to integrative approaches of language learning. They suggest a chal­
lenge to developing the theoretical and experimental foundations of language 
acquisition and language use.
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Linguistics Bjised Revision of Foreign Language Teaching
Materials: An Experimental Study

Götz Wienold
Universität Konstanz. AVest Germany

In John B. Carroll’s model of predicting success in foreign-language
learning, ‘quality of instruction’ is one instructional variable next to ‘oppor­
tunity to learn’ as the second one and ‘language learning aptitude’, ‘motiva­
tion’ and ‘general intelligence’ as individual variables (Carroll 1962). I con­
sider ‘teaching material’ one subfactor of ‘quality of instruction’ besides ‘teacher- 
learner-interaction’ and ‘methods and techniques of instruction’. All these are 
yet rather coarse categories. I. submit, that we are yet far from understanding 
what kind of effects are linked with certain aspects of instruction. So also in 
the area of teaching materials. Up to now we do not have much information 
on what features of teaching materials actually contribute to teaching and 
learning a foreign language successfully. This lack of information, no doubt, 
is due to the intricacies of the interactions among the various factors influencing 
language learning in a classroom situation.

■V
I 
ü

I

Mueller/Harris 1966 showed that a programmed audio-lingual course for
teaching French in a US college neutralized the predictive force of language 
learning aptitude as tested by the Carroll-Sapon test and positively influenced 
the students’ motivation. In this study, teaching materials, the teachers’ use of 
them, teaching techniques and modes of interaction are all lumped together as 
one single independent variable. But it stands to reason that one of the features 
of the course tested, its having been carefully programmed, may have contri- 
fttited to the overall improvement of learning in comparison with a control 
class taught by more traditional methods and materials.

Experimental studies by Politzer 1968, Valdman 1974 and Knapp 1980 indi- 
^3te that sequencing of linguistic properties in a teaching programme influences 
darning results. There is also evidence from non-experimental work which 

^^Pports the hypothesis that order of presentation of linguistic properties to 
may be a factor making for ease or difficulty of a specific language 

arning programme. The evidence partly comes from experience with teaching
P‘'ogrammes (Aronson 1966; Zabrocki 1970; Richards 1972: Christ 1979), partly 

studies of learniers’ errors (George 1972).
fn a study conducted jointly with Frank Achtenhagen, educationist at the 

niversity of Gottingen (West Germany), we observed the use of learning 
J ^^crial.s for English as a foreign language in classroom interaction between 
^^cliers and learners. The construction of the learning materials with regard

_ *• .• r n 1.1 ___ -..»I 1 el tfsyntactic properties of English had been ana lyzed previously. Selection,
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oraering aim uisiriuution oi »yuiaciic properues in a textbook had
described with a transformational grammar of English designed specificall
that purpose in mind. Certain constructional features of the teaching ’
could be expressed on the basis of the syntactic analysis of all the

Language Ae(

ordering and distribution of syntactic properties in a textbook 'On

the teaching materials (Achtenhagen/Wienold et al. 1975).

Mth 
^^^tence, 2

Ten weeks of two beginners’ classes of English in a German high 
were recorded and video-taped. Again, we analyzed the selection, orderii 
distribution of syntactic properties in the classroom presentation

School 
and

of
teaching materials. We tabulated learning difficulties in the classroom 
errors in a test administered at the end of the observation period. The

the 
and

constructed on the basis of the linguisic description of the teaching test Was
„ materials 

as used in the classroom. From the analysis of learning difficulties and errors 
such syntactic properties of English were selected for which we were able

toargue that difficulties and errors were related to the construction of the 
teaching materials, i.e. ordering and distribution of linguistic properties in the
materials. For this set of properties the materials were revised. The revised 
version was used in the next year’s beginners’ classes. Again, teaching and 
learning with the revised materials were observed, recorded and analyzed.

The children participating in the study were tested for language learning 
aptitude, general intelligence, anxiety. Grades in English after the first half 
year of instruction and teachers’ assessments of the learners’ abilities were also 
collected. Multivariate statistic analysis of the difference in test results with the 
original and the revised materials showed a highly significant positive effect 
on learning by the revised materials. Please note that the revision pertained 
only to narrowly defined aspects of the construction of the teaching materials, 
that is a small set of syntactic properties and their ordering and distribution 
in the textbook. All other aspects remained unchanged. We argue, therefore, 
that the improvement in learning results can be attributed to this narrowly 
defined change in the ordering and distribution of syntactic properties (Wieno 
et al. 1967; Wienold et al. 1982).

I have reported here only on the contribution of linguistic description 
the project, its contribution to the analysis of teaching matreials and classrooin 
use of the materials, to the construction of a test and to the revision of teac 
materials. This is only one part of the study. The study also 
classroom interaction, the differences in frequency and qualities of tea 
materials assigned by a teacher to individual students, and possible 
which may account for the variation in teachers’ interaction with indivi 

students (Wienold et al. 1976; Wienold et al. 1982).
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When is Language Planning not Planning?

Ayp Bamgbose 
University of Ibadan, Nigeria

There are three discernible strands in the development of the theor 
language planning. The first is a reaction against unplanned growth in Ian 
guage. The natural processes of language change, such as sound changes 
meaning shifts, loans and loan creations, are slow and generally uncoordinated' 
Language planning can quicken the pace of such changes and impose a definite 
direction on them. This approach is typified by Haugen’s work, particularly in 
connection with Norwegian (Haugen 1961, 1966). Such language planning 
tends to be limited to standardisation and various aspects of corpus planning.
including vocabulary expansion, orthographic reform, 
pronunciation.

and guide to

The second strand in the development of the theory of language planning 
is a reaction to the linguist’s non-normative and egalitarian attitude to language 
which is expressed in statements such as “All languages are equal. There is no 
concept that cannot be expressed in any language, if the need to do so arises. 
The job of the linguist is to describe not prescribe language use”. These well­

’ I run counter to the basic conception of language 
planning. If the linguist is right, so the argument goes, there will be no basis 
for interfering with language. This approach to language planning is typi­
fied by Tauli (1974: 51-52) who goes as far as to assert that “No language 
can express everything adequately... there are also many imperfections m 
language which need not occur... It is a well-known fact that language ag 
behind thought”. The language planner is, therefore, supposed to re-shape 
imperfect tool, impose order on disorder, and bring out the “beauty 
language. This type of language planning concentrates mainly cin 
planning, with excessive emphasis on changing features of an existing

known concepts are believed to

an
of the
corpiti

language

code. , fjijing
The third strand in the development of the theory of language P 

is that language planning in a reflection of the planning model 
in economic planning, “goals are established, means are selected, an 
are predicted in a systematic and explicit manner” (Rubin 1971: - ) pj-ob' 
planner makes “a conscious choice between alternative ways of sobi^S 
lem—a choice that is made on the basis of a conscious effort to 
sequences of the proposed alternatives” (Thorburn 1971: 254). - ^ppie 
language planning, this approach presupposes the identification o ppiv-
guage problem through fact-finding, a plan of how to cope with t ,.,aiio''
and the possible outcomes, a policy decision, implementation, and

a pt'
the co'f
,lied tn

lai’"
hlet’

plan of how to cope ,ah-at"
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gvery stage (Rubin 1971). It is this canonical model of language planning
has become most influential in the theory of language planning. In this

Л-

at
tbtit it is suggested that the model is inadequate because it does not account

language planning situations, particularly in the developing coun- 
of the woHd.

' The canonical model of language planning is defective in five major

1

nects: it forces language behaviour into the narrow mould of economic 
laijning, its operative processes are idealistic and Eurocentric, its emphasis is 

the negative aspects of language, it is weighted in favour of corpus planning, 
,id it is too much government-oriented.

Although language planning may gain something from the rigour of eco-

P'

iiofflic planning models, and insights such as that planning is “problem-solving”, 
“future-oriented” and susceptible to “cost-benefit analysis” (Thorburn 1971), it 
is an over-simplification to assume that language can be treated like any other 
resource that can be easily regulated (Jernudd and Das Gupta, 1971). Pool 
(1979) has drawn attention to the important fact that, in so far as language 
planning involves change in language habits, it may also be said to involve 
another kind of planning which he calls “identity planning”. Das Gupta (1976: 
210) has also shown that language planning differs substantially from economic 
planning in terms of resource allocation, political versus economic constraints, 
and the consequences of delay in implementation. What all this shows is that 
there cannot be an exact fit between an economic planning model and a lan­
guage planning one. The latter has to take account of the societal and idio­
syncratic aspects of language behaviour.

Tlie canonical model of language planning assumes an ideal situation in 
which the so-called planning is rational and systematic (Jernudd and Das Gupta 
1971: 196). It has, no doubt, been influenced by the situation in the Western 
democracies with their parliaments, commissions of inquiry, planning commis- 
^'°ns and bureaucratic procedures. The situation in most of the developing 

I countries is very different. Quite often, no preparatorv steps are taken to 
JIentify problems, consider alternative solutions and forecast possible outcomes, 

i the’ simply taken, and their implications and the strategies for
ь "^pigmentation are only worked out after such decisions have been taken.

' tie ‘he need to justify planning against the background of perceived
hgs'r problems, the tendency in the canonical model of language planning
tec • emphasize “language inadequacies” for which remedial action is 
cliJ''"^^‘h The term “language treatment” (Neustupny 1974) also implies 
j^^®SOosis of ■ ■ ■ - ■ -

he m
ih , ^tlaptation model”

tli;
a linguistic ailment. As Kubchandani (1975: 163) has rightly

out, it may be more useful to abandon the “handicap model” in favour
which takes into account both the assets and the

In
'th

th, literature that fit the mode! tend to be of cor])us rather titan status

Htiacies of the language in question.
* Spite of the claim of the canonical model of language planning to cover
status planning and corpus planning, one finds that the examples cited
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planning. Thus, the activities of the Swedish Language Committee, the

Language pj.
"'“ng

«tc
Centre for 'Technical Terminology, the Academy of the Hebrew Lantm 
conform to the model of problem identification and decision making. But^^ 
we take a look at decisions on language choice, the model invariably br 
down, and the processes of such choices are said not to fall strictly within^^’^^ 
ambit of language planning. For example, the emergence of New Guinea 
in Papua New Guinea or the choice of Swahili as Kenya’s national langua

The canonical model of language planning is not only too much governm 
oriented, it even places undue emphasis on the existence of a central author' 
to the neglect of subsidiary levels of government. In a federal set-up, for 
stance, in which states have concurrent jurisdiction over language matters it 
is to be expected that there will be several dimensions of planning (Das Gupta 
1976: 209). It is even possible that divergent policies may be pursued at the 
different levels.

Actual experience with language development activities, particularly in the 
developing countries, shows that the canonical model of language planning 
fails to account for many significant developments in language policy as well as 
the effective work being carried out by non-governmental bodies. Examples 
from Africa, such as the decision to adopt Swihili as Kenya’s national language, 
the decision on a common script for Somali, and the formulation of the na­
tional policy on Education in Nigeria, illustrate the inherent weakness of the 
canonical model in this respect. Of course, it is easy to dismiss such counter­
examples as instances of language treatment as opposed to language planning. 
But how useful is a model of language planning, if it is so severely restricted? 
We are left with two options: to maintain the canonical model is spite of its
shortcomings, or to modify it so that it will embrace a wider range of language 
activity at different levels involving governmental and non-governmental effort, 

make Ian-There can be little doubt that the second option is more likely to 
guage planning a more meaningful and fruitful field of study.
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Contrastive Linguistics (CL), Error Analysis (EA) 
Interlanguage (IL) and Their Relevance 

for Language Planning

Gerhard Nickel
University of Stuttgart

I

playThere is no doubt that ‘modest’ CL (=‘weak version’)” has a role to 
in foreign language (FL) teaching, ft may be that during the discussion of some 
of the disputed issues a few more general and important ‘by-products’ of CL 
have been ignored. (1) The role of the mother tongue in FL teaching: Though 
different according to individual parameters it has been brought back into dis­
cussion not only as one of the important sources of negative transfers, but also 
as the important channel of thoughts in the communicative process by non­
native speakers (e.g. silent translation). No strict principle of the exclusion 
of the mother tongue in FL teaching seems to be necessary, but rather one of 
well-dosed use whenever possible. This naturally does not apply to language- 
heterogeneous situations where teachers cannot possibly know all the linguistic 
backgrounds. (2) More positive attitudes towards the test form ‘translation’ as 
a type of cross-language and cross-cultural test. (3) Teaching materials, including 
grammars, should include the contrastive element as one among several factors^>.
(4) Limitations concerning the success of FL teaching under artificial conditions 
varying according to many factors. More honest and realistic attitudes would 
certainly help a great deal to lower expectations as to the possibility of producing 
‘near native-speaker competence’, and to describe feasible alms within particular
socio-economic and cultural frameworks^*. for itsSystematic EA was mainly meant to help CL to find short cuts 
falsification or verification. Now it has become a more and more indepen 
area (there is no doubt that in spite of this independence from CL theie 
still some considerable inter-dependence between the two fields, and ¡jg 
up to about 50% of all errors, particularly on an adult level, can . 
explained in contrastive terms depending upon a great deal of factors m

1) For the dichotomy 'strong version' vs. 'weak version' cf. Wardhaugli, R - 
Analysis Hypothesis." In: Schumann. J. H./Stenson, X. (eds.), A'eu’ Frontiers in

-The coni'lasti'C
second LoxS'

Learning. Rowley, Mass., 1975, 1-19.
2) Cf. e.g. Asian {.anguage Notes. Some Likely Areas of Difficulty for Asian 

English. Published by The Language Teaching Branch, Commonwealth DepaitmO’ 
tion, Canberra, 1979.

of

3) Cf. e.g. van Ek, J./Alexander, L. G., Threshold Level English. Oxford, 1!’*®' 
Dex'elopiug a Unit ICi'cdit Scheme oj Adult Language Learning. Oxford, 1980-
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^,gO): (1) The role of the mother tongue in producing all kinds of negative
‘ j^jfers with varying degrees according to factors mentioned above. (2) The

tural’ status of errors within the language-learning process. (3) A more
jjjent attitude in error evaluation, which also implies encouraging praise in

a'
trai

The

fonnection with rather exceptional errorless performances. An interesting
enonienon should be mentioned here, too, namely the sociolinguistic fact that 

• general native speakers will evaluate and judge non-native speakers’ per- in oforrnances more leniently than non-native teachers®'. There may be several 
lifferent reasons for this, and one can only hypothesize on this point: (a) The 
j.(,niniunicative aspect is perhaps automatically given more consideration, (b) 
Sometimes perhaps a certain degree of admiration because of one’s own lack of
FL competence, (c) A. higher degree of language security covering all kinds 
of registers, dialects and also a knowledge of ‘objective difficulties’. This problem 
urgently needs further investigation. It certainly, even at this stage of hypo­
thetical reasoning, automatically leads towards the demand for more native 
speakers in FL departments concerned with the evaluation of FL competence. 
Certainly error evaluation within FL teaching is not primarily a linguistic, 
socio- or psycholinguistic problem, but rather a pedagogical one. Still, some of 
the parameters that could be called in within the highly complicated process 
of evaluation would be for instance: communicability, acceptability (by native 
speakers in FL situations), contrastive factors including the parameter of so-called 
‘difficulty’, and the pedagogical parameter (time spent on practising a given 
structure). Needless to say, their hierarchical ordering would depend e.g. upon 
the learning objectives. (4) Within error evaluation the problem of grammar
vs. lexis is still one of the major problems. (5) There is also the very important 
therapeutic aspect of EA, namely remedial teaching. Psycholinguistic insights 
With which we can differentiate between different types of learners as to whether 
'hey can be considered the type of data-collector, grammar-orientated learner... 
something similar to memorizer or even ‘contraster’ have led to liberal pluralism 

language-teaching methods. In the field of therapeutic EA, advice will range 
Jom cognitive to drill suggestions'". (6) Since errors are very often due to lack 
. ’’Motivation among students, all kinds of motivating factors have to be taken 
"to consideration. Some of the most important ones are: (a) More lenient 

^l^'tudes towards students’ errors according to principles mentioned above, (b) 
teaching and use of all kinds of legitimate simplifications (marked vs.

"tked forms, clearer distinctions between active and passive competence.

of

of

le

Cf,for r '■ G., “Contrastive Linguistics—Error Analysis—Interlanguage: Implications
I anguage Teaching.” In: Lohnes, W. F. W.'Hopkins, E. A. (eds.), The Contrastive

Ilf,'»ts■b 'kJ» 
'»“92.

"înr of English and German. Ann Arbor, 1982.
^or .1 particular experiment in communicative studies cf. Palmberg, R. "Non-native judge-
on coinniunicative efficiency.’’ In: Interlanguage Studies Bulletin. Vol. 6, No. 1/1981/82,

5) V
-,.t views cf. Krashen, ,S., “The ‘Fundamental Pedagogical Principle’ in Second 

"sge Teaching.” In: Stadia l.ingaistira. Vol. 3,5, No. 1—2/1981. ,50-70.
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LSP, threshold level, etc.)''*.
'"’K

The IL phenomenon has raised a great deal of controversial issues 
is still the problem of describing this transitory and dynamic learning pj- 
and also its applicability to didactic frameworks. The protagonists 
psycholinguistic principle, such as S.P. Corder, for example, seem to as 
the phenomenon of IL with certain factors®’. While the more recent H 
IL is the one of climbing from less complicated levels to more complicated

Th,lete
^Ple

and ending up sometimes on fossilized levels, one should also accept the ones
otherpossibility of simplifying IL on a performance level, thus establishing- 

- - - *o iflCdichotomy ‘IL of competence vs. IL of performance’.
Apart from the factors mentioned above, another important one is 

question of ‘norm’ in all its dimensions. As we all know, there are contradicto 
views among native speakers®*. But there is also the problem of the learner’s 
norm within his communicative competence. One should be reminded here
that all linguistic models are primarily concerned with mother-tongue problems 
It must be seriously questioned here also whether communicative competence
from the FL learner’s point of view means the same as communicative com-
petence from a native speaker’s point of view. In connection with international
communication this problem would have to be analyzed in detail. What we need 
is very precise and empirical work of the socio- and pragmalinguistic type to 
inquire into this highly important and subtle field.

While the native speaker with varying degrees of tolerance, which may even 
differ from country to country, expects foreigners to commit errors as a socio­
linguistic warning signaPo), there is another only superficially contradictory 
aspect to be also taken into consideration: RP and Standard English are still 
expected as the most neutral form from non-native speakers. Uses of intimacy 
of the stylistic or lexical type, including regional dialects and substandards, are 
slightly frowned upon and should only very tactfully be used. Thus we have 
the interesting phenomenon that on the one hand over-correct and 
to-be-true English has a slightly freezing effect raising high expectations.

■ Towarils a7) For applications to the designing of teaching materials cf. e.g. Lander, S.. 
reformulation of interlanguage in the light of work on pidginisation and ethnic m- 
English in Britain.” In: Interlanguage Studies Bulletin. Vol. 6, No. 1/1981/82, 56-i'-

8) Cf. e.g. Corder, S. P., “The Study of Interlanguage.” In: Nickel, G. (ed.), 
Stuttgart, 1978, 37-63 and also Corder, S. P./Roulet, E. (eds.). Actes du feme Collage' „„g,es 
guistique Appliquée à Neuchâtel, 20-22 mai 1976: The notions of simplifications, iitte-

lillOlii)' in

de i '"-

and pidgins and their relation to second language pedagogy. Genève, 197/.
9) For interesting observations in this field with excellent bibliographical data tf.

piCStO”’

a sl*-*-’^**
D. R., ■'Suciolinguistics and language teaching and learning.” To be published > ’
volume of IRAL in 1984. Cf. also as the most recent presentation of the problem,
The Foreigner's Language in a Sociolinguistic Perspective. Poznan, 1982. (Seria

ia FiloW’ •
An­

gielska Nr. 17.)
10) For a different opinion on the level of phonetics, cf. Leahy, R- M. ‘■A

In:
I Practical ApP 
, tesol d''“

,103'-'’ 

I te' h'
for Teaching ESL. Pronunciation Base on Distinctive Feature .Analysis.”
Vol. 14, No. 2/1980, 217.
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(lie other hand the use of intimate signals of all kinds is also an area toon tU'- ----- ° ------- ----- vv.entered only with great care. It is interesting that today the norm question,
-•_ __  oil ___ ______ _ 1 i

is a’
ttracting interest from all quarters. One can clearly notice the trend towards

ai
**' tine all kinds of 'Englishes’ all over the world^i’. All these factors should 
"ys in re-evaluating teaching and learning objectives in a more realistic

help 
way

without giving up certain levels of standards.

‘4? ¿®"hru, ------------- -------- --------------- ...........
54,j also IForld ionguage English. Vol. 1, No. 1/1981. Quirk, R., “International communi-
z» ** and ____________ _____ 1_____T? i;_u »» T_. Ti________ xz*. \ r.^erlielt 1 nt/1 ttnrtfiI

I, B. B. (ed.), T/ie Other Tongue. English Across Cultures. Champaign/Illinois,

C,■o»iI “ and the concept of nuclear English.” In: Briimfit, C. (ed.), English for International 
‘’^’^nicalion. Oxford/New York, 1982, 15-28.



The Process Based Model of Language

Istvan Batori
E4VH, Koblenz

The process based model of language connecting research in CL and Al with 
Psycholinguistics and Cognitive Science is concerned with four distinct objects- 
1. with the natural language representation, which is a set of one dimensional 
chains of discret signs Ri = {a'i, a-i, • • •}. It has been attempted to enumerate the 
set of valid sentences in by a formal grammar, familiar from mathematical 
linguistics G(S, T,, T„, R).
2. with the non-linear, mental (internal) represenlalio?i of the world: 
R2 = {aj', «2^ • • •}• Mental representation is related to language representation 
and it is customary to explicate mental representation in structural terms 
(discussed in more details by Bierwisch at this congress).
3. with the mapping process from language representation into menial repre­
sentation, which is called comprehension process (P(Ri, R2))- and
4. with the mapping process in the other direction from mental into language 
representation, i.e. with language production or synthesis process (P'(R2, Ri))-

Processes presuppose the corresponding source and target representation, they 
are principally more complex, in as much as they operate in time, i.e. the ex­
ecution time is an additional evaluation factor at their description.

Both representations Ri and R2 as well as processes P and P' can be described 
in algorithmic form. Algorithms describing R^ and Ro state conditions of well- 
formedness; they determine merely whether a given string belongs to a given
language or not. Algorithms constituting the processes P and P' translate struc 
tures from one level to the other, i.e. they describe the way how a given string 
a of Ri is transformed into a' of R2. Algorithmic descriptions imply procedures 
i.e. they correlate not only initial and final states to each other, but they a 
define a particular sequence of using grammar rules to obtain a derivation 
In view of grammars the inherent dynamicity of algorithmic description vzi. urillliui O LX1<. XXIXXVXVXXL VX XXCXXXXX VI C J CXX^VX X VXXii»*»-  X

mains “idle run”, i.e. the rule sequence implied by the algorithmic descrip 
is irrelevant, it is a sort of overspecification, e.g. no element of reality is re 
by the fact that in expanding a grammar rule like S-> NP VP, jg^i-
riving at the same final structure, the algorithmic description requires

The algorithmic description of processes an
of the implied rule sequencing. In a process based model the algo*’*

sion to expand either the NP-node or the VP-node first. ^jso
the other hand makes

oi

the rule-application is object of inquiry, just as in a purely repres^^^

1164
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description of language has no “idle run”, or overspecification; the sequ^ yofi
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ented description the shape, of rules is the object of inquiry.
(traditional and modern) is concerned with relating the two

j-epresei■ntational levels (Rj and R2), each of which can be regarded as a set of
' uctures in timeless abstract space. Language comprehension and production 
zp and P') on die other hand was considered as the domain of psycholinguistics, 
■e they were considered to lie outside of the scope of linguistic proper.

yVhile it has been generally presumed that language comprehension and

the other hand was considered as the domain of psycholinguistics,

roduction processes depend on representation, the interdependence in the 
other direction (i.e. dependence of representations on processes) has been studied 
only occasionally (Batori 1981).

The point is that there are a number of structural properties of natural 
language, which have no representational justification, i.e. there are language 
phenomena which cannot be reduced ultimately to some objects or propositions 
mirroring reality, such as word order variants, or active-passive sentence pairs 
and the like.

One of the representationally not motivated language devices is pronominali-
sation. Pronouns and pronominalisation are treated in representationally
based linguistics typically in terms of distributional privilages or constraints.

The representationally based model does not explain, however, the uncer­
tainty of intuition in selecting pronouns and does not answer the questions: 
Why are pronominal references easier to be understood than nominal references 
(cf, Keenan 1976 : 308) and why do languages use pronouns at all?

The process based model of language avoids these difficulties: Pronouns
are considered primarily as instruments of reference assignment in the mapping
process of P(Ri, Ro) and P'(R2, Ri)-

Technically speaking the process based model of language relies on struc­
tured memory, in which—among others—discourse objects are stored. In order 
to keep apart old and new discourse objects (in the sense of DaneS (1974) and 
^gall (1973)), Discourse memory (which is needed also on independent grounds 
for the adequate treatment of definite noun phrases) allows to utilize pro-
nomina: 1. pronouns provide a handy abbreviation system for longer names 
(cf. Smaby 1978), 2. and probably more important: they allow to avoid repeti­
tious analysis and 3. as a side effect by referring to objects in discourse memory 
'n^tead of noun phrases in sentences directly the danger of infinite recursion 
1 ach-Peters-Paradox, cf. Karttunen 1971) can be avoided: pronouns are treated 
"fee variables.

1.
^he pronominal assignment operates with the following assumptions:

(p comprehension process in general pronominal assignment operates 
. °iii left to right, sentoid by sentoid.

There is only one interpretation delivered. In case of a wrong interpreta- 
a consciously guided new analysis will be necessary.

2.

f fie basic assignment rule is the following: 
^^^1) Within a sentence frame S assign referents to the noun phrases as they



1166 Section 19: Linguistics and the Cots,

occur in the left to right linear order : Cj, C Í + 1, •
(R2) If there is no possible referent for the pronoun in Cj, leave it
unassigned and proceed with the next sentoid C'< + !•
(R3) The pronoun in sentoid Ci can be bounded, if in the succeeding se 
Cj+i, Ci+2> ■ • ■ a noun phrase within the minimal domain of the pronoun 
been found (in the sense of Reinhart 1976 : 183, which implies also the” 
figuration in which the noun phrase both precedes the pronoun and it is 
higher clause, cf. Langacker 1969).

■ • ■ a noun phrase within the minimal domain of the

a
(R4) Otherwise the pronoun must either refer to an entity already in j- 
course memory (i.e. introduced prior to CJ or it is entirely new and must be 
entered (as semantically defect) new entry at this point.

Within these frames four possible strategies of pronominal assignment 
conceivable (Bátori 1981 : 131-140): are

Table 1 Strategies of Pionorainalization

Illustrative example like !•
В C D 

I

(1)

(2)

(3)

(4)

!

I 
1

+ 
+ 
+

i +
- 1

+ 
+ I+ ;

+ I +
+ 
+ 
+

The optimal configuration is (3) in which the noun phrase both precedes 
and governs the pronoun. Consider:

(1) Before John left home from the party he phoned the police
(2) Before he left home from the party John phoned the police

(3)
(4)

John phoned the police before he left home from the party 
*He phoned the police before John left home from the party

In (1) the noun phrase precedes the pronoun, however, the noun phrase 
a subordinated clause. The crucial example is (2) in which the 
cedes the noun phrase referred and it is in a “lower” clause than t 
phrase itself. The pronominal reference is retained unresolved in 
as long as the succeeding main clause has been processed, during w 
bounding noun phrase must be detected. In sentences with pronouns 
in a superimposed main clause like (4) the pronoun cannot be corre 
with the following noun phrase (for further details cf. Batori 1980).

The empirical consequences support also the validity of strategy
can be stated as follows:

is m 
pre-

memory
I the 
;dil^^

.{erentml

Л, ^bic^

The resolution of pronominal references p
,ceed’

from left to right and top to bottom.
The process based model of language allows to study the interco
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•een representations and processes, i,e, to formulate strategic rules in com-
^^-hension process beyond the power of current representational models. The

■■ ' ” in natural languages wide spread syntactic categories„reiw“’*'' *--------- ‘semantically hollow yet
* _ £>vf»»aT%r'as subjects, extraposition etc., apart from pronominalisation, can be given ‘“-^■tural explanation in the procedural framework (Bdtori 1981). Empirical51

I^aturai C^p’A«**«^*^*'^** c..x«xx, IT vrx o. ^*^M.I.KZXA Xx/UX
^tudies within the process model suggest a new view of grammar.
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laDemisyllabic Synthesis by Rule Using Lingtu

C. P. Browman, O. Fujimura and E. L. Ohira 
Bell Laboratories, Murray Hill, New Jersey

Demisyllabic synthesis experiments in American English and Japanese 
reported on. Lingua has been improved using a new duration adjust ' 
scheme in combination with the event-marking dictionary. The Japanese 
sion experiments with a new scheme for preservation of pitch fluctuation pat 
terns in the natural utterances of source syllables due to consonantal effects

This paper reports on the current status of one version of speech synthesis 
by rule experiments being conducted at Bell Laboratories, Department of

lire

ver-

Linguistics and Speech Analysis Research. This scheme is based on the con-
catenation of syllables, phonetically stable and relatively independent units. 
In order to reduce the size of segment inventory, we decompose each syllable 
into an initial demisyllable, which exhibits consonantal characteristics and the 
transition into the vowel, and a final demisyllable, which includes the station­
ary portion, if any, of the vowel, the transition into the consonant, and, in 
most cases, all the consonantal characteristics of the final cluster. In certain 
cases (word finally) phonetic affixes are attached to the syllable core (i.e. initial 
and final demisyllables) [Fujimura 1976.]. The word ‘band’, for example, is
decomposed into the core /baen/ and the phonetic affix /d/. The core con-
sists of the initial demisyllable /b(ae)/, and the final demisyllable /aen/.

This results in an inventory of 850 items in American English [Lovins el
parameterized usingal.]. The items are excised from natural speech, and are j

linear prediction coding (LPC) [Atal and Hanauer] as the means of represent­
ing the spectral information of the speech signal. In order to produce speec 
these LPC-encoded demisyllables are concatenated and adjusted using a ‘‘O"’
puter program called Lingua [Browman].

The inpnut to Lingua consists of a string of syllables in phonetic co 
(ARPAbet), plus stress markings and boundary indications. A prepr 

a rulebreaks the syllables up into the appropriate demisyllables. Then setprêter determines which rules apply to the input string. It refers to a 
rules supplied by the user, as well as to a dictionary of information about 
demisyllables [Macchi]. There are four kinds of rules. Pitch is deteiintn^

of
die

ined »<■'
1 im_a. I iiu» i-* pro-

cording to the stress mark by an early version of Pierrehumbert s p» 
gram [Pierrehumbert]. The amplitude is a simple transform of the pit 
tour, except low amplitude portions which are copied from the origin]* 
patterns. The only explicit smoothing occurs between vowels and gn 

There are a variety of duration modification rules, all of which aic

,-ed

pressional. Three major compressional factors, operate on the syll*d’’^

t-oii’' 
levci
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jjigher): stress, phrasal position, and number of syllables in the word.
J-j us syllables are compressed depending on their stress level—for example, a

I

(or

' 11 ble secondary stress is compressed to 95% of its stress duration. In 
j^'tion, syllables in' non-phrase-final position are compressed by 90%. Non- 

d-initial syllables are compressed by a factor that is dependent on the num- 
'*r of syllables following in the word. These factors are multiplied together,
’’^'appropriate, to arrive at the final compressional factor for each syllable.

There are two aditlonal factors that determine the susceptibility of anyas

jgniisyllable in a particular environment to the compression forces of the 
environment. The first factor is the Linguistic Control Structure (LCS), which 

, on the phonetic identity of the demisyllable.depends, among other things.
For example, final demisyllables containing voiceless stops are relatively com-
pressible. In addition, some demisyllables including these have a weak LCS, 
which means that there is another factor that causes compression of particular 
parts of the demisyllable. For example, initial voiceless stops generally have 
incompressible articulatory closure period, and therefore, most of the specified 
demisyllabic shortening occurs within the vowel and aspiration.

Synthesis of Japanese using the same demisyllablic principle is proceeding.
Ultimately, a Japanese inventory will be combined with a slightly modified
version of Lingua. One new method with which we are experimenting in the 
Japanese synthesis is the preservation of natural pitch fluctuations that are 
inherently related to the syllable-initial consonantal characteristics. The pitch 
value for each syllable is represented by that at the end of the initial demisyl­
lable, and this value is adjusted according to an exponential pitch declination
scheme. For the final demisyllables a linear interpolation rule connects the
end of the preceding initial demisyllable to the beginning of the following 
initial demisyllable.

Pitch contours, for Tokyo dialect, are generated as ramp functions imple­
menting the accentual drop for marked syllables, phrase-final drop, and phrase 
nntial rise unless the initial syllable is long or accented [Fujimura 1972]. Two 
P rase types are used. A major phrase boundary resets the pitch value to a 
^^^’'tlng point, followed by an exponential declination toward a fixed bottom. 
' niinor phrase defines an accentual domain, in which at most one accentual 

can occur.
~l^he duration adjustment rule's 

for
are almost nonexistent at the moment.

a simple phrase-final elongation rule. Some simple vowel devoicing
'(Measures

•• in the source material. There are slight differences in smoothing processe.s
are taken. Amplitude information also retains the original fluctua-

î’^^^een
111 J?. Japanese and English. [Tape demonstration 

•’^glish and in Japanese.]
was given in the meeting

’^efei
Alai, ■•■enees

I'ave.” JASA 50 (2 2): pp. 637-6,55, 1971.
- S. and Hanauer. -S. I... “.Speech .Analysis and Synthesis by Linear Prediction of the
speech AV '
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Computer-based Information Retrieval 
by Means of ILo Summaries

Helmar Frank, Silvio Stoppoloni and Yashovardhan
Cvbernetics Institute—Rescirch Unit at the University of Paderborn

Introduction
The problem of documentation and retrieval of information is concerned 

chiefly with information coded in the form of texts, even though these texts 
occasionally include formulae, illustrations and tables. One of the fundamen­
tal problems of automatic documentation is therefore translation of such 
texts. During translation the language of the text is presumed to be an arbitra­
rily chosen code which can be varied or even completely replaced at will. 
After all, what is to be stored in a documentation-system for subsequent use 
is almost exclusively semantic information. Neither the biological nor the 
historico-cultural role of the language used is of any relevance to this docu­
mentation. The communicative (semantic) role can therefore just as well be 
fulfilled by an interlinguistically planned language, e.g. ILo. But does this 
offer any advantages? The (more or less) complete absence of idiomatic ex­
pressions in ILo makes it more suitable for automatic (conputer-based) pro­
cessing than any ethnic language.

One such system is PREDIS (German: E’
System, or in ILo: Planlingva REtrova Dlalog-Sisiemo) which has been devel-

Plansprachliches REchner-DIalog-
^-.--.4. ill ilju. 1 a, wiiieii xiao utcii utvti

[ oped in FORTRAN IV in Paderborn, Germany between 1975 and 1981 and 
“d'tpted in Budapest, Rio de Janeiro and Timisoara, Rumania. ILo (since 
1980 one of the working languages of the Association Internationale de 
^ybernciique) is a “modular” (agglutinative) language without grammatical 
^’^ceptions. This facilitates algorithmic semantic analysis of texts coded in it.

docs PREDIS work?
Tlie PREDIS-programme is capable of answering two types of questions: 
(') questions concerning a person, e.g. an author, a scientific collaborator 
a learner. The user enters the name of the person concerned and receives 
*lie information stored about him.
(*') questions about a certain topic. If one is looking for documents per-I . _ . 1 -------------------- --------------- --- 14» - --------------------- ------ ~~ ----------- - --------------- X

‘‘ certain subject or for a list of persons who are interested in a tertain
enters certain characteristic key-words. To make

Pr.

th' Of conference, one
® *lc>estion more simple and more widely applicable, the computer does not 

ibe words themselves but only the radicals contained in them. .As a 
® proof programme for dissecting words into radicals hasn’t yet been devel-

1171
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oped, the user must enter his words already separated into radical 
and grammatical endings. The modular structure of ILo makes this 
As the computer cannot distinguish between different types of mo 
it simply ignores all those having less than three letters. This is the

S, affixe, 
Possibiç

mon cause of “noise” • !_• TT • ■ *WOStin this system as ILo contains several three.iof.
_ 1______ ________ 1____

îltïes,
Corn-

positions and affixes in addition to a large number of “significant” thr i 
Aftfiv Vprpivinor tHp pntrv tHllQ CPDQratPrl inlTV "Hlradicals. After receiving the entry thus separated into radicals, the er

checks if at least two thirds of the descriptors (morphemes with three 
letters) appear in any of the texts stored in it and prints out the titles more
texts it finds. A complete text may also be requesed by the user in any^part^ 
cular case.

As for the actual documentation, we receive at our institute articles
education written in various languages. These are accompanied by an 
author’s summary. This summary is then translated into ILo with the help of 
a multilingual dictionary compiled at our institute for this purpose. This

various languages. These are accompanied by

ensures a standardized terminology and thus reduces the chances of a “miss”. 
The translation is then entered into the data-bank with separated morphemes. 
For example the word komputilo (=computer) is entered as komput-il-o. The 
addition of a translation programme enables the user to obtain the summaries 
requested by him in a language of his choice. An ILo-German programme 
called SUSY developed in Saarbrücken is at present being tested for this purpose, 
(fig- 1)

A further refinement of this system is the Aktives Dokumentations-System 
(ADS) which becomes increasingly important as the library of stored summa­
ries increases in size. In this case every new summary entered into the system 
is automatically compared with the summaries already stored in it. The basis 
of this comparision is the theory of “fuzzy” subsets and the Hamming-distance 
defined in a space consisting of such elements. The author of the article just 
entered is informed of available articles that may be of interest to

Until now we have tried out this system on documents about following si
jects:

A—teaching by computer
B—discussion about the development of science
C—international languages
D—reactions of teachers and learners by computer
E—software
F—choice of planned language
G—teaching of law at university
H—teaching of German
Experiments showed that I. the use of two descriptors leads to 

ing results. No general conclusion is possible.

widely aiffe‘-

II.
III.

The use of three descriptors almost always causes noise.
The use of four descriptors lessens the recall-capability becai
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1174

2/3 rule, still this leads to increased precision.

Specifically IV. the causes of noise are:

1

Section 19: Linguistics and 11,4.
‘Put,‘«I

(i) 
(ii) 

(iii) 
(iv) 
(V)

(vi)

prepositions, affixes, etc. used as descriptors
The relevant topic may be of marginal significance in a certain el 
polysemy of radicals (program- is a notorious case)
the two-thirds rule—The most important topic may be omitted, 
lack of a distance-bound (The radicals Social- and scienc- occur
often but the user may only be interested in elements in whici 
occur successively.)
Titles, text examples, etc. treated in the same way.

and V. causes of “misses” are:

(i) 
(ii) 

(iii) 
(iv)
(V)

no consideration of synonyms, antonyms or semantic fields 
non-fulfilment of the two-thirds requirement 
type-error of even a single letter 
terminological uncertainty
over-exact terminology

Very
't thev

I

Concluding remarks concerning search-methods
We have seen that the 2/3 rule can cause noise and also hinder retrieval. It 

is necessary to realize that the 2/3 rule cannot replace the logical OR as ive 
have (X AND Y) OR (X AND Z) OR (F AND Z) and not X AND (F OR Z). 
The result obtained by the two-thirds rule can be interesting if it is applied in 
conjunction with a “weighted” search, i.e. in the search hypothesis using three 
descriptors one accepts elements containing just two of these but under the
further condition of “proximity” (the elements may be required to occur suc­
cessively or within the same sentence), “location” (e.g. in the title), “incidence” 
(both descriptors must appear at least N times in the text). Let us examine 
for instance those descriptors which caused great difficulty during the test-phase: • • 1 iS
instru-. komput- and program-; one can envisage a situation in rvliich 

for elernents in which the radical Immliii.t- does not aDDCar but ill "looking for elements in which the radical komput- does not appear
the occurence of inslru- and program- in the text itself or in
that this document is about programmed instruction:

in the title indtcat^ 
a link with coiT>P\'‘^

can exist but thus one avoids receiving every element containing
program- and komput- which would give us all elements conccrnm
without anv relation to nrogrammed instruction. Some sort

the radicals 

of structi”'^
1

samples would enable us to take into consideration synonyms 
svnonyms.

and

Finally a structured summary would probably lead us more easil) 
propriate result as it would rule out elements in which the subject C-

an ap-

fon^^'
----------------------------  -- --------------— ............ — -..........    A

appears only in a marginal capacity. Let us give an example. ^f£'
structured under the headings PREMISE, CONTENT, CONCLUSlO* -

__ ,________________________________ pall’THODOLOGY would enable the system to distinguish between these P'
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iiJg search. So if one has word the komput- under the heading ME'IHOD-
OljOGy, one could eliminate in the response all those summaries in which a
¿oiiiputer is used only as a test or application. For example instruction by com-
_..,tcr is fundamentally different from say the use of a computer to evaluate test-pUter IS
yi^he compilation of a thesaurus and of rules for the structuring of

¡. At this point we must mention the necessity of further intensive effort
summaries.
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A Model of Automatic Analysis of Time-Related
Expressions in Japanese

í\

Yutaka Kusanagi
University of Tsukuba

the

I. Introduction
This paper discusses an algorithm for a model of automatic analysis of 

meaning of tense and aspect in Japanese sentences at the pragmatic level. It is 
generally understood that there is no one-to-one correspondence between the 
grammatical expressions of time in sentences of natural languages and the extra- 
linguistic time of situations. If there is no correspondence, it is impossible 
to simulate the process of analyzing linguistic expressions to determine their 
meaning, which is needed for machine translation. This paper introduces an 
algorithm of the automatic analysis of Japanese time expressions by introducing 
the notion of focus and by examining the phenomena on the pragmatic level.

II. Meaning
In this model, the meaning of time expressions (tense and aspect) is 

determined in terms of extra-linguistic phenomenon and focus of the speaker. 
Extra-linguistic situations are divided into two categories; dynamic and static. 
The former is the one that is conceived of as being unchanging throughout its

Diagram 1

EXTRA-LING. PHENOMENON FOCUS ASPECT

DYNAMIC BIGGER

DYNAMIC SMALLER

PERFECTIVE

IMPERFECTIVE

STATIC SMALLER STATIVE

Diagram 2

TENSE ABSOLUTE relative

BASE Speaking time

Before PAST

Same time PRESENT

After FUTURE

Main phenomenon 

anterior_
simultaneous 

posterior _

I
j
I

1176
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Juration» while the latter is the one that has any of several temporal contours

y Kusanagi

rons, 1977)./ryons, I.»»'/-
' ‘focus’ of the speaker is defined here as the period along the extra-linguistic
¡me 1*”® upon which the speaker directs his attention. The meanings of tense 
nd aspect reflecting the relationship between extra-linguistic phenomena and 

speaker’s focus, are shown in Diagrams 1 & 2.

Ill Japanese Time-Related Expressions
In Japanese time-related expressions, there are two kinds of contrasts in 

one with -tei- and without it, and the other with -(r)u and -ta. Theform:
meaning of the combinations of these forms are shown in the following diagram.

Í
Diagram 3

TENSE ABSOLUTE TENSE RELATIVE TENSE

aspect PAST PRESENTÍ FUTURE ANT SIMUL POST

PERFECTIVE ta

IMPERFECTIVE teita
2 I

teiru 1

ru ta

teiru

_0_
teiru

STATIVE teita 
ta

teiru 
ru

teiru 
ru

teiru 
ru

ru

O i
iI

I

o
o i O

Since the same forms share different meanings, an automatic semantic 
analysis in terms of forms is impossible. However, about 800 sentences actually 
used in novels, essays and travelongs, which were analyzed for this paper, show 
the meanings are determined almost unambiguously.

Some verbs do not have some of the above forms, and some types of clauses 
restrict the appearance of the above forms. And on the pragmatic level, seman- 
^cal ambiguity disappears due to the appearance of particular word classes 
''*thin the sentence.

rv. Tense
Japanese, absolute tense and relative tense share the same forms in many 
However, in most cases the types of clauses in which particular tense forms

Ppear determine which type of tense. The following is an algorithm to 
’^^termino »1-------------• _ _____ • _____ -1_________■ermine the meaning of tense in terms of clause:

"'^’alysis
fl]
til] 1.

OF TENSE
PAST

Clause with tekara, teirai, ato, totan (‘aiter’)

2.
3.

Clause with tnae, izen (‘before’)
Clause with aida, ttchi (‘while’)L ANTERIOR

POSTERIOR
SIMULTANEOUS
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4. Conditional clause with ba, to, tara, temo 
FTEIRUj ............
other ............ simultaneou;

5.

6.

Main clause, quotation and clause with ga (‘but’) 
.................. (A) 

Clause with toki, koro (‘when’): relative clause

anterior s

7.

S.

with nominalizers no and koto (B)
Conditional clause with nara, toshitara, node, kara, tame

a. TRU formj in main clause 
b. FT A formj in main clause 

Relative clause modifying noun

(A)
(B)

noni

a. Time adverb in the clause
b. other

(A)

(B)

ГТА formj 
FRU formj 
FTAj 
FTEIRUj 
FRU J

(A)
(B)
PAST
Non-PAST
ANTERIOR 
SIMULTANEOUS 
POSTERIOR

1

V. Aspect
Types of verbs have much to do with the meaning in aspect. Kindaichi

(1955) classifies the Japanese verbs into the following categories:
1)
2)
3)
4)

Stative verbs
Curative verbs 
Punctual verbs 
the fourth type of verbs.

The verbs of the first category such as iru ‘(animate) to be’, aru ‘(inanimate) 
to be’, dekiru ‘to be able’ do not take -tei- forms. The verbs of the 
category such as sobieru ‘to be sky-high’ and magaru ‘to bend’ always appear 
-tei- forms. The durative verbs with -tei- usually indicate the continuation 
an action, while the punctual verbs with -tei- usually indicate the state re 
from an action.

of

the op'However, the durative and temporal verbs with -tei- may indicate 
posite situations, respectively. Therefore, we need to further an y 
verbs.

By analyzing the data, we found that some verbs never indicate 
resulting from an action, and that some other verbs do not indicate ^¡pec^ 
tinuation of an action. The following is an algorithm for an analysts

indicate
the

state

in terms of verb categories.

ANALYSIS OF ASPECT (-teiru)

Type of verb 
STATIVE

MEANING 
with -tei- without -tei- 

STATIVE

eg-

iru ‘to be’1
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INGRESSIVE STATIVE
IMPERFECTIVEPROCESS

PUNCTUAL

durative

STATIVE 
(IMPERFECTIVE)* 
IMPERFECTIVE 
(STATIVE)**

PERFECTIVE

dent ‘to get out’ 
omou ‘to think' 
tsuku ‘(a light) 

to be on’
yomti ‘to read’

PUNCTUAL- IMPERFECTIVE*** 
DURATVE STATIVE****

saegirii ‘to cut oil’

• with tokoro- or particular adverb (e.g. dondon ‘one after another’)
• • with particular adverb (e.g. takusan ‘much’)

with animate subject
*»*• with inanimate subject

VI. Conclusion
In order to incorporate the above algorithms in a model of tense and aspect 

analysis, we have to mark the verb categories as well as temporal adverb classes 
in the dictionary, while types of clauses can be analyzed in terms of conjunc­
tives. By this algorithm more than 90 per cent of sentences actually used can 
be analyzed successfully.

(This research is partially supported by Japanese Ministry of Education 
grants Nos. 561151 and 00542037.)
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Hierarchic Class Networks;
A Diagrammatic Formalism for Natural Language ModelÎj„

Jouko J. Seppanen
TeKoLa Computing Centre, Helsinki University of Technology

Abstract. A diagrammatic formalism for conceptual modelling of
. . - ^^turallanguages called hierarchic class networks (HCN) is discussed. The formalism 

is intended to serve as a general purpose tool and methodology for linguistic 
systems analysis and as a framework for formal representation and manipula 
tion of language and knowledge structures. It is believed that large and com-
plex systems like human languages do not lend themselves to concise descrip­
tion without a sound theory of hierarchic structures, which is yet to be devel­
oped. In addition, it is necessary to develop intuitively and perceptually effi­
cient and practically convenient means of representation in order to enable 
one to manage complex system descriptions cognitively.

The formalism presented is capable of capturing complex aspects of struc­
ture such as syntagm, paradigm, context, recursion, context dependence and 
ambiguity, relations of relations etc. The various types of topological connec­
tions possible in hierarchic and recursive class graphs are analysed and defined 
whereby the formalism itself is used as the vehicle of description. Binary con­
nections are then extended to conceptual i.e. typed binary relations, higher 
order binary relations and general n-place relations that can be defined m terms
of classes.

Being a linguistically oriented and natural like in its appearance the formal-
fields ofism should allow linguists, systems analists, and specialists of various 

knowledge to work in terms of concepts intuitive and familiar to them. 
formalism superimposes an orderly, systematic working discipline, that y*

The

formally well defined descriptions that can serve as specifications tor 
implementation. The formalism is aimed at bridging the gap that 
prevails between formal mathematical treatment, informal linguistic 
tion, and programming and thus purports at bringing linguistics closer 
exact science and an engineering discipline.

1 Introduction
Graphs have the advantage that they can be represented

system 
—,ently

descrip-
to a”

diagrams, whereby abstract structures and their properties become
Di^rri^ivaHlA T*hic ic irrf»at I'mnnrtonrp in tbp ctiiHv nf larffC

1180

perceivable. This is of great importance in the study of large an
systems such as natural languages, whose conception by symbolic
is very difficult. A graphical representation can serve as a kind of cog j^^jj^atic*'
and an intermediate language between abstract structures of nia
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¡Stic analysis, practical systems engineering and programming, and artistic
J-

I.

2
Classes and Class Graphs
"The underlying mathematical concepts cannot be discussed here. Only the
basic definitions are stated.

''^^'^glernents, Sets and Classes. A set is a collection of some symbolic objects
lied elements of the set. A set that has another set as an elements is called a

class. More generally, a class is an entity that has sets or other classes as its 
elements. Thus, by definition a class is a hierarchical and potentially recursive 
object. We assume, however, that any recursion is of finite order.

Kodes, Arcs and Graphs. A graph G = (N, E) is a binary relation E defined
on a set N. The elements of N are then called nodes . The elements of E are 
pairs of elements of N i.e. of the form (a, b) and called edges. Whenever direc­
tion has meaning, i.e. (a, b) is unequal to (b, a) the edges are called arcs or 
anows. Graphs are represented graphically by line diagrams, whereby the loca­
tion and form of nodes and lines are of no significance other than practical or 
perhaps aesthetic.

b
R

a ■>•(0 s Д. Ц
e

d .T,

Class Graphs and Networks. A class graph is a graph, whose nodes are 
classes or class graphs. The definition is again recursive. Thus, a node in a 
class graph may contain a class graph. Moreover, arrows may connect not only 
3SS nodes of one and the same level, but may also pass over from one level 
another. The typology of various possible topological connections will be

■

r^ated in detail below. The fact that interconnections can pass from one level
. -----»» . lliuk VVllllVVClVltJ VMll XXVyilA V'llV. XV VVX

another makes the concept of class graph hierarchical and poten- 
^^^ui^sive. A class graph that has symbols associated to its nodes and or 

IS called a network.

I

3 ^Representing Classes

. ^lass Frame. 
Y^^rnes. —

an

Classes are represented graphically and symbolically as 
The formalism itself is used to explicate its own concepts. A frame 

object that has the following appearance, structure and imports:

Class: Frame
Has: Name, Boundary, Contents,

Environment and Relations
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Graphically a class is represented as a frame contour enclosing its '
the specifications of its imports.i.e.
As with graphs the size, form and location of frames have no other si,'-’’•iiCr sio’fi*ficance than practical and perhaps aesthetic. The frame size should, howev 

always be large enough to hold the necessary subclasses, symbols, arrows «7’ 
needed for its description. The internal structure and the external —

- ‘vever 
arrows

in any description should be defined to the level of detail required i °*'’ 
or perspective. For practical reasons rectangular framescurrent context 

normally used. are
As in programming, it is recommended that no bigger frames than what 

be perceived and managed mentally at one time be used. Thus an A4 page 
size or a screenful would be maximum frame size. This can be achieved by 
adjusting the conceptual and symbolic working levels accordingly. Appropriate 
means of abstraction, naming, referencing, perspecting, filtering etc. as used

can

in systems engineering and programming are applied.
Naming Classes. For identification and referencing purposes classes are 

given names. The name is usually placed in the upper left corner of the frame. 
In itself the name has no significance. Its sole purpose is to allow identification 
and referencing of the entity represented by the frame from other contexts.

Class Contents. The contents of a class is a collection of things that define 
the type, constitution, internal structure, external connections and functions 
of the objects represented by the class declaration.

Class Environment. The environment of a class is the class structure i.e. 
the hierarchy of class frames in which the frame of reference is contained or 
has relations with.

4 Structural Relations of Class Networks
Aspects of Structure. In describing natural language structures 

sary to be able to cope with the following aspects of structure:
it is neces-

' Class: Aspect of Structure
Is:

I 
i

I

Syntagmatic, Paradigmatic, 
Hierarchic, Contextual, ।

Conceptual or Computational

It is quite difficult to capture all of these in one uniform formalism-
conventions arcIn the following the standard diagram representation convention’ 

uniform grapbk^ iiota'
tended to allow more aspects to be represented in a 
tion. Symbolic notations are also given. Let us first consider

Types of Links. In hierarchic class graphs there is a rich topo ogi 
of links. The type of an arrow is determined by the mutual positio 
nected frames in a class hierarchy. The following types of 
distinguished:

typO'ilogy
con' 
arction
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Class: Link
Has: Internal, Conventional, 

External Hierarchic and 
Recursive

I 
I

I

Syntagmatic Connections. A syntagmatic connection, i.e. a concatenation 
or juxtaposition of elements is denoted by an arrow as with simple graphs:

A B Symbolically:

(Syntagm: A B)

The syntagmatic representation corresponds to sequential composition and 
representation of graphs by enumerating their links or chains.

Paradigmatic Connections. The paradigm of an entity in a syntagmatic 
position, say A in xAy, is represented by a class frame:

X, (A
al 
a2

y Symbolically;

(Paradigm: A; al,a2..... an)

an )

Contextual Connections. In representing contexts we must be able to cope 
with not only regular and context free, but also with context sensitive con­
structs. Suppose we are to deal tyith the possible context class X Y of the 
class .A. in a syntagm XAY. The context class is often called distribution in 
linguistics.

^(^giilar or Conlextless Connections. The contextual connections of regular
01' as we call them, contextless languages are represented simply by con- 
‘"atenating the classes concerned i.e. as a syntagm:

tv! Free Connections. The terra context free is somewhat misleading
cn syntagms are concerned, while it refers to the form of the production 

allowed in■—111 their generating grammars rather than the characteristics of 
I'esulting language strings, which as a matter of fact depend on context. 

S- the rule A aAb produces strings, in which the number of b's depend 
’tie number of a's.On

L ’’’■y

L
order to allow diagrammatic description of such a dependence it is neces-

introduce a recursive arrow notation, which involves a descending and
'’■’eend/ng recursion loop:
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Symbolically:

(Recursive: A 
Has: Entry: P

Stack: A 
Exit: Q)

Such a recursive class must have a push down stack mechanism, which kee 
count of tire number of entries and exits done. A stack may be represented 
by a class containing two special classes, a descent class P that recurs to the 
host class oc exits to an ascent class Q that has to do as many recursive exits 
as the descent class has done entries, i.e. until the stack is empty whereafter 
the host class can finally be exited. Alternatively, the stack class can be
sented explicitly:

repre.

A 95
Push down machines that correspond to conlext free languages can be 

thought of as state graphs, whose nodes (a Moore type machine) or arrows (a 
Mealy machine) may contain lower level state graphs, as in the ATN formalism 
(Woods 1970), that have to be traversed before a node can be exited or a 
transition made over an arrow.

Since tht order of recursion is never known in advance, it is not possible to

represent a push down machine in terms of simple graphs as a finite diagram­
The introduction of the above notational conventions for recursive classes

solves this problem. For related work see also (Duncal 1978, Wendt 1980). ' .--..Id
Recursive structures do occur frequently in natural languages, particularly

in syntax. of naturalContext Sensitive Conections. One of the most perplexing features 
languages is the property of context dependence, which is difficult to captuire i”

both representational and computational respects.
Ambiguity and Context. In natural languages situations occur svbeie 

and the sane constituent or class of constituents may appear in a nu 
different contexts and have differents meanings that can only be resol'

oiie
of

w'l th

the help of the respective contexts.
Roles and Role Classes. We say that a constituent or class then Ims

sever’’

roles. The context classes or distributions as they are called in Imgui 
be distinct i.e. complementary or they may partially overlap with each o

may
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In our formalism the various roles of a constituent or class may be repre-

J.

seiited by enclosing the ambiguous entity into a 
{raimes, e.g.:

corresponding number of

P
Q Symbolically:

(Sensitive: A Roles: P,Q)

Each role may then have its own context clearly indicated by its ¿ncoming
and outgoing arrows. In automata theory terms a role can be interpreted as a
state or a set or class of states called mode in which the entity is encountered 
and processed. Each role of the entity is named so as to reflect its interpreta­
tion in the respective context.

In an alternative notation the role nodes are placed inside of the ambiguous 
item or class frame, which is named accordingly:

A

P P

This convention may be preferable in cases, where the interpretations of 
various role classes are related to each other and constitute a meaningful class 
together.

Complex Connections. The relations and connections discussed above have 
’’een of simple type i.e. they have involved only concatenation or selection. In 
addition to simple types of connections it is often necessary to consider more 
complex types of relations that we call complex connections or type relations.

following types of complex connection are distinguished:

Class: Complex connection 
Has: Conceptual, Higher order. 

Relational and Computational t

Conceptual Connections. In knowledge representation it is necessary to use 
P’^oblem oriented concepts as link types. But since concepts need to be de- 
.^’'med, it is appropriate to generalize a conceptual link into a class, whereby 

becomes possible to use the same formalism for the links.
The binary character of a link imposes certain constraints on the type of 

that are applicable as links. A link class frame is represented by 
‘*'tie that is connected to its link by a loopheaded link or simply loop'.

t'

k
jUs;

'•■an
a
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P

A Symbolically:

(Loop: A With: P Q)

the c,
Icr

Ô- Q

Higher Order Binary Relations. Higher order binary relations • 
n? nf rplutinn« Ptr /'QTi l-kii _ _____ •tions of relations etc. can be represented with

head in both ends and called a couple:
a primitive link havin. rela-

'S a loop.

P R Symbolically:

1
— 
Q S

(Loop: A With:
Couple: (P Q) (R 5))

couple may of course be either directed or undirected, which is indicated
by adding an arrowhead as
abstraction, reasoning by analogy, applications etc.

normally. Higher order relations allow to do

5 Classes as Linguistic Concepts
Above the class networks have been consideredcent Tt ic a representational con-

:___ consider, how they relate to linguistics and knowledge
engineering.

IFordi and Gram7natical Cateeoric'; tn v • ■ , have traditionally been classifipH linguistics language constituents
classes, cases, mode.s asoects fn ° categories such as word
been used to refer to fni i speech etc. The term class has
In the sense of the nresenVf r ’'’’ft’d and grammatical classes,
ally, as an abstract imti interpreted much more gcner-

niathemat,cal concept or as an e^stemological

word

classes.

one.
It should be understood as the a fundamental means that allows and

necessary to state differences between things and to recognize
tween them, in this case linguistic and other concepts. As a mathematica

‘ - „nd

be-

i
I

I
I 

\ 

\

cept class can be paralleled with data type as __ ________
word and the concept of concept itself as a linguistic concept.

In principle it should cover t.Z_____  ___ -----
been traditionally used in linguistics or that may be of interest in the 
Typical concepts that immediately assume interpretations as classes W«^ 
distinctive features of phonetics, phonological categories, syllabic an

a programming concept

whatever term and linguistic concept

th

that h”
futi»'^'

I be

I
I
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constituents and classes of morphology, word classes, inflectional, con- 
r tional, declinational classes, modes, aspects, derivational and compound 
1 ses of lexicology, phrase structure markers and syntactic classes, terminals 

nonterminals of transformational grammars, semantic features, attributes 
1 categories of semantics, roles, agents, actors etc. of pragmatics and so forth. 
Conclusion. By the time of writing this the formalism has been used by

P'

al
aliiid

author to describe some parts of Finnish grammar including the system of 
honetic features and phonemes, vowel harmony, syllable structure, word 

formation, verb conjugation, noun declination, metric system, semantics of
certain word classes such as ‘give’, ‘get’, ‘take’, ‘lose’, ‘have’, ‘lack’ etc., various 
fields of word etymologies etc. So far, at least the experience has been 
encouraging. Some sample diagrams are shown in the appendix.

a

In its diagrammatic form it has also been used successfully to represent in 
concise form the morphology of Finnish words and word forms by (Brodda

and Karlsson 1981). Similarly for illustration purposes it has been used to 
represent semantic and pragmatic features and their relations in stylistic text 
types by Saukkonen (1982).
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APPENDIX: SAMPLE DIAGRAMS

Vowel harmony

Front 
ä 
Ö
У

Neutral

e 
1

Back 
a 
о 
u

Finnish syllable

Cnset

Consonan’. 
h, j, 
k,l, 
m,n, 
P,r,

1 s,t, 
I v,d,g

J

Russian verb class; писать, to write

Future simple

Stem

Aspect

Perfect­
ive

Root

Ш

Noun

Nucleus

Vowel

Lora

L

J

Vovel

iDlphtonq

на
ПИ b

Japanese nominal classes and the 'be' verbs

Inperative

и

ите

Nominal
Pronoun

Hunan 
dare, (who) 
Rare,

Animal

Verb
Animate 

iru, 
oru

Inanimate

Inanimate i^ani, 
tore.

aru

г?
o' 3

Ooda

l,r m

?

n
3 

04 
5. СЛ 
§’ 
w 3 
CL

h s,t p к

I

sr n
pa•a G

s

Indicative Participle

Present tense Active mode

Nimber Present 
Щ

Singular

Cüb 
ОТ

Plural
OM 
ere 
yr J

Past Ш

Passive

Short form

H a 
о 
Ы

Inçjer- 
fective c a

Past
Past

Auxiliary

буд
Person!

Infinit­
ive

Gender 
JI 
JIO 
jia

Tb
Plural 

ЛН

Subjunct­
ive

Verbal 
adverb

Future compound
бы D

00



Utilization of a Commercial Linguistic Database System
for Electronic Storage and Automated

Production of Dictionaries
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I. Introduction
In the age of electronic data processing, database systems have given rise 

to new approaches in lexicography.
In my following comments I would like to explain how a modern database

system developed for linguistic purposes—i.e. the TEAM system of Siemens 
Munich—, which for more than 10 years has been successfully employed for 
specialized terminological work, can also be used to store, process and finally 
publish with the aid of electronic photocomposition the complex information 
contained in an extensive standard-language dictionary.

II. Example

1. Setup of a dictionary database
The first essential step before data entry is the careful consideration and 

determination of the input format. This means breaking down the individual 
dictionary entries into separate information units (called “categories”) to make 
them independently accessible in the data pool. These categories represent the 
basic schedule for data entry and electronic data storage.

At the moment our system comprises 98 categories for each dictionary entry 
to be stored.

I
I

1

2. Processing possibilities
After having set up the dictionary database, which is, of course, of

mount importance for the successful outcome of all subsequent stages, 
enter the fascinating phase of “computer-aided lexicography” which s ‘ at

the moment the data is stored electronically, and
There are tasks that can be conveniently delegated to the machine,

the machine can do much to speed and facilitate Avork. Some of these

iiid

are:
a)

b)

Alphabetic sorting
By using computers the amount of time saved can be enormous-
Updating
In a matter of minutes the computer integrates all changes and 3'

1190

■dditi""'



1191yollnlials

into the work and suitably rearranges the surrounding material.

c)
<0

e) 
{)

Error search •
Various other checks
Reference checks, statistics, uniformity checks, coordination of definition 
vocabulary, etc.
Selection options
String manipulation 

3 Output options
As far as the various output possibilities are concerned, I would like to 

confine myself to photocomposition, because this aspect is the most interesting 
in our context.

We can assume that modern photocomposition hardly sets any limits to 
(ypographical layout.

The printing format can be varied in any way prescribed by the authors 
or publishers. The sequence and arrangement of the terms and supplementary 
information in the dictionary entries may be changed by altering the para­
meters.

i'

ni. A few more applications
The detailed input format lends itself to the generation of various other 

products which can be derived from the stored vocabulary without difficulties 
by using appropriate programs.
Examples:

— reverse dictionaries
— etymological dictionaries
— rhyming dictionaries
— pronunciation dictionaries

dialect dictionaries
— synonym dictionaries

specialized technical dictionaries
— dictionaries of idiomatic expressions
• • • etc., etc.

H

1
I
1

A dictionary database can offer additional advantages far beyond automated 
and typesetting processes. Generally speaking, the main advantage of a 

^etionary database is the multiple use of stored entries in many different ways.
one hand, the database may be used with the aid of selection pro-

8’"anis etc., to create several different printed products.
On the other hand, there 

^Uch a
are quite a number of other possibilities of using

dictionary database, none of which necessarily connected with the publi-

il!
I'
i

I

*bo books. Information may be stored in the entries that enables semantic,
^.^’^Phological or syntactic analyses to be performed. The term “computer-

analysis” is now commonly used to describe such activities.
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A computer-stored dictionary might eventually play an important
let

one of the integrated information systems of the future. part

IV. Conclusion
1 have tried to give you a short outline of the enormous opportunit’ 

database system can offer. a
One of the aims of my paper was to show that new dictionary editions 

be produced more rapidly and more economically in this way and that the 
of computers makes checking and control much easier and more efficient, । 
assisting in the production of more reliable dictionaries.

can 
' Use 
thus



Sprache und Musik

1.

Bernfried Schlerath
Freie Universität Berlin
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Musik und Sprache sind aus der gleichen Wurzel entsprungen und ÍI

haben außerordentlich viele Gemeinsamkeiten. Die wichtigste Gemeinsamkeit
ist der Ton, die Schallwellen, die gleichermaßen die materielle Basis sowohl
für Sprache als auch für Musik darstellen. Die flüchtige Natur des akustischen 
Phänomens bedingt, daß beide menschliche Ausdrucksformen nur in ihrem
augenblicklichen Vollzug existieren. Dadurch ist eine lineare Lautkette
bedingt. Eine sprachliche ebenso wie eine musikalische Struktur wird erst 
sichtbar, wenn der eben verklungene Ton im Gedächtnis festgehalten wird, 
und die noch vor Ohren stehenden Teilstücke auf die Summe der im 
Gedächtnis eingeschliffenen Hörerfahrungen bezogen werden. Das intuitive 
Erfassen der Systemhaftigkeit der Sprach- oder Musikklänge ist eine Leistung, 
die das menschliche Individuum jedesmal aufs neue vollbringen muß. Sie wird 
von jedem Individuum etwas anders vollzogen, und wahrscheinlich ist der 
Bewältigungsvorgang bei ein- und demselben Individuum niemals gleich.

Es ist außerordentlich aufschlußreich, daß es zahllose Definitionen von 
Sprache gibt, aber kaum eine autonome Definition von Musik. Jede grundsätz­
liche Reflexion über Musik mündet vielmehr über kurz oder lang in Metaphern
aus dem Bereich der Sprache ein. Freilich sind diese Metaphern zumeist nicht 
als solche gemeint. Die tausendfache Rede von der Logik der Musik und von 
den Gedanken, die in ihr ausgedrückt sind, wird als ein Mittel schulgerechter 
Deskription und durchaus nicht als metaphorisch verstanden, ist aber in fast 
allen Fällen theoretisch unzureichend begründet. Der unzureichend fundierte

ebrauch der Termini Logik und Gedanke führt zu dem Begriff des Verstehens, 
®it dem die Musikwissenschaft außerordentliche Schwierigkeiten hat. Dem 
/erstehen” ist 
('-^lusik

im Jahre 1973 ein ganzer Sammelband gewidmet worden
und Verstehen. Aufsätze zur semiotischen Theorie, Ästhetik und, ““ » vliJlVllVil, ix L4 lad 4,141 adlllvj lIjLllCll XllCUilC> zAa LI IC LIK. Lil LU

^o^iologie der musikalischen Rezeption”, hrsg. von Peter Valentin und Hans- 
Reineke), ohne daß es nun klar geworden wäre, was denn nun eigentlich 

* ist, das an der Musik verstanden oder nicht verstanden werden kann, 
itil Inhalte sind, die die Musik transportiert, und ob man diese
, 'alte tatsächlicli zu recht bind nicht nur metaohorisch'i als ‘‘Ged.anten”
b« tatsächlich zu recht (und nicht nur metaphorisch) als “Gedanken”
•^^eichnen kann.

i ai l T'ah
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k

^°^genden soll versucht werden sowohl den fundamentalen Unterschied
'Sehen Sprache und Musik herauszuarbeiten, als auch die merkwürdige

^^^ache zu erklären, daß die Musikwissenschaft überall da, wo sie über eine
^"le Beschreibung der musikalischen Faktur hinausgeht, gar nicht anders
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kann, als sich der Metaphern aus
Musik so zu deuten als wäre sie Sprache.

dem Bereich der Sprache zu l^etiienen,
h.

2. Ein wesentliches Charakteristikum aller sprachlichen Äußerun 
ihre Übersetzbarkeit. Der gedankliche Inhalt eines jeden Satzes kann i— - 'ist

zip in jeder Sprache wiedergegeben werden. Oder umgekehrt Pri„. 
"'^^gedrückt:

Sätze gänzlich verschiedener Sprachen können Wiedergaben der gip- > 
Gedankenverbindung sein. Allerdings entsteht dabei die Schwierigkeit ' 
ich dieses Gleiche, auf das sich verschiedene Sätze beziehen, nur auf dem \ve 
über die Sprache fassen kann. Keine Erläuterungen und keine algebraart' 
Formalisierungen können mich außerhalb der Sprache stellen. Auch die Zahl' 
Zeichen einer Rechenaufgabe verstehe ich nur, wenn ich sie in eine, meine 
Sprache, übersetze. Zwar kann ich mir das Phänomen des Übersetzens durch 
die Annahme eines “sprachfreien Gemeinten” plausibel machen, der sprach 
freie Raum ist aber schon deshalb eine Fiktion, weil ich ihn ohne Sprache nicht

len
daß

beschreiben und also auch nicht verstehen kann.
Eine Übersetzung ist selbstverständlich niemals gleichwertig. Das Übersetzen 

ist ein Filterverfahren, das die Transferierung des kognitiven Gehaltes möglich 
macht, während die Transferierung anderer Ebenen, z. B. die Ästhetik des 
soziationen nur dann möglich ist, wenn die Zielsprache analoge Mittel in diesem 
soziation nur dann möglich ist, wenn die Zielsprache analoge Mittel in diesem 
Sachbereich zur Verfügung hat. Zielt man auf die Denotation und auf den 
gedanklichen Inhalt, so ist Übersetzen immer möglich. Zielt man auf die 
Totalität einer sprachlichen Äußerung mit all ihren Aspekten, so ist Übersetzen 
niemals möglich.

Was sich beim Übersetzen zwischen verschiedenen Sprachen abspielt, ist 
auch innerhalb ein- und derselben Sprache möglich: Auch in der gleichen 
Sprache kann jede Äußerung paraphrasiert werden, d. h. der gedankliche Inhalt 
in andere Worte gegossen werden. Und auch hier gilt die gleiche Regel. 
Exakte Paraphrasen oder Inhaltsangaben sind immer möglich, aber sie sm
niemals mit der Ausgangsäußerung völlig äquivalent.

In der Musik wäre die Frage nach der Übersetzbarkeit absurd. Ma" 1^”” 
nicht aus einer “Tonsprache” in eine andere “Tonsprache” übersetzen. 
solche “Übersetzung” könnte als solche tatsächlich nur bewiesen werden, t 
ein hinter beiden musikalischen Äußerungen stehender gleicher .
wahrscheinlich gemacht werden könnte. Dem Bezug auf ein angeblich^®^ 
fiktives sprachliches Gemeinte müßte ein ebenso fiktiver musikfreier - 
punkt entsprechen. Wenn die Rede vom Verstehen der Musik tatsäct . 
eigentlichen Sinne berechtigt wäre, müßte ein solcher außermusi 
Bezugspunkt existieren. Die Hörer ein- und desselben Musikstückes 
in paralleler Weise diesen quasi außermusikalischen, aber nur durc , 
zugänglichen Bereich, erfassen. So wie die sprachliche Kommunikation 
zu einer möglichst vollständigen Verständigung tendiert, müßte gj-fii 
Musik eine ihr selbst innewohnende Mechanik zur Sicherung der 
lung ihres “Gehaltes” wirksam sein. Dieses ist aber nicht möglich.

und
Bezngs-

im

immer
in

weil

der 
iiid' 
ein
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•^ter einer musikalischen Äußerung stehendes fiktives Drittes, das tendenziell
bhängig von Sender und Empfänger besteht und objektivierbar ist, nicht

P-

un»
existiert.

£s gibt allerdings zwei Phänomene, die sowohl der Sprache als auch der
^jysik eigen sind, die die irrige Vorstellung hervorrufen, daß es sich bei ihnen 
yin durch Analyse ablösbare Inhalte handele: Die Funktion und die Tisozia- 
poft. Selbstverständlich gibt es verschiedene Musikstücke gleicher Funktion, 

ließe sich eine offene Liste von möglichen Funktionen von Musik aufstellen.Es
Ganz unproblematisch wäre die Aufstellung einer solchen Liste der möglichen 
Funktionen von Musik für jeweils eine individuelle Kultur. Es wäre aber auch
durchaus denkbar, daß man aus mehreren dieser Listen zu einem universalen 
Katalog möglicher musikalischer Funktionen gelangen könnte. Ein solcher 
Katalog wäre durchaus vergleichbar und zum Teil sogar identisch mit einer 
universalen Systematik der Sprechakte. Genau wie bei den Sprechakten würde 
sich abet keine zwingende Korrelation zwischen Funktion und musikalischer 
bzw. sprachlicher Ausdrucksform ergeben. Bekanntlich können ja (um einige 
sowohl der Sprache als auch der Musik möglichen Funktionen zu nennen) ein 
Befehl, eine Liebeserklärung, ein Triumph über einen Sieg, eine Klage über 
einen verstorbenen Angehörigen, selbst in der gleichen Sprache, bzw. Ton­
sprache mit den verschiedensten Mitteln zum Ausdruck gebracht werden.

Ist die Funktion nun ein “Inhalt”, den man “verstehen” kann? Es scheint 
' doch so, als sei die auf der Flöte gespielte Melodie, mit der ein indischer 

Berghirte seiner Liebessehansucht Ausdruck verleiht, in ihrem “semantischen 
Gehalt” dasselbe wie ein Gitarrenstück, das ein Spanier in ähnlicher Gemüts­
lage spielt. Da sich bei solchen Vergleichen Parallelitäten im äußeren musikali­
schen Ausdruck in der Regel nicht ergeben oder doch rein zufällig sind, sie
Von vornherein musikwissenschaftlich völlig unergiebig. Die Feststellung der 
Funktion von Musikstücken gehört zwar unzweifelhaft in eine Deskription, 
®t>er schon allein die Tatsache, daß sie ebenso gut in eine musikalische wie

eine Deskription,

t

eine soziologische Deskription gehören würde, zeigt, daß Funktionsbeschrei­
bungen zwar das Umfeld und die Lebensbedingungen von Musik erfassen, aber 
>hr eigentliches Wesen, ihre Innenstruktur nicht erreichen. Funktion ist also 
^icht mit Inhalt gleichzusetzen.

Mit der Funktion hängen eng die Assoziationen zusammen, die die Ange- 
^'*gen ein- und derselben Kultur gewöhnlich beim Anhören von Musik emp-

’’»ß die
die

Dabei ist es ganz sicher und kann ernstlich nicht bezweifelt werden, 
überindividuellen Assoziationen nur in ganz groben Umrissen durch

l^usik unmittelbar auf dem Wege einer analogen Kommunikation hervor- 
"^t'ifen werden. In der Regel bilden sich die festen Assoziationen auf dem 

über die Funktionen heraus. Man wird zwar auch bei völliger
V,

uoer aie runktionen neraus. i _
^’^Itenntnis einer Tonsprache einen Kriegsmarsch nicht für ein Schlaflied (und
^^gekehrt) halten, wohl aber gehört zu der Assoziation bestimmter Orgelmusik

Beerdigung die unmittelbare Erfahrung der Funktion.
■Assoziationen, die beschreibbar und objektivierbar, die sogar als Kriterien
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systematischer Darstellungen dienen können, sind auch notwendige Besf

f

I

der sprachlichen Zeichen. Assoziationen können sich sekundär mit besti'^^^^*'^
sprachlichen Zeichen verbinden, und sie können auch wieder
So kann zum

‘«'intenCldlCXl V CI UlilLlCXlj llllLl die KOllIlCll äLlCll wieaer verschwind;? 
Beispiel eine Zahl, die einen Paragraphen eines Gesetzb 
;ssen Abschaffunff fferade heftiff diskutiert , «‘^^esbezeichnet, dessen Abschaffung gerade heftig diskutiert wird.

explosiven emotionellen Assoziationen auHaden, die auch dann noch sich mit
sind, wenn dieser Paragraph gar nicht gemeint ist. Eine sprachliche Zust'^^^”'
beschreibung wäre unvollständig. wenn sie nicht diesen Tatbestand mitzur Darstellung brächte. In gleicher Weise kann sich eine Melodie ode 
vielleicht auch nur ein kurzes Signal mit bestimmten Assoziationen fest verbin-
den, die selbstverständlich ohne Kenntnis der historischen Zusammenhänge aus 
der Melodie selbst nicht ableitbar wären.

Funktion und Assoziation sind also den sprachlichen wie den musikalischen 
Zeichen in gleicher Weise eigen. Ist es deshalb aber berechtigt, sie als Teil 
eines “Inhalts” anzusehen? Die Antwort lautet nein, und der Beweis für diese 
Behauptung liegt in der unterschiedlichen Bindung von Musik und Sprache 
an die Situation. Selbstverständlich leben beide, Musik und Sprache, immer in
einer jeweiligen Situation: Sei es die ursprüngliche oder sei es etwa die
sekundäre als linguistischer Beispielsatz oder als Zu-Gehör-bringen eines 
musikalischen Motivs im Rahmen einer musikwissenschaftlichen Vorlesung.

Es gibt ein Indiz dafür, daß sprachliche und musikalische “Inhalte" von 
grundlegend unterschiedlicher Natur sind. Es ist möglich, Bruchstücke einer 
unbekannten Sprache, über deren Funktion zunächst keinerlei X'orstellung 
besteht, mit Sicherheit zu entziffern. Die innere Stimmigkeit der Entzifferung 
wird nicht nur durch die Aufdeckung des fremden Sprachsystems, sondern vor 
allem auch durch den Nachvollzug in der Sprache des Entzifferers erwiesen. 
Da Musik nicht übersetzt werden kann, da die Empfindungen, die sich beim 
Anhören von Musik einer unbekannten “Musikssprache” einstellen, ganz 
allgemeiner Natur sind, und die “Richtigkeit” dieser Empfindungen nicht 
nachprüfbar ist, ist ein entsprechendes Verfahren bei der Musik völlig un 
denkbar. Zwar könnte ein Aufdecken und Beschreiben des zu Grunde liegenden 
tonalen und rhythmischen Systems ohne weiteres gelingen, aber ohne Kenntnis
der Funktionen ist eine weitergehende Interpretation nicht möglich. fliig 

Was der komponierende Mensch aus sich herausstellt, ist nur lebens >
und sinnvoll als Bestandteil einer institutionalisierten Handlung. Es kann zwar

sinn- und zweckentfremdet zum Teil einer anderen Handlung gemacht werde».

ist aber zu keinem Eigenleben fähig. Die Welt, in die Musik jeweils 'Ci- 
besteht in einer Umschaffung der gegenwärtigen Situation zu einet "" 
Wirklichkeit. Die Sprache dagegen schafft durch die Kraft der Darstellung

fsetzi.
.. ne»£«

eine

jeweils zweite Welt, die sich von der gegenwärtigen Situation lösen ihr sog*“

dagegen einen kognitiven Bestandteil, über den unabhängig von jeder

hat 
tio»

Verständigung zu erzielen ist. Assoziationen, die mit sprachlichen

entgegengesetzt sein kann.
Musik kann nur erfahren, d. h. erlitten oder genossen werden. Spiac I
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.gjbunden sind, können mit Hilfe von anderen sprachlichen Zeichen einwandfrei
jjeschrieben werden. Musikalische Assoziationen können nicht mit Hilfe von
j^jiisik intersubjektiv dingfest gemacht werden. Eine Verständigungssicherung

B-

•jt nur auf dem Wege über die Beschreibung der zugehörigen Situation möglich.
Musik, überhaupt einen Inhalt hat, dann kann sie ihn nur durch sinn-VVeiiri

stiftende sprachliche Äußerung erhalten.
3. Es ist außerordentlich aufschlußreich, verschiedene Methoden der Sprach-

beschreibung, hinter denen jeweils verschiedene Theorien über das Miesen der 
Sprache stehen, darafhin zu prüfen, ob sie in analoger Weise auch für die 
Beschreibung von Musik verwendet werden könnten. Wenn das Verfahren über­
tragbar ist, ohne daß ein Rest im Sprachbeschreibungsverfahren übrig bleibt, der 
auf die Beschreibung von Musik nicht angewandt werden kann, liegt der Schluß 

t nahe, daß die hinter diesen Sprachbeschreibungsverfahren stehenden lingui­
stischen Theorien das Wesen der Sprache nicht vollständig erfaßt haben. In der 
Tat gelingt es nicht mit Hilfe der drei hier näher betrachteten linguistischen 

I Methoden das Spezifische der Sprache gegenüber der Musik sichtbar zu machen. 
' Dieser Umstand ist ein weiteres Indiz für das Ungenügen dieser theoretischen 
; Ansätze.

a) Das strukturalistische Verfahren der Corptisanalyse läßt sich sinngemäß 
( auf die Analyse eines musikalischen Corpus übertragen. In beiden Fällen ist 
[ es möglich, die kleinsten Einheiten physikalisch zu bestimmen und sodann in 
I einem Testverfahren festzustellen, welche Unterschiede nur Differenzen der

jeweiligen Realisation sind und welche Elemente einer zu Grunde liegenden
Struktur sind. Phonetik und Phonologie haben also in der musikwissenschaft­
lichen Analyse ihr exaktes Analogon. So wie es aus den unterschiedlichsten Grün-
den verschiedene Realisationen eines Phonems in einer Sprache gibt, die mit 
dem zu Grunde liegenden Phonemsystem nichts zu tun haben, so gibt es bei der 
Interpretation eines Musikstückes Tonhöhenschwankungen und rhythmische 
Unregelmäßigkeiten, die allein der Realisation angehören (meist auch bewußte 
Ausdrucksmittel sind), die aber das jeweils zu Grunde liegende tonale System 
oder die zu Grunde liegenden rhythmischen Strukturen nicht berühren.

Grunde liegenden Phonemsystem nichts

Grunde liegende tonale System

Weiterhin ist es möglich, sowohl in der Sprache als auch in der Musik, 
ßrößere Einheiten zu isolieren, ein Morphem-bzw. Motivinventar aufzustellen.

Aber eine sprachliche Analyse, die ausschließlich von der äußeren Erschei­
nungsform ausgeht, kann nur in der Phonologie erfolgreich sein, weil hier die 

rscheinungsform mit der Funktion praktisch deckungsgleich ist. Ein Phonem 
U'/, das als Idee hinter allen Realisationen von /u/ steht, hat lediglich die 

ofgabe anders zu sein als alle anderen Phoneme. Eine Flexionsendung deutsch 
kann in einer Item-And-Arrangement-Grammatik, die allein von der äußeren 

^'Scheinung ausgeht, nicht befriedigend plaziert werden, sie muß vielmehr auf

bi
hinter den Flexionsendungen stehende grammatische System bezogen werden.
Grammatik ist ein System grammatischer Kategorien und nicht ein System
Morphen oder Morphemen. Der postbloomfieldsche Distributionalismus ist

der Morphologie und Syntax gescheitert. Die Adaption einer von der äußeren
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Erscheinungsform ausgehenden Morphemanalyse auf die Musik gerät nicht
diese Schwierigkeiten. Die herkömmliche musikwissenschaftliche Analyse *
durchaus mit dem Verfahren einer linguistischen Methode vergleichbar
allein von der äußeren Formen ausgeht. Die in Rede stehenden

1

>n
1st

die
Linguisten

haben das Wesen der Sprache verkannt, während ihr theoretischer Ansat
die Musik durchaus brauchbar ist.

b) Auch die Semiotik gerät bei einer Sprachbeschreibung in ein

für

tinauHüs, 
bares Dilemma. Das sprachliche Zeichen stellt eine unauflösbare Einheit von 
äußerer Gestalt und Bedeutung dar. Die isolierte Betrachtung des signifiant 
oder des signifié ist eine Notwendigkeit linguistischer Beschreibung, aber sie 
zerstört gleichzeitig dieses selbe Zeichen, das ja nur als untrennbare Einheit vonnur als untrennbare Einheit
beidem als solches angesprochen werden kann. Da nur auf dem Gebiet der 
Phonologie eine 1:1 Relation zwischen signifiant und signifié besteht, muß der 
Linguist auf allen anderen Ebenen der Sprache sich entscheiden, ob er die Form 
oder die Bedeutung als oberstes Einteilungsprinzip gelten lassen will.

Da die Semiotik die Sprache nur als ein Zeichensystem unter vielen betrachtet, 
bei allen anderen Zeichensystemen aber der Aspekt des signifié Schwierigkeiten 
macht, (den äußerlich abgrenzbaren Zeichen entsprechen häufig keine distink­
tiven Sinnelemente), tendiert sie dahin, auch die Sprache als ein durch die 
äußere Gestalt ihrer Zeichen konstituiertes System zu betrachten. Damit gerät 
sie in die gleichen Schwierigkeiten wie der oben charakterisierte postblooni- 
fieldsche Strukturalismus.

Welche Schwierigkeiten die Semiotik auch auf dem Gebiet der Musik hat, 
die durch eine Analyse des Klangs gewonnenen Strukturelemente als Zeichen 
im Sinne der Zeichenlehre zu verstehen, zeigt sich bei J. J. Nattiez, der in seinem 
zusammenfassenden Werk Fondements d’une sémiologie de la musique, 197a, 
das Problem von allen Seiten beleuchtet.

Die auf dem Gebiet der Sprache so einleuchtende Lehre de Saussures von dei 
willkürlichen Setzung der Zeichen (arbitraire du signe) ist auf die Musik wohl 
kaum übertragbar. Wenn etwa die Bedeutung der musikalischen Struktuiele 
mente mit dem Klangerlebnis des Rezipienten identisch sein sollte, dann möchte 
man nicht glauben, daß die Klangsegmente willkürlicher Setzung entspiing^”
könnten, und man dieselben Eindrücke auch mit anderen Klängen hervorrufen

Klängekönnte. (So wie in einem entsprechenden Kontext die verschiedenen 
“painting” und “Gemälde” dieselbe Vorstellung wecken können).

c) Besonders verlockend war es natürlich, die generative Theorie a
.11___ _______ T?_ _____ •____ j________________________ T Ci.nöhers: nnOMusik zu übertragen. Es sei verwiesen auf den Aufsatz von J. Sundberg 

Lindblom, Generative Theories in language and music descriptions, in. 
tion, 4, 1976 und auf das Buch von L. Bernstein, The Unanswered 
1976. Das praktische Verfahren der Übertragung auf die Musik läßt i mtf 
Schwierigkeiten vollziehen. Der Grund dafür hegt auch dann, daß 
Gebiet der Musikwissenschaft schon sehr viele Arbeiten existieren, die s g,j
der Aufdeckung hinter einer gegebenen Melodie stehenden sehr aiif
Grundstrukturen befaßt haben. So lassen sich reich figurierte Melo

i
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einfache Akkordfolgen reduzieren, die dann in typischer Reihung immer wieder
juftauchen und Musikstücken verschiedenen Stils und verschiedener Funktion

Grunde liegen. Es sei hier an die Lehre Hugo Riemanns von den Kadenzen
gj-innert. Bernstein treibt die Abstraktion mit Hilfe zum Teil zweifelhafter
jpßsikethnologischer Annahmen noch weiter.

Bei der generativen Sprachanalyse erhalten wir in der Tiefenstruktur 
eindeutige logische Grundmuster, die bei ihrer Transformierung in die Ober­
fläche verunklärt werden und ihre Eindeutigkeit verlieren. Die Sprache als ein 
lebendiges organisches Gebilde, das immer auch einen ästhetischen Aspekt hat, 
ist mit dieser Betrachtungsweise natürlich nicht zu erfassen.

Was für einen Status haben die musikalischen Grundstrukturen? Die 
Musikwissenschaft hat sie vielfach als Logik bezeichnet, was aber nur in einem 
allgemeinen metaphorischen Sinn zutreffend sein kann. Bernstein leitet sie aus 
den physikalischen Gegebenheiten der Obertonreihe ab. In jedem Fall aber sind 
diese Strukturelemente Resultat eines Analyseverfahrens am toten Objekt. Die 
musikalische (ebenso wie die sprachliche) Wirklichkeit speist sich aus mehr 
Quellen.

Ganz unakzeptabel aber dürfte für die Musikwissenschaft die Abwertung der 
Oberfläche gegenüber der Tiefenstruktur sein, die ein wesentliches Charakter­
istikum der generativen Linguistik ist. Man möchte selbst das simpelste Menuett 
nicht eintauschen gegen die ihm zu Grunde liegenden Kadenzen, oder gegen 
eine Betrachtung der Grundbefindlichkeiten der abendländischen Diatonik.

4. Bei tierischer Kommunikation sind Sprache und Musik identisch. Wil­
heim von Humboldt sagt hierzu: “Der Mensch, als Tiergattung, ist ein singendes 
Geschöpf, aber Gedanken mit Tönen verbindend’’ (VII, 61). Wenn Sprache also 
ein Gesang ist, der eine Verbindung mit dem Gedanken eingegangen ist, dann 
müßte die Musik auf der Stufe der tierischen Kommunikation stehen geblieben 
sein. Betrachtet man die vorliegenden außerordentlich umfangreichen und 
differenzierten Analysen von Vogelgesang, so kann man in der Tat keinen 
ffrundsätzlichen Unterschied zur Musik der Menschen feststellen. Auch im 
Graduellen nicht: Die Zahl der Motive, der Reichtum ihrer Kombination, die
individuellen Stilausprägungen einzelner Vogelindividuen, alles das läßt sich 
^ürchaus mit menschlicher Musik vergleichen. Auch die Verknüpfung von 
“^stimmten musikalischen Hervorbringungen mit bestimmten Situationen teilt 

Vogelgesang mit menschlicher Musik. Institutionalisierte Handlungen undder
^^Rehörige musikalische Äußerunge:„ __________  _______ können genau wie in der Tierwelt eine
'Untrennbare Verbindung eingehen. Daß viele Menschen weder singen noch 
"insizieren, viele sogar gänzlich unmusikalisch sind, bezeichnet einen graduellen, 

keinen grundsätzlichen Unterschied. Er erklärt sich leicht daraus, daß die 
Sprache eben in vielen Fällen als das wirkungsvollere Werkzeug an die Stelle 

' ^lusik getreten ist.
öaß dennoch Musik mehr ist als ein Atavismus, ein aus animalischer Urzeit

g^^^ngebliebener Rest, kann man aus ihrer geschichtlichen Veränderung 
^iten. Auch tierische Kommunikation verändert sich in der Zeit. Das aber
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sind Veränderungen wie die Erosion einer Landschaft.
Durch den Sprachbesitz wird der Mensch zum Menschen. Von

*>Hi,
‘Otic

1

I

diesen,an sind alle seine Handlungen etwas anderes als die Handlung ' 

et mit fjo,. wird im Gegenteil durch sie von der Verfolgung der '

Augenblick
Tieren. Nicht bewußte Planmäßigkeit und Zweckmäßigkeit gewinnt
Sprache, sondern er wnu j«, d
Nützlichkeit abgelenkt. Er schafft sich mit Hilfe der Sprache eine zw 
(“Ideologie”) und diese zweite Welt bestimmt sein Handeln oft 
Umwelt mit ihren Zwängen und Nöten. Der ideologiegesteuerte Mensch^ • 
allem fähig, was ihm unzuträglich ist: Er fastet, statt zu essen er--------1-—----------- AAskese.
statt sich zu vermehren, er martert oder tötet seine Artgenossen.

So wird auch die Musik zu einem Teil seines Weltbildes, seiner Kultur 
verändert sich mit ihr.

die

Sie

Um die Welt zu verstehen, betrachtet der Mensch die Phänomene seiner 
Umwelt als seien sie eine Sprache. Er muß die Steine zum Reden bringen, damit 
er im Dialog mit ihnen sie versteht. Erkenntnis ist ein sprachliches Phänomen.

Indem der Mensch Musik als Sprache betrachtet, hebt er sie auf die Ebene 
seiner Kultur. Sie wird ihm dadurch zu einer besonderen Eorm der Sprache 
und er kann sie daraufhin auch wie eine Sprache handhaben. Der fundamentale 
Unterschied zwischen Vogelgesang und menschlicher Musik liegt also nicht im
Äußeren der jeweiligen Erscheinungsform, nicht in der Emanzipation von in­
stinktiven Handlungsabläufen, sondern darin, daß Musik unter den Händen 
des Menschen zur Sprache und damit zu einem Teil menschlicher Kultur wird. 

Die Semiotik leistet den Nachvollzug dieses Vorgangs und somit ist das Kleben 
es spricht sich darinan der linguistischen Metapher nicht ein Mangel, sondern

ein wahrer Tatbestand aus.



La genèse du langage dans la perspective
de la sémiotique peircienne

Jurgen Pesot
Unixersité du Québec à Rimouski

Depuis plusieurs années, la question de l’origine (surtout phylogénétique) 
dû langage est redevenue un sujet d’actualité. La réflexion est cependant à la 
fois handicapée et stimulée par un problème central, celui-là même qui est la 
source de la fameuse interdiction, à la Société de Linguistique de Paris, de 
présenter des communications ou des articles sur le sujet. Ce problème, c’est 
évidemment la difficulté de faire plus que spéculer. Il ne sert en effet à rien, 
de nos jours, de ne proposer que de nouvelles opinions qui remplaceraient les 
anciennes sans qu’il y ait un progrès quelconque.

Des conditions du progrès, je mentionnerai les suivantes.
1. En premier lieu, il faut interroger le principe de l’équivalence des 

langues du monde, principe mis de l’avant pai la linguistique moderne. Ce 
qui est en cause, c’est l’éventualité d’une investigation directe de la phylogenèse.
On se doit de prendre au sérieux ceux qui affirment que la recherche directe
“sur le terrain” est possible, si l’on ne veut pas se priver d’une source d’infor­
mation possible. Mais ce n’est pas mon propos ici (cf. Pesot 1981).

2. Il faut également rechercher aux confins de l’humain, là où il n’y a 
pas ou plus ou pas encore de langage. C’est l’approche indirecte de la phy­
logenèse, qui comporte évidemment tous les risques d’une approche indirecte. 
Même en s’imposant certaines conditions quant à la formulation d’hypothèses, 
b généralisation, la compatibilité avec des données scientifiques dans des 
domaines connexes, etc., on n’évite pas toujours l’argument fallacieux ou le 
rapprochement superstitieux (du genre post hoc ergo propter hoc). Mais la 
''Oie indirecte reste nécessaire et peut donner des résultats puissants (comme l’a 

On 1

"montré, dans son domaine, la linguistique historique et comparative des langues 
>ndo-européennes) (cf. Morin & Piattelli-Palmarini 1974; cf. aussi Pesot 1981).

3- Un progrès peut être conditionné par un échafaudage théorique nouveau 
9ui est d’autant plus utile qu’il est conçu indépendamment du domaine auquel 

l’applique. C’est ce troisième point que je voudrais développer quelque 
peu ici.

1 en
L sk

l’endant longtemps,
^^nséquent on ne savait pas très bien de quoi on cherchait l’origine. Depuis 
^ussure, on comprend mieux le langage (à l’aide de concepts comme ceux de la 
^l^tion signifiant-signifié, de l’arbitraire du signe, de la valeur, de l’opposition 

^^tte signe et symbole, etc.), mais ces concepts n’aident pas beaucoup la recherche 
Qssogénétique. En effet, par exemple, la linguistique structurale

on appréhendait mal le phénomène du langage et par

nous oblige

1201
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à considérer la parole et l’écriture essentiellement comme deux façons
istentes de représenter les mêmes formes et à ignorer que l’ordre histori-

I

Sci

évidemment de la parole à l’écriture) est unva évidemment de la parole a i écriture) est un ordre régi non par le h 
mais par une nécessité plus profonde (cf. Fónagy 1981a). Autre exemple ' 
Todorov, il y a des signes (ternaires) et des symboles (binaires), et les

^sard
■. Selon

signes des “primitifs” et des “sauvages” ressembleraient en tous points 
symboles des gens “évolués” (Todorov 1977). Cela revient à admettre

5o*-disant
aux

1 
I

manque d’un schéma global, qu’on continue à se servir d’un modèle pensé 
un langage “normal”, un langage “linguistique”, sur lequel on greffe les
langages (Pesot 1978).

Qo’on

autres”

Quand Piaget, de son côté, affirme que dans l’esprit du petit enfant le 
signifié n’est pas encore sevré du signifiant sensori-moteur (p.ex. dans Piaget 
Chomsky 1979: 58), on a affaire à la même difficulté conceptuelle. La naissance
d’un signe à partir d’une matière non déjà sémiotisée, on ne peut la penser

le

en
termes de signifiant et de signifié. Avant le signe, on peut poser un mouvement 
un cri, un objet; pour que ce mouvement, ce cri ou cet objet devienne signi­
fiant, il faudrait supposer qu’il se scinde brusquement et que les deux moitiées 
constituent, du jour au lendemain, les deux faces abstraites du signe, lui-même 
renvoyant éventuellement à une troisième entité, le référent. Une deuxième 
possibilité est de supposer que les premiers objets sémiotisés sont, non des 
signes, mais des symboles dont la formation reposerait sur l’association entre 
deux entités préexistentes; c’est concevable, mais le problème de la naissance 
du signe ne s’en trouve que reporté, car nul ne sait comment le signe pro­
céderait du symbole.

Nous avons donc besoin d’un modèle sémiotique qui permettrait de rendre 
compte de ce qui est appelé “signe” et "symbole” (et, dans leur sillon: “arbi­
traire” et “motivé”) et, en même temps, de leur acquisition, de leur usage, de 
leur perte pathologique ainsi que de leur création et de leur développement. 
Je crois que le modèle peircien est présentement le meilleur candidat (v. Peirce
1978; cf. aussi Pesot 1979).

Dans la sémiotique peircienne, il n’existe que des relations triadiques. La 
première, celle qui décrit le signe comme processus pragmatique, relie un moyen 
(ou representamen) à un objet grâce à un interprétant. Le moyen, ce peut 
un mouvement, un cri ou une chose quelconque, à condition qu’un interpre 
l’interprète comme renvoyant à autre chose (L’objet”). On entrevoit un pr^
avantage de ce modèle pour la glossogénétique: un mouvement, un cri 
chose quelconque peut exister comme tel indépendamment de l’apparition 
interprétant; celui-ci ne fait qu’établir une relation nouvelle. L’objet 
le moyen renvoie peut lui aussi exister avant ce renvoi. En revanche, 
prêtant n’est jamais innocent sémiotiquement; il constitue à la fois troisi 
terme du premier cycle sémiotique et premier terme (en tant que moyen) 
second cycle. C’est donc avec lui que commence et que continue toute sém

Le célèbre tableau représentant les trois trichotomies du signe constitn^ 
véritable modèle de la sémiogenèse. Conçue comme un ensemble

lel

d’un

de
un
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jégories phénoménologiques, la série priméité—secondéité—tiercéité peut en
jfgt être vue, grâce aux rapports d’implication asymétrique, comme les

is étapes de l’évolution sémiotique. En d’autres termes, aucun être ne peut

J-

cal

trois utiliser des signes de la tiercéité (légisignes) avant d’avoir expérimentécrée or'
des signes de la secondéité (sinsignes); aucun être ne peut expérimenter des 
insignes avant d’avoir vécu des signes de la priméité (qualisignes). Ainsi, le 

gentiment inanalysé, la perception sensorielle, l’instinct, l’émotion, l’expressivité, 
l’intuition, le ton de la voix, la sensation syncrétique et naïve, etc., constituent 
des priméités et se situent au bas d’une échelle logique et évolutive. Le deu­
xième palier (secondéités) comprend l’existence réelle et vécue d’un objet hic et 
fitinc, le commandement, l’action-réaction, l’agression, l’usage semi-intellectuel 
d’objets. .'Vu sommet (tiercéités), on trouve l’habitude, les classes et les modèles, 
le raisonnement, les lois qui gouvernent les faits du futur.

L’asymétrie de ce tableau formalise donc une progression logique et tempo­
relle. Mais elle fonde également une gradation de complexité, d’abstraction, de 
conscience. C’est là l’origine de la notion de degrés de sémioticité. Les signes 
de la priméité sont peu sémiotiques; ils sont simples, indifférenciés, incontrôlés, 
sans structure déterminée, sans syntaxe, en symbiose avec le contexte. Au com­
mencement, il n’y a pas d’autres sortes de signes,dans la mesure où les choses et 
les signes de la secondéité et de la tiercéité ne sont pas encore construits. 
L’expérience, à son tour, est le domaine de la secondéité. L’usager de signes de 
la secondéité infère des règles à partir des cas, il crée des associations spatiales 
ou temporelles entre les choses, entre la trace et l’animal, entre la localisation 
d’une proie et tel mouvement du bras qui l’indique, entre la fumée et le feu. 
C’est le stade, davantage sémiotique, où l’humain se dégage de son environne­
ment au moyen des signes qu’il produit. La maîtrise de cet environnement est 
réservée à la tiercéité, stade hautement sémiotique où l’humain (espèce ou 
individu) a fini de construire sa réalité. Le langage est ainsi un phénomène 
de troisième génération” mais qui incorpore en quelque sorte les deux paliers 

inférieurs.
C’est par les deux autres trichotomies du signe que le tableau peircien 

rend compte de cette incorporation. La première ne fait que classer les 
S'gnes en fonction du mode d’être de son moyen. La seconde attribue
"n des modes d’être à la relation entre le moyen et son objet. La relation pre- 
iiière et primitive, la plus simple, la plus perçue et la moins conçue, la moins 
^emiotisée. c’est la relation ironique (ressemblance). La relation jjeut, ensuite. 
®h'e de nature indiciaire (contiguïté de fait). La relation la plus sémiotisée est 
. ® nature symbolique (contiguïté instituée). Or, si un qualisigne est forcément 
''ionique, un sinsigne est soit indiciaire, soit iconique; un légisigne est soit 
Symbolique (p.ex. le mot /maison/), soit indiciaire (p.ex. le mot /je/), soit 
^'■^nique (p.ex.
^^cendit de sa voiture et se dirigea vers le policier/). Faute de temps, je 

’^^gligerai ici la troisième trichotomie.

la structure syntactico-sémantique /Paul ouvrit la portière.

a été déduit par unIl me faut abréger. Le modèle que je viens d’esquisser
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logicien-philosophe-mathématicien pour rendre compte de toute activité
qu’elle soit. Il ne s’agit pas d’un classement de données recueillies au

I

'Otic,

U pr ' ’*'’'**'
C’est pourquoi on l’a souvent qualifié de jeu gratuit, éloigné de la réalité 
je ne connais pas de domaine où, bien appliqué, il ne fonctionnerait pas 
application, qui en fait un modèle de sémiogenèse et, a fortiori, de

on l’a souvent qualifié de jeu gratuit, éloigné de la
le

Ie,
^lais

Slossi
On

nèse, confirme son caractère d’hypothèse universelle.
Ce modèle s’avère utile, en particulier, lorsqu’on considère les quatre 

problèmes suivants. Premièrement, il peut répondre, à sa façon, à la

‘oge-

Soils.

questionque posait Sebeok (1974: 66), à savoir “comment il se faisait, si le langage e" 
tout ce que les linguistes ont dit qu’il était, que les autres systèmes de commun^'^ 
cation n’aient pas dépéri.” Deuxièmement, il admet l’existence, dans le lanea 
de formations onomatopéiques (légisignes ironiques) ou,I, plus généralement, dé
séquences dont la structure a un rapport non arbitraire avec leur signification 
(cf. Ross 1980; Pesot 1980). Troisièmement, il est tout à fait compatible avec la
conception psychanalytique que la métaphore (une des icônes chez Peirce) 
constitue une “régression ‘éclair’ [qui] récapitule la genèse du langage” (Fônagy 
1981a: 127), plus précisément, qu’elle exprime “a momentary, controlled regres­
sion to an early phase of mental processing, to a preparatory phase of conceptual 
thinking.” (Fônagy 1981b) Enfin, ce modèle permet de voir sous un jour nouveau 
le fait mis en évidence par la neurologie, à savoir que la voix n’a pas originelle­
ment été destinée à un usage linguistique et qu’elle continue d’être utilisée par 
les zones cérébrales qui règlent l’expression involontaire d’émotions (cf. Myers 
1976).

En un mot—et je terminerai là-dessus—, le modèle nous invite à abandonner 
certaines frontières strictes sur lesquelles on a l’habitude de s’appuyer: entre 
abstrait et concret, entre arbitraire et motivé, entre mot propre et mot figure, 
entre “linguistique” et “non linguistique”. A la place, il nous propose une 
progression cumulative à la fois logique et évolutive où le langage “linguistique 
ne représente qu’un aboutissement, qu’un sommet, sans abolir son histoire. 
Après tout, l’avènement de l’homme n’a pas non plus entraîné l’extinction 
singes!
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Forms, Functions and Applications of Paralanguage
New Multidisciplinary Area

as g

Fernando Poyatos
University of New Brunswick, Canada

Poyatos’ classification of paralinguistic phenomena into Primary Qualitig 
(timbre, volume, resonance, tempo, pitch level, registers, intervals and ranae^ 
intonation range, syllabic length, and rhythm). Qualifiers (respiratory-, glottis 
laryngeal-, velar-, pharyngeal-, articulatory-, labial- and maxillary types of con' 

great

'S-,

trol, and articulatory tension). Differentiators (laughing and crying—of 
morphological and functional importance—, coughing, sighing, yawning, sneez-
ing, belching, hiccoughing, and extremes of loud and low voice), and Alternants 
(both articulated and inarticulated sounds, whether vocalic or consonantal, and 
silences, such as clicks, throat clearing, nareal and pharyngeal ingressions and 
egressions, hissing sounds, moaning sounds, etc.) supports a revision of the con­
cept of discrete segmental elements (here classified as words, alternants, silences, 
and kinesic constructs) and overriding nonsegmental ones (intonation features, 
primary qualities, qualifiers, differentiators, and parakinesic intensity, range and 
velocity). In addition, the highly lexical value of alternants demands that we 
establish many labels (verbs and nouns with which to refer to them, as we have 
‘to hiss’ and ‘a hiss’), transcription forms beyond the IPA, and orthographic
forms to which both the layman and the professional writer could resort.

beOnce paralanguage has acquired its own status many applications can 
launched in a scientific way, such as in the study of normal and abnormal ps) 

cross-cultural studies, foi ffl®chology, social stratification, gender differences, 
and informal interactions, nurse/doctor-patient relationship, the business 
counter, the court, and its important functions in literature, not only m 
novel but in the theatrical performance, beyond the playwright’s script, ?-as

en­
tile 
an

important semiotic tool.
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A Semiotic Analysis of Meeting and Parting Rituals
in Japanese and English’)

Yasuko Tohyama 
Japan Women's University

This is a report of on-going research into verbal and nonverbal behavior
ysed in meeting and parting rituals by Japanese and Americans. The data are
565 meeting and parting scenes from a total of 29 hours of Japanese and Ameri-
can television dramas and movies. The purpose of this report is to clarify
the following aspects of meeting and parting rituals: 1) their structure and 
function; 2) the type and frequency of nonverbal behavior appearing in the 
rituals; 3) non-linguistic factors restricting nonverbal behavior; 4) the univer­
sality of aspects of these rituals and culturally related differences between Japa­
nese and Americans.

1. Structure & Function: Meeting ritual is classified into pre-greeting, 
greeting and post-greeting. Parting ritual consists of pre-closing, closing and 
post-closing. The function of each step is the following, respectively: prepara­
tory step to greeting, confirming friendly relations, confirming more personal 
and intimate relations; suggestion of closing a conversation, re-confirming 
friendly relations, re-confirming more personal and intimate relations. These 
structures and functions can be seen equally in both Japanese and American 
rituals.

2- Type & Frequency of Nonverbal Behavior: From the data, 10 types 
nonverbal behavior were found for Japanese and 13 types for Americans. Of 

’ese, the following 6 types of behavior are common to both: nods, waves, touch- 
an arm or shoulder, taking or holding hands, lifting one’s hat, and standing, 

’ey comprise 49.5% of the total gestures for Americans and 34.1% of the 
Japanese
Japanese 
ttands.
1.6'

gestures. As for gestures peculiar to each culture, there are 4 for 
and 7 for Americans. The gestures peculiar to Americans are shaking

ll^-5%; kissing, 12.6%; the head toss, 10.5%; hugs, 4.7%; linking arms.
/oi patting a hand, 1.1%; blowing a kiss, 0.5%. In all, these gestures make 
50.5% of the data. Of these seven gestures, 5 are touching gestures. If the 
tTiitages of touching an arm or shoulder and taking or holding hands are 

^tlded. more than 50% of the data is comprised of touching gestures in the 
® of Americans. On the contrary, the Japanese data show only 6% touching

‘h,'e T' • ^111diversity of Pennsylvania.

1207

1 The lesearcli on which this paper is based was done in collaboration with Laura Ford, of



1208 Section 20:

gestures. This is a major characteristic difference between the two cuhi,.
for gestures peculiar to Japanese, first is the ordinary type of bowing, wlf V
typical Japanese gesture and makes up 58.4% of the total Japanese data ' ’
ond is the formal type of bowing, 5.8%. In the formal type, the way of aj-
both hands is more exact and the head is dipped lower than in the nv

">'ic

both hands is more exact and the head is dipped lower than in the
type. Third is lifting a hand, 1.0%. Fourth is sitting on tatami ordin;lary

I
floor before bowing, 0.7%. These four gestures together make 
the data.

ov wooden 
lip 65.9%

I
3. Restrictions Determined by Non-linguistic Factors
3.1. Distance: Distance is classified into four categories: intimate 

sonal, social, and public as proposed by HalFh Concerning distance. per-
gestures

common to both cultures do not show much difference; however, those peculiar 
Americans have 6 gestures usedto each culture show the following difference:

I

in intimate distance, which is less than 1.5 feet, yet Japanese have no gestures 
In social distance, however, which is from 4 to 12 feet, Japanese can use all 4 
gestures, while Americans can use only 2 out of 7. These results show that the 
frequently used or preferable distance for gestures in greetings and farewells is 
different for each culture. Both cultures use personal distance in a like manner, 
but Japanese prefer social to intimate distance and Americans prefer intimate 
to social or public distance.

3.2 Gender of the participants: Although few differences can be seen in
gestures shared between the two cultures, different rules appear in a comparion 
of unshared gestures. In the case of Japanese there are no particuliar restric­
tions concerning gender. On the contrary, Americans have the following rules: 
1) if participants are both males, five gestures, kisses, hugs, linking arms, patting 
a hand and blowing a kiss, are not used in ordinary situations. Instead of these
five gestures, the handshake is frequently used between men, 2) between 
females, these five gestures may be used, yet a handshake is not generally use 
except in the situation of introduction, 3) from male to female, kisses are not 

can be used.usually blown, 4) from female to male, every possible gesture

I
In this way concerning the rules based on the gender of participants, it 
found that Japanese don’t have particuliar restrictions, while Americans

have

certain distinct rules, especially for males. can3.3 Relationship of Participants: In shared gestures, differences 
seen in the behavior of standing: It is not common in Japan to “parentsIt is not common in Japan
when the participants are in an intimate relationship such as

be
staitt* 
; aiitl
rican^

children”, "wife and husband”, and "lovers”; on the other hand, . , . . relation’'’^.

case "
,ela'

frequently stand when greeting someone even in such an intimate 
Among gestures peculiar to Japanese, the polite type of bowing and si 
long to the most formal type of gestures in Japanese. As in the
standing, Japanese tend to avoid using formal gestures in an intimate >

2) Hall. E. T., The Hiddett Dimension, Doubleday & Company, Inc., 1969.
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nship when a participant of high position is speaking to one of
**^,er status. Among gestures peculiar to Americans, there are two basic re-

; Among family, lovers, and friends, which are in-gioup in Ameri-.jictions:
’ culture, every gesture may be used; there is, however, one exception, the 
^^ndsllake between husband and wife and between lovers. For participants

n ♦zx cn'llro non/ic YATtfn x-1 • Z* ZS

in
such a relation to shake hands with each other would indicate that the

jggrec of intimacy had become lower than before. In business and service rela­
tionships» which are out-group for Americans, kisses, hugs, linking arms, 
atting hands and blowing kisses are not shown. This shows that these five 

P are among the most intimate gestures used among in-group members
gestures
in American culture.

First, in the case of Japanese it is interesting to take note3.4. Context:
of the following three contexts related to the family: greetings in the morning 
at home, upon a return home and when going to bed. In these three contexts, 
there are no gestural signs that are usually used in Japan, while Americans may 
touch an arm or shoulder, nod, kiss, hug, pat a hand and use a head toss. Sec­
ond, Americans have two gestures which are not restricted by any context, 
that is, the nod and the head toss. Japanese have no such gestures. Third, in
American gestures, blowing a kiss has the particuliar characteristic of being
used only in parting rituals, never when meeting. Fourth, generally speaking, 
Americans may use various gestures in each context, but in the context of the 
introduction, the number of possible gestures is limited to five, that is, nod, 
standing, lifting a hat, shaking hands and the head toss. Most of these gestures 
are not touching gestures, because the degree of intimacy between participants, 
a factor of their relationship, is low in this context. Business and service con-
texts, as well, seem to be quite restricted, and this, too, is because of the lack 
of intimacy in the participants’ relationship.

3.5. Major Non-Linguistic Factors for Each Culture: Of the four fac­
tors we’ve examined, distance, gender of participants, their relationship, and 
”°n-linguistic context, we have seen that the relative importance of each factor­
’s different for the two cultures. For American nonverbal behavior, gender of 

e mteractants and their relationship, in other words, the degree of intimacy 
between 'them, are most important. For Japanese, the context or setting of

interaction combined with the formality of the gestures is the major factor. H

4. Hypothesis: As we’ve seen, there are many culturally related differ-■ _ / »»V VV UiV U U1 t Ui u 11J ICIULCU, UlUvl*

re fype ^ftl frequency of nonverbal behavior, and in factors which
j ’■’Ct their use; nevertheless, the internal structure of meeting and parting 

Se their functions are basically similar. So even though differences
1 ijt quite conspicuous on the surface, once these differences are analyzed

fi'amework of the fundamental structure of the rituals, we find that they 
I \ is same functions. From this consideration, the following hypothesisis

I, rituals of various languages should appear in
the meeting andProposed in conclusion: culturally related differences in

the types and frequency



of nonverbal behavior and in the restrictions on the behavior; the func»'
meeting and parting rituals and their internal structures, on the other i***
are expected to be much more universalistic, varying little from culiu'*'

culture.
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Working Group 1: I

History (and Philosophy) of Science and Linguistics

Organizer & Chairman; E. F. Konrad Koerner 
Vniseisitv of Ottawa. Canada

1

Introductory Remarks

As Schmitter (1982) has recently suggested, it appears that it is because of 
lack of acquaintance with the work of philosophers of science from the 18th 
century onwards (e.g., Vico, Voltaire, Turgot, Ranke, et al.), that linguists 
have embraced Kuhn’s morphology of ‘normal science’ and ‘scientific revolu­
tions’ so enthusiastically. However, Kuhn’s (1962) book was written for the 
natural sciences, in particular theoretical physics. Falter (1979) sketches an in­
teresting parallel to the (largely uncritical) acceptance of Kuhn’s philosophy 
of science in the social sciences, especially the field of political science which 
linguistics witnessed in the late 1960s and during the 1970s. ■ Falter points to
a series of (additional) reasons for the widespread acceptance of Kuhnian ideas
in the social and behavioral sciences (of which linguistics is a part), including
the vagueriess of Kuhn’s definitions (which allowed for a variety of fairly sub-
jective interpretations) and the emphasis on the social dynamics of ‘scientific 
revolutions’ (which appealed to many social scientists since it referred to some­
thing they were already familiar with).

In 1964 and 1968 two symposia were held to discuss the significance of 
Kuhn’s proposals in the field of linguistics and anthropology (whose results 
"ere published in Hymes 1974). But it seems that only Hymes’s Introdtiction,
"fitten in the early 1970s, grasped what was happening in liguistics at the 
time, namely, the attempt on the part of followers of Transformational Genera­
tive Grammar to use particular suggestions made in The Structure of Scientific 1 ^evolutions in such a manner as to demonstrate that a ‘revolution’, a complete 
^teak with the past, was taking place in linguistics. (For details cf. Murray 

' 1980 and Koerner’s paper at this Congress.) Percival’s (1976) critique of the
application of Kuhnian principles to the history of linguistics, largely based 

a misreading of Kuhn and motivated by concerns other than scientific, had. 
seems, the negative effect of leading to an abandonment of Kuhn’s ideas

■•Itogether rather than a thorough investigation of his proposals.
Hymes (1974) contained two papers which address questions which still to-
require discussion:

H.
J. Greene’s on the relationship between Linguistics and

^^'^iologie. It seems that they had little influence on the subsequent debate

1213

•story of Science, and Wolff & Thorne’s presentation of essentials of rri5.5en.s- •
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I

among historians of linguistics. As a result, the present workshop
regarded as an (albeit modest) attempt to reopen the debate re the relati 
between linguistics and the natural as well as the other sciences, the 
of to what extent linguistics is a ‘science’ and to what extent its chT*°” 
through time approximate developments in other fields of inquiry. In addif 
issues pertaining to a ‘contextualist’ approach to linguistic historiography
be raised. "ill

The papers presented for discussion at this workshop meeting address the 
selves to a variety of topics. Some of them (Bunge, Bell, and, to some extern 
Chatterjee) are of a more philosophical nature, others (especially those by Wq’ 
bur and Jankowsky) deal with more specific problems in i’ ' ‘
19th-century) linguistics. Another still (Murray) pleads for

the history of (largely
a sociologization of 

linguistic historiography, whereas the remaining paper (Tonisson) launches a 
critique of current communication departments and their neglect of linguistic
theories.

1
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Philosophical Problems in Twentieth-Century Linguistics

Mario Bunge 
Foundations Sc Philosophy of .Science Unit. McGill University, 

Montreal, Quebec, Canada H3.A 1W7

Most linguists admit that their discipline is at a cross-roads, and some 
them hold that it is undergoing a revolution. However, there is no consen

of

as to the nature of the crisis or its ultimate resolution. Is it the case
that

linguists have come up against some fundamental problems that ate 
be solved, or have new theories been proposed which in fact are in the pi 
of solving some of the basic problems of the discipline? It is submitte 
there is some of each and, besides, a philosophical crisis in linguistics. * 
of this paper is to discuss this crisis by pointing to ffw oiitstandine fi’i*a few outstanding
tai problems in the foundations and methodology of linguistics.

Among the unresolved problems in the foundations of linguistics

to

that

are the
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following. 1) What IS a natural language? (We know what a i iunly because we have stipulated what it must be) 21 Is language
of every language, or should we relax the definition ofa "

. for pregrammatical symbolic systems in order to allow fortion as well as for the evolution of language? 31 What acquisi-
i„ particular, how are ,e„.e and rder^L to be

natural languages? the case of

There are also a number of open questions in the methodolok. f r for instance, 4) Can the study of language be conducted frui fL 
from psychology? 5) If not, must it ally itself with mental isolation 

rather than with physiological and social psychology? 6) If

core
10"'
lion

a ience is that it looks for laws or uses them, does linguistic qualify 
is it an idiographic discipline or just ascience? 7) If not.

as a
puDtoscience still

waiting for its Newton? 8) Are there genuine explanations and predictions or 
just descriptions in present-day linguistics? 9) Are linguistic theories being 
rigorously tested, or is there some manipulation of unfavourable evidence? 10) 
Is it desirable to keep the present fragmentation of linguists studies into 
pure linguistics, historical linguistics, neuro-Iinguistics, psycholinguistics and 
sociolinguistics, or is there reason to promote a merger of these various branches?

Surely, some scholars may believe that the above problems ai^ not such or
else that they have already been solved. But it is characteristic af fundamental 
problems that they pass unnoticed or are taken to have been solved—until 
they reappear, possibly under a new guise, and block further scientific progress 
unless tackled. Hence the practical importance of foundation^ arid method­
ological studies.

The Use of the Term ‘Psychology’ in the Linguisic 
Discourse of the 1870s and 1880s

Terence H. Wilbur
Department of Germanic Languages, University of Califonn 

Los Angeles, California 90024, U.S.A. •

I grI
I ne

L

T , • liv all members of the original school of theIt was a doctrine shated al me^^
Neogrammarians that by ‘psychology’. A Ziemer (/ung-
language evolution were to U expUrnea

Stretfzuge auf j psychologischen ¿d physiologi-
■Gerade die richtige Abgrenzung zwischen psy^^^ g

Sehen Kräften, zwischen Analogie und Laug ------ J S
&r-.------ ■ "

asgcainniatiker) Streben gewesen.” Because the modern Science «j Psychology,
understand it, developed in the period immediately folKing the great

^'^ogrammarian outburst, it is necessary for us to examine closely tgg meaning
®f the magical term ‘psychology’ in the literature of this pen»d, for at this



time it represented an integral part of the order of discourse and
legimate tool of argumentation.
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The claim that the linguists of the 1870s understood the term in a 
monsense fashion is attractive, but it really avoids the problem and deni, 
the actual scholarly sophistication of those linguists. After all, the works 
Herbart and Steinthal, as well as those of the solid German philosophical 
tion, were part and parcel of the intellectual foundations of the

; com, 
‘grates

of
tradi-

[

I

science of linguistics.
developing

It is the thesis of this paper that there was a consensus, a common 
standing that is to be extracted by means of a close examination of the ma or 
statements made by the Neogrammarians such as Delbrück, Brugmann 
Osthoff, and Paul, as well as those from their opponents such as * '

under-

Schuchardt
and others. The results must then be compared with the work accomplished 
by Herbart and Steinthal, and an attempt will be made to demonstrate that
these linguists made a careful use of the term ‘psychology’ even though our
understanding of the term one century later is quite different. There is the 
distinct possibility that our century has consistently misinterpreted some of 
the major statements of the gi'eat Neogrammarians.

On the Concept of ‘History’ in 19th-Century Linguistics

Kurt R. Jankowsky
School of Languages and Linguistics, Georgetown I’nivcrsity.

Washington, D.C. 20057, U.S.A.

Advancement of knowledge in any scientific discipline is to a large extent
dependent on the precision of the terminology it employs. Precision is easier

singleto be achieved if a given terminology is applied to phenomena on one
■ to have atime level, since in that case concept and term could be expected 

one-to-one correspondence. By contrast, precision is much harder to be obtain
and thewhen several successive time stages are involved, since concepts change 

changes are rarely reflected in their entirety in the corresponding terminology
Quite frequently identical terms continue to be used for concepts 

a degree that considerable
that have

grown apart over a period of time to
ment would be required in order to restore the original adequacy

adju’'' 
of

correspondence.responaence. . ,j,e
The term ‘history’ so frequently invoked in the linguistic debate sin 

early 1800s cannot be expected to have retained a uniform meaning 
might be equally applied to various stages in the development of the ne

The

a:basic assumptions and concepts have indeed undergone significant 
reaching changes at various stages of its evolution, and the terminology 
too, not in isolation, but together as the result of an interaction of concep

,nd 
evolve;’ 

diial’y

related terms.

I



r I
J.- K Koerner 1217

The present paper traces the development of the concept (and term) of
‘history’ in '^he work of the most prominent 19th-century linguists, in particular 

smus Rask, Jacob Grimm, Franz Bopp, Wilhelm von Humboldt, August 
- 'edrich Pott, August Schleicher, and the Neogrammarians, especially Her- fricpann Paul, whom some have called the ‘apostle of historicism’.
* The difficulty for us today to fathom the precise 19th-century meaning of

the term ‘history’ and to determine how it developed is probably due to two
First, we do not know (or at least have not paid suf&cient attention to) 

I

causes.
the concepts with which history was most closely associated, e.g., philosophy.
empiricism, etc. Thus, an investigation aimed at identifying these relation­
ships is bound to throw light on characteristics of the term which otherwise 
might go unnoticed. Second, a comparison with any hope to achieve tangible 
results must analyse the term into its constituent components, at a particular 
period of time, and with a particular author. As a result, something like a 
componential analysis is proposed which should produce a significant revision 
of the traditional interpretation of linguistic theory and practice in the 19th 
century. It will also increase our understanding of how our own notion of 
linguistic history evolved and why.

Theories in Linguistics and Philosophies of Science

James A. Bell 
Depaitraent of Philosophy, University of South Florida, 

Tampa, Florida 33620, U.S.A.

a

There is expanding interest in the scientific status of linguistic theories. 
Since physical science is considered empirical knowledge par excellence, formu- 
Jating theories in accordance with the criteria has become a major objective, 

his appears to be a mixed blessing. It is beneficial when it leads to improved 
or novel solutions to old problems, or even to new problems. On the other 
(^a^d, however, a major difficulty is that the multiple and inconsistent views 

science render different and incompatible criteria for developing and 
®^essing theories. The paper attempts to come to grips with that difficulty and 

er suggestions for resolving it. The argument is presented in three parts and 
conclusion.

li;

J The first part outlines the three views of science dominanting linguistics, 
uctivism, paradigmatism, and refutationism each provide formulae for 

(ç .^’^ating theories along with standards for evaluating them. In it those dif- 
ciiig views are clarified so that the conflicting demands of each become explicit.

J. In the second part exemplary applications of each view in theoretical 
j^?Sciistics, along with the published commentary, are explored and weighed.

Ç T1*) 1 J . 2 A 3 « X-, 1 A C I . w-k nip m 11 C
K kii

i

Îtheories of linguistics, histories of linguistics are also guided by views of
^hce. A section is devoted to the historiographical applications along with
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evaluations of them. Amongst those works which provide the substance of
part are Bloomfield, Chomsky, Cohen, Itkonen, Koerner, Percival, and Pe

In the third part, an argument will be made in favor of the réfutât'
view, pointing out its advantages over the others. It is superior for

this

theoretical linguistics, but, in modified form, it could also be applied 
’onist

use in
‘o the 

‘ 3teas
history of the discipline. (Illustrations of refutationist method in both 
are included.)

The conclusion offers summarized guidelines for employing refutationist 
method in linguistics. It is hoped that, upoi finishing this paper, a linguist 
will not only have unraveled much of the confusion surrounding scientific 
method and how it has affected the theory an! historiography of this field, but 
will also have acquired refutationist tools b which to grapple with future 
theoretical and historiographical problems.

The Notion of ‘Rule’ and the Scimtificity of Linguistics

I

Ranjit Chatterjee
Department of English Language and Liteature, National University 

of Singapore, Kent Ridge, Singapore 0511

I

Although the paper originated in the writer’s work on perfectivizing pre­
fixes in Slavic and the category of aspect, it probes into the different applica­
tions of the notion of ‘rule’ in everyday language, in linguistics, and in physics. 
It presents the current controversy among piilosophers over the existence of 
rules of language, which has become of interea to theoretical linguists as well.

Illustrations are provided from the literature of well-studied phenomena at 
different levels of language where ‘rules’ have eluded formulation, e.g., Arna- 
son on Icelandic palatalization, Smilauer on Czech aspect, Netteberg on Polish 
aspect, Bolinger on collocation in English. W Haas put forward further com 

- -- it IS

Czech aspect, Netteberg on

plications concerning rules and meaning. From these and other instances 
open to doubt whether linguistics has in fact met the requirement that n’
must be known to exist” (Itkonen). .

It is proposed that some light at least can be shed on the question of ru 
■ ■ ’■ ‘ rule’.by referring to the later Wittgenstein’s discusiion of ‘following a 

reading of Wittgenstein on rules is correct and in fact applicable

If the
to linguistic«’

it would seem that major components of the discipline can no longer 
as Dart of a oositivp miiirni rripnrfl o XZ/,tz tvnified bv New

be seen

as part of a positive natural science, a Naturwssenschajt typified by
physics, but instead as a hermeneutic methodology sharing some traits with

meteorology, if only,quantum physics, and semantics being akin to 
suggested, because it has nothing so permanent is “the depression from

Firtl’
id”-
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Why the Historian of Linguistics Needs Sociology

jr К Koerner

Stephen O. Murray
Language Behavior Research Laboratory, University of California, 

Berkeley, California 94720, U.S.A,

^\’hile many historians of various disciplines have abandoned the view that 
uninterrupted progress of reason is not sufficient to explain the events and 

processes of scientific history, and have come to recognize that ideas are carried 
by social groups whose members do not always act disinterestedly, the study of
these groups has nevertheless been largely ignored in a continued stress of ‘great
men’ or in attempts to apply Kuhn’s theory of changes in cosmology derived 
from pre-institutionalized sciences. This paper relates sociological theories of 
institutionalization and group formation to currents of linguistic theory in 
20th-century North America.

The model here advocated assumes that there are more ideas that could be 
built upon (elaborated, tested, etc.) than ideas that actually are, which suggests 
that the promulgation of a ‘good idea’ is not sufficient to explain its acceptance 
or its popularity. At least some co-ordination of research is undertaken, and 
without leadership (salient tasks of which are outlined), ‘good ideas’ may lead 
to nowhere (i.e., to further work). Evidence for the necessity of leadership is 
provided, if only ex negative, viz. the failure of ideas not carried by groups to 
develop and to exert influence.

Beyond accounting for the formation of groups around certain ideas, the 
model is concerned with distinguishing (and predicting) whether a rhetoric of
continuity or a rhetoric of revolutionary novelty (‘eclipsing stance’) is adopted. 
This ‘choice’ indeed appears to depend upon who is recruited to a particular 
persjiective. If established professionals constitute such a group (within an 
’Jistitutionalized discipline), revolutionary claims are unlikely to be made. If, 
k a group consists of those with no particular stake in previous
^ooretical

I

bei
perspectives—prototypically students who have not invested time

‘•ona
ng trained or in trying to apply ideas already dominant in a field, revolu-

[ !
I
1

‘iry rhetoric is more likely to occur. However, for it to appear, its practi- 
oners must perceive that access to recognition (particularly to publication) is 

/'justly denied to them. Neither any absolute discontinuity in ideas nor any
^J^ernible
the bias in refereeing are necessary to the perception of persecution and

escalation of claims of revolutionary new breakthroughs. A third factor 
hose importance is not yet quite clear) appears to be the location of group 
embers at institutions previously established as centers in the scientific disci­

pline "
Sociology of science has assumed that science (number of scientists,
of journals, etc.) will continue its exponential growth (with the same auto-

^beness others used to 1

The final factor considered is the size of cohorts. Most previous work in
num-

believe the progress of scientific ideas had). That this
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is in fact a variable will be demonstrated with special reference to the

I

Transformational Grammar. The adequacy of the theoretical model 
for recent developments in linguistics will be assessed.

to
case of 
’ccount

A Critique of the Neglect of Linguistic and Non-Linguistic Communication 
by Present-Day Human Communication Researchers (reserve paper)

Ivar J. Tonisson
45 Prado Court, Portola Valley, California 94025, U.S.A.

It is an historical fact that human communication researchers have neglected
the study of actual processes of linguistic and non-linguistic communication
semiosis. Instead, they have concentrated on the consequences of such 
munication. In the terminology of speech-act theory, they have studied

or
coni-
per-

locutionary acts and forces, overlooking the essential locutionary and illocu-
tionary aspects of communication.

The paper argues—after a detailed discussion of the reasons for this neglect 
—in favor of the establishment of research paradigms that would pay adequate 
attention to the details of both linguistic and non-linguistic communication 
processes.

I

t

I
I I
I



New Interdisciplinary Perspectives in Linguistics Through
Nonverbal Communication Studies

Working Group 2;

Organizer: Fernando Poyatos 
University of New Brunswick

This Working Group, in which the speakers delivered full-length lectures 
to properly develop their topics, proved once more the growing interdisciplinary 
nature of Nonverbal Communication Studies (today never lacking in the pro- 
giams of congresses of the social and behavioral sciences, nor in those of lin­
guistics in the last ten years) and its increasing scientific appeal among lin­
guists, as more and more recognize that, although verbal language is the back­
bone of social interaction, it cannot be studied in isolation any more. It is the 
responsibility of the linguist as much as of the psychologist, the anthropologist.
the sociologist, or anyone studying people’s behaviors, to acknowledge the ex-
istence of the Basic Triple Structure language-paralanguage-kinesics as well as 
the other somatic and extrasomatic systems beyond verbal language and their 
intimate constructuration with words.

Martinet reported that conversations with persons who were totally bilingual
(i.e., who had acquired a total command of phonetic, syntactic, lexical.
paralinguistic and kinesic features in two languages, whether as adolescents or 
adults) showed that they either feel uneasy or subject to some degree of rigidity 
’n certain interactive situations, whether conventional or semiconventional.
They further showed that an individual is not necessarily accepted by his or 
bcr new community. This raises the paradoxical question whether we should 
aim at “perfection” in all five communicative competences in language 
^^aching. It further raises the question whether research in the area of intere­
thnic attitudes with respect to the foreign speaker should not be given much 
®)ore attention. Morsbach, a true specialist in Japanese nonverbal communica- 
hon, dealt with an area that only recently has begun to be investigated in 

. ’epth from the point of view of social interaction and intercultural communi- 
^®tion, that of the functions of silence and stillness, applied in his study to 
Japanese society; he carefully documented the many nuances of both 
^haviors and their frequent misinterpretation by westerners. Taylor’s paper.

society; he carefully documented the many nuances of both

hot
hiis] 
the

presented by the author, complemented Morsbach’s by discussing the many 
'interpretations that occur in the realm of nonverbal communication among

b: Von Raffer-Engel offered a very

1221

Japanese, the Chinese and the people from the West, due to the different
in which social identity is structured and conceptualized in each of these

'^^ckgi'ounds. Von Raffer-Eng,el offered a very extensive and meticulous
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documentation on the decisive importance of nonverbal comniun'
during the job interview, disclosing a number of insightful facts
relevance not only in the highly competitive world of business but in the
of daily interaction as well. Finally, Poyatos offered an integrative and
ciplinary approach to nonverbal communication and suggested a 
applications in several fields.

’"'erdis, 
number 0(

Psycholinguistic Time: A First Approximation

Tom Bruneau
University of Guam

Psycholinguistic time has received little focus to date. Current ideas about 
psychological time are applied to linguistic encoding and decoding behaviors 
Notions concerning the temporal expansion and contraction of consciousness 
in the encoding and decoding of verbal and nonverbal codifications are offered. 
Nonverbal correlates of temporal variations of consciousness (mind-time expan­
sion or contraction) are offered in the way of discussing facial displays of the 
meaningful processing of information, the use of thinking stances, the creation 
and use of psycholinguistic silences, and other departures from linear tempo in 
the processing of messages.

Some Problems About Acquisition of Communicative Behavior 
By Adolescents and Adults

Hanne Martinet
The Copenhagen School of Economics and Business .Adininistiatiou

ill humanAs the importance of nonverbal features of communication 
interaction is now recognized, one of the manifold questions that arise is --- 
of studying the acquisition of these features, i.e. the acquisition of 
tive behavior. How communicative behavior develops in infants in intei

is that

with caretakers has now been studied for some years. However, researrch i'’

the domain of acquisition of communicative behavior when it comes to ado-

lescents and adults learning foreign languages is still scarce.
In this paper, I will outline some of the questions this problem 

the level of the identity of the individual, and at the level of the 
teaching foreign languages.

raises, 
ooals 
o

at 
of
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The Importance of Silence and Stillness for Japanese Communication

Morsbach, H.i) & Udo, M?)
'’Glasgow University and “’University College. London

VVlien living in Japan, Western observers tend to notice that silence in 

a

language and stillness in movement have a more important (and frequently 
different) function than in their own culture. Based on previous research by 
yforsbach (1973), a conceptual framework developed by Poyatos (1981), and 
Tapanese-U.S.-Australian test administered by Wayne (1973), a description at­
tempted of their occurrence and relative importance.

Some factors causing intercultural differences of interpretation are:—
1. The geographical isolation of Japan, leading to a culturally and racially 

homogeneous nation with one language.
2. The vagueness and evasiveness of the Japanese language, when compared to 

Indo-European languages.
3. The importance of honorific speech (when referring to superiors), and 

deprecating speech (when referring to oneself, members of one’s group, and 
to subordinates.)

I. The self-imposed isolation of Japan by a feudalistic regime for over 260 
years (until 1867), where a premium was placed on silence and stillness, 
especially in the presence of superiors.

5. The ideals of Zen-Buddhism, where silence and stillness are highly desirable 
, states which can only be reached after persistent training.

6- The important ideal of developing long-term amicable relations with group 
members in face-to-face situations over many years (especially in the case of 
urbanized, middle-class males working in large companies). Here, silence 
and stillness can be correctly interpreted by other group members as con­
veying subtle but important messages.

^ross-Cultural Nonverbal Misunderstanding among China, Japan, and the West

Harvey M. Taylor
UCL.-\ China Exchange Program/I.I.E.M.

Cross-cultural differences may produce everything from appreciation to 
J^'^imosity. The People’s Republic of China, Japan, and AVestern 

‘*'e cultural norms which can cause mutual misunderstandings.
countries

tilg
Social identity is one cultural difference which forms the background for
correct interpretation of nonverbal behavior. In the PRC each Chinese is

^^igned to a “unit” for employment; all activity and much thinking are influ-
®^ced by this “unit-identity.” Social identity for an employed Japanese depends
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upon the prestige of the firm and upon the employee’s position within
carefully articulated company hierarchy. In the West an employee’s social ’
tity depends only partially upon either the company or the employee’s do * • "
within it; apparent wealth, level of education, and personal abilities also

tilg
‘den-

figurein at least the North American’s identity within society. When people'fi- 
one of these three backgrounds interacts with those from either of the L 
two (especially in business or educational research contacts), the potential 
serious misunderstanding is great.

Oin

for

The nonverbal communication of these three groups reflects these differ’ 
social identities and gives rise to differences in at least four of S. Duncan’s 
nonverbal communication categories, namely, kinesic behavior, paralaneuae 
proxemics, and the use of artefacts. Examples of misunderstandings because 
of differences in these categories are cited and discussed.

The Perception of Nonverbal Behavior in Function of the Age and 
The Sex of The Rater

Walburga von Raffler-Engel
Vanderbilt L'niversitv

1
I
I

1

1

.A ten minute videotape of five job interviews was shown to 28 members 
(7F 8; 21M) of the Industrial Personnel Association who had varying years of 
experience in personnel work. The simulations depicted job applicants whose 
nonverbal behavior varied in the following ways: (1) excessive hand gesticula­
tion, (2) lack of eye contact, (3) leaning over the table invading the interviewer’s 
territory and facing him directly with uninterrupted eye contact (aggressive 
candidate), (4) nervous fidgeting, (5) leaning slightly forward over the table and 
establishing good eye contact (nonaggressive candidate). The age of the judge 
had a significant influence on general attitude toward hiring the applicant but 
years of experience did not. Professional women were consistently harshei 
judges than men. The female personnel officers attributed more weight to 
nonverbal behavior than their male counterparts. While all the personnel 
managers preferred the more aggressive candidate (3) to the nonaggressive can­
didate (5), this preference was slight among the males and pronounced anioHo 
the females.

1

L
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New Interdisciplinary Perspectives in Linguistics Through
Nonverbal Conununication Studies

Fernando Poyatos
University of New Brunswick, Canada

Besides ihe ever present cultural conditioning and the need to develop not 
oiilv linguistic but cultural verbal-nonverbal fluency, language must be realisti­
cally viewed as one of the various costructured bodily systems travelling over

a number of direct and synesthesial channels in social interaction. The Basic
Triple Structure language-para language-kinesics, ontogenetically developed and 
of interchaageable semantic and grammatical value in discourse, is in turn 
costructured with chemical, dermal and thermal signs in varying hierarchical 
positions, and the total message can be properly decoded on occasions only 
when all systems are considered. The formal and functional classification of 
nonverbal behaviors is shedding much light in cultural and cross-cultural 
multidisciplinary studies. One area that profits from the perspectives outlined 
so far is tht analysis of the structure of conversation, with its rules, counter- 
rules, simultaneous activities, and acoustic and visual pauses (silence and still­
ness being now recognized as communicative systems). The somatic systems 
thus costructured are in turn finely coarticulated in interaction and noninterac­
tion w’ith objectual and environmental systems, from clothes and perfume, to 
light, music and the built and natural environments, and even man-animal 
interaction arerits much nonverbal research. In addition, a new interdiscipli­
nary area of multiple applications is being born which looks to the nonverbal 
reportoires h narrative and dramaturgic characters and their transmission from 
their creator to his readers, or actos and audience, in both spatial (translation) 
and temponi dimensions, which generate further topics. Two more examples 
for this abstract: the emitting and receiving verbal-nonverbal capabilities of 
the handicapped, and what is being launched as Literary Anthropology, studying 
all systems tiirough man’s narrative.

L JI
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Working Group 3:

Developmental Linguistics

Organizer: Ch.-J. N. Bailey
Technische Universität Berlin

Presenters of position papers for the Working Group, organized by Charles- 
James N. Bailey of the Technical University of Berlin, were Roy Harris of 
Oxford University, Jerold Edmondson of the University of Texas at Arling­
ton, Herman Parret of the Belgian National Science Foundation and the Uni­
versities of Leuven and Antwerpen, Bea de Gelder of Tilburg University, and 
Heng-hsiung Jeng of the Taiwan National University. Other panelists (for 
syntax and other subjects) were not able to be present. The occasion had been
intended to provide a get-together of scholars from around the world to
determine and criticize what each of the others thought about the develop­
mental approach to linguistic theory and analysis. Despite the regretted 
absence of certain key scholars, this goal was realized, and friendly but sharp 
exchanges among the panelists characterized the event. There was less partici­
pation by members of the audience, doubtless because of their lack of familiarity 
with developmentalism as an approach to theory and description combining 
historical linguistics, including creolistics, variation theory and dialectology, 
etc., and extending to the various subdisciplines of pragmatics and semantax. 
phonetology, morphology, and the lexicon. The absence of certain invitees 
left the discussion weighted on philosophical and epistemological issues more
than on concrete analysis.

Bailey briefly introduced the speakers and pointed out the non-monolithic 
____________ 1_____ *.— 1 _ »» T„__ J_ _ r_diversity of "developmental linguistics.” In order to facilitate the following — 

cussions, several technical concepts were briefly characterized: 
prediction (illustrated), markedness, and the natural; markedness-reversal^^^^j 
also touched on. The unifying thread of the diverse conceptualizations of t
opmental linguistics is process, time, or development, it was pointed out, ot 
matters exhibited rather more diversity. Bickerton’s views on naturalness 
briefly described. Several long papers intended for the Working Group 
presented because of lack of time or the absence of the author will be lO

were

iiot
[led

in the volume which is planned for publication.
Edmondson spoke on

1 P',3‘-
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1 “The biological foundation of language
His paper briefly reviewed a few significant findings in this area,
in studies related to speech sounds, and concluded that language univer®
neither absolute nor random, but present or absent in an implication3
terning. He advanced reasons in favor of the view that implicational p^t
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ha’’ a biological basis.
parrel discussed a number of Bailey’s concepts. He favored psychology and

.jj^textuality in opposition to psychologism and contextualism—and their op- 
sites. He named saliency, gradience, and relevance as special characteristics 
contextuality. This paper bore the title, ‘‘Developmentalism: How to 

escape psychologism and/or contextualism.”
After a lunch break, de Gelder (in “Coming to mind”) discussed the philo-

c<

jophical and other disadvantages of non-developmental approaches to the study 
of language and mind by psychologists. Citing a wealth of views, she concen­
trated on the problem of cognition and the move by some theorists to reduce 
language capability to knowledge in the name of true science. She discussed
a series of phases in cognitivist strategies culminating in a theory of learning
and ultimately a view of the universal properties of language.

Harris, in “Saussure and the dynamic paradigm,” suggested that Saussurian 
studies have not generally emphasized the most crucial aspects of Saussure’s 
work with respect to general theory and analysis. Speaking of two concepts of 
systematicity and the role played in Saussure’s non-chronological concept by 
the notion of valeur in economics, Harris pointed out that Saussure was intent 
on combatting both nomenclature and a mathematical conceptualization of sys-
maticity—which for Saussure was not the same as patterning but was a
decidedly determinate and closed conceptualization.

In a very full study of the acquisition of Chinese by children, Jeng demon­
strated the gradualness of the transition from babbling to controlled sound­
production in the data; he argued that the analysis also has to be gradient. 
The data included tones as well as sound segments. Jeng showed that three 
Chinese children acquired their vowels in different orders and thus in different
tniplicational patterns. He argued that differing acquisition strategies might lie 
31 the root of such differences. This paper was titled, "The relevance of child 
language for a developmentalist theory of language.”

The ensuing discussion of almost two hours proved very spirited. Harris 
played a critical role and concentrated his first remarks on the implicational 
Universals discussed by Edmondson and given a structure-forming role by 

alley. He contended that an error or mistake not unlike Saussure’s was being 
^nmniitted and maintained that such aspects of developmentalism were not 

or justifiably defined. When Bailey pointed out that they could not 
(jg '^^^noris because they made possible the confirmed predictions of linguistic 

'^lopment that have been made, Harris claimed they were otiose substitutes 
real

(.

'^^i^ction explanation and predictive procedures. Harris expressed a general

^’‘planation.
of rules and favored common-sense approaches to analysis and

Pl Bickerton’s advocacy of

^f’^Voked a long discussion in concentrating on the problem (in Jeng’s paper) 
, *^oving from a demonstration of gradience in one’s data to proving that the

, Gelder pointed out the contradiction in
ritlor s claim that you have to know a language to learn a language. Bailey

''’oked a ..........................



analysis has to be gradient. Jeng responded that analytical boundaries
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demarcated in the gradient data on the basis of the units of adult lan&? 
eventually arrived at by the child. The issues of contextualism were debated 
length, as was Parret’s view’s on the “biological metaphor.” And the ontol • 
cal and epistemological status of implicational patterns, rules, and similar

at

structs was recurred to several times in subsequent discussions.
In retrospect, it is clear that the relevance of child-language studies

con­

to liij.
guistic theory discussed in de Gelder’s and Jeng’s papers—and put in a new 
perspective by Bickerton’s Roots of Language—did not receive as full an airing 
as was possible. This was Bailey’s fault. The lack of disagreement on various
developmentalist positions taken by Bailey in a number of papers might
gest agreement; but it could also be due to our failure to bring the

sug.

up. It was pointed out in the Working Group and should also be pointed
matters

out
in this resume that the fullest summary of developmentalist views is to be found 
in Bailey’s The yin-and-yang nature of language; see also further work referred 
to there. (This work, however, represents the views of the organizer of the 
Working Group and does not correspond entirely to the work of those present 
at the session or to those who had been invited but could not attend.)

The Relevance of Child Phonology for a Developmentalist Theory of Language

Heng-hsiung Jeng
Department of Foreign Languages and Literature, National Taiwan L'nircrsity

Since Jakobson (1968), quite a few studies on the productive aspect of 
child phonology by Moskowitz, Hsieh, Ferguson and Farwell, Menyuk, Kiparsky 
and Menn, Ingram, Jeng, Waterson, Peters, Hawkins, Li and Thompson, and 
Clumeck have brought to light the importance of the holistic, dynamic and 
variational phenomena in the acquisition of phonology. Such phenomena, 
being so diverse and untractable, have stretched out of shape the minilecta 
and variationless models set forth by the structuralists and transformationalists.

______ .ui.. -1__________ _______ _____ J r_„ _ ____ _____1-1 orrmillt

few studies on the productive aspect

Consequently, there is an urgent need for a new model which can account 
not only these phenomena, but also the development of phonology from c 
language to adult language in a natural way. It seems that the develop»' 
talist theory of language as proposed by Charles-James Bailey, with its cone 
of implicational relationships, variation, gradience, markedness in terms o . 
Greenbergian dynamic and typological principles, connatural and abnat» 
changes, can ---- 1-.*— —i ------------- 1.*-- -i..- „i-----------------------------.:-------------- 1 .^ucz^mpna rae.xplain and predict the above-mentioned phenomena

irai
thef

satisfactorily. jionf*'
Three problems regarding the above-mentioned phenomena of child

I ogy are especially difficult for Chomsky’s nativist, static and minilectal 
to cope with: I) Why children should make particular patterned errors at a

particular stage; 2) Why there are implicational relationships between differ«eilt

1
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stages: 3) Why children should have different strategies in acquiring phonology,
rj-pe third problem is equally difficult for the Jakobsonian model to handle.

Developmental Linguistics

Charles-James N. Bailey

I

Developmental linguistics is both a return to a more diachronic age of
aiialvsis and a resolution of the dialectic between Platonic transformationalism 
and empiricist glottometry. The speaker defines the philosophical and linguistic 
issues constituting the background that differentiates developmentalists from 
the others. To begin with, he offers a broad view of three kinds of reality— 
process, relations, and continuing things—and their corresponding dimensions 
of linguistic analysis—temporal development, comparative patterns, and 
structured systems. The emphases of the three approaches are noted in con­
nection with these basic dimensions of reality as well as with innateness, 
gradience, and theoretical explanation and prediction. A basic distinction be­
tween the results of connatural development (when a system is not in contact 
with another) and abnatural development (due to system contact) provides the 
basis for the yin-and-yang balance necessary to the nature of language and lin­
guistic health. It is claimed that innateness is not the main issue of linguistics; 
understanding the nature of language—which requires understanding how 
linguistic structures develop—is. It is claimed that, since only temporal 
development and comparison provide a characterization of what is more marked 
and what is less marked in languages, understanding these matters and many 
other aspects of the nature of language is necessarily excluded from the purview 
of synchronic-idiolectal approaches. The position is taken that, since the human 
Organism is attuned to much of the gradience found in linguistic data, the

•be

Ii’

I

i

tttodels of linguistic analysis must be just as flexibly tuned. A dimmer provides 
the outputs of an on-off switch and more, but the latter cannot generate all

*hose of the dimmer. In approaching the issue of innate cognition, it is claimed 
lat pre-wired is far from being the same as pre-programmed.

Taking the position that theory requires explanation and prediction to 
. ® theory, the author devotes a good deal of space to showing that these are 
ttipossible in a synchronic-idiolectal approach and possible in a developmental 
Pptoach. It is also shown that the current distinction between competence and 

tb*^ leads to a dead-end in crucial matters and, more generally, that
whole synchronic-idiolectal approach necessarily leads to intolerable para-

j ’‘es, of which not a few are mentioned. Some of these involve accounting
k ^he way new languages come into being and, more generally, why change
I natural implicational patterns created by natural lin-

11

1

development are disturbed (by borrowing and in other ways), connatural
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changes occur to change the implicans or to restore the implicate_ ;

Developmental Li,

theory can in principle predict which of these will take place’. The 
such patterns is shown in various mirror-image rules exemplifying the 
of the hare and the tortoise. Fundamental to understanding the

th, 
power Of 
P’^’ticipie

oflanguage as such implicational patterns are, they can in no way be underst 
in synchronic-idiolectal approaches that maintain the autonom» of lingujjj- 
(or of various components of linguistics). Linguistic explanation must__ ICS

't rather 
be sought in neurobiology and in social factors that directly affect linguisf 
development. Predictions about the future development of linguistic systems 
can be made on the basis of our understanding of natural patterns (since these 
involve comparing systems, they can form no part of " -----'----- ’ a consistently miiiiiectai
approach), even when the bioneurolinguistic explanation of the paterns is still 
wanting.

Developmentalism, Psychologism and Contextualisn

Herman Parret
Belgian National Science Foundation

I

Linguists, in the predominant linguistic paradigms (structuralism and 
Chomskyan linguistics), stress the autonomy of their discipline; tkey reject data 
and explanations from the “outside” (psychology and sociology of discourse 
and conversation, logico-philosophical deductive reasoning on language, his­
torical and evolutionary data of language development) as beiig beyond the

I

concern of the linguist (cf. C.J. Bailey, On the nature of language, ms. pp- 20- 
23). The centrality of the notion of competence has as a side effect to eliminate 
all kinds of linguistic phenomena which do not fit into the model proposed
and its proper methodology. Thus it still remains an important issue in 
linguistic theory to make explicit the underlying view of the "boundaries of 
linguistics . Pragmatically oriented linguists on the other hand, try to enlarge 
the scope of linguistics by introducing socio-psychological caugories (inten­
tionality, mental states, typologies of actions reflected in gramnar) and con­
textual information. It will be argued that this reorientation of the conceptnal 
apparatus of linguistic theory is of absolute necessity, but that psychologic’^ 
and contextualism should be avoided; these are pejorative ternii to be dietin' 
guished from “psychology” and “contextuality”.

The purpose of the paper is twofold: (i) to define psychologism and to»-
textualism listing the identification criteria of these doctrines w be avoide ’̂
(u) to suggest how developmentalism (in the version C.-J. Bailty proposes 
Its recent publications) can incorporate psychological categories ard contextúa 
information as relevant to the explantion of the empirical data reconstrueted- 
escaping at the same time the non-adequate types of psychologism 
contextualism.

1
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I'H'
Language Universals and Biology I,

Jerold A. Edmondson
University of Texas at Arlington

This paper assess the degree to which language universals may rest on 
prewiring instead of preprogramming. I argue that the safest universal to 
base on biology is one that results in cross-language variation, for instance, of 
the implication type, not absolute universals obtained from studies of one 
language.

In support of this claim I submit evidence from studies about selective 
adaptation of voicing as well as new work on dichotic listening and the voicing 
distinction. From morphology I report on Mayerthaler’s concept of sensory 
aceessibility and cross-environmental constancy of perception. Data and results 
of studies from many languages are used to support these claims.

Hl•t

It

I

№

I

J
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Universals of Linguistic Action

Organizers: Florian Coulmas,i> Hartmut Haberland,2> 
Jacob L. Mey®> & Jef Verschueren^' 

’’Tokyo, “’Roskilde, ’’Odense and ‘’Berkeley

Papers submitted by: Thomas Ballmer, Bochum; Steven Davis, Simon 
Fraser; Ivan Fonagy, Paris; Thorstein Fretheim, Trondheim; Henk Haverkate 
Amsterdam; Thomas R. Hofmann, Toyama; Naomi Miyake, San Diego; Joyce 
Penfield, Rutgers; Danny D. Steinberg, Honolulu.

Discussants: Danny D. Steinberg, Naomi Miyake, Thomas R. Hofmann, 
Jens Allwood (Gothenburg), Joyce Penfield, Henk Haverkate, Steven Davis.

Chair (morning session) Florian Coulmas; (afternoon session) Jacob L. Mey. 
Introductory remarks: Florian Coulmas; Concluding statement: Jacob L. 
Mey & Hartmut Haberland.

Jef Verschueren, Thomas T. Ballmer, Ivan Fonagy and Thorstein Fretheim 
were not able to attend the conference.

I

“Universals are unicorns in an impossible world.”
Tht study of universals has a long tradition in sociology, anthropology, and 

linguistics. Landmarks of this tradition in linguistics are the conferences in 
Dobbs Ferry, New York, 1961 (where the emphasis was on universals of lan­
guage), and in Austin, Texas 1967 (where the emphasis was on universals in
linguistic theory), as well as the Stanford project on Language Universals.

However, while the investigation of language universals has flourished m 
recent years, the study of pragmatic rules of verbal activity has not been part 
of this boom. One reason for this neglect may be that universals research in 
,1,,. „r _________________ • _______ r________________  _ ___jz-o 1 nnint 01the area of linguistic action is more difficult from a methodological point 
view than in phonology, morphology, or syntax. The study of pragmatic ru e
requires either a very good command of the language under investigation. or

extremely refined elicitation and observation techniques.
Another reason for the little attention that has been paid to universals of
* IVUJVII iUl tilt IILIIC dLLCllUlUll LllUt 110,0 Uttll poitl w

linguistic action is that, in spite of the obvious significance of cultural '
in pragmatics, many linguists were content to leave the study of such ratherto the philosophers of language, whose approach tends to be speculative 
than empirical. tli>®

Speech activities do vary strongly across languages and cultures, ^od 
kind of variation can hardly be appreciated on the basis of speculation or 
ceptual analysis alone. Much careful observation and research into this '

coi’"

1232
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(jon is necessary in order to further our understanding of what people do with
,v'ords- The w’orking group on ‘Universals of Linguistic Action’ was dedicated
JO this endeavor.

f-

The search for universals of linguistic action raises a number of theoretical
gfjd methodological questions inviting 
of these questions are:

a variety of different approaches. Some

^Is it possible to define the notion of ‘universal of linguistic action’ in a 
meaningful way? If not, why not? If yes', how?

^What kind of universals are universals of linguistic action? Are they empiri­
cal generalizations with statistical validity, or categories formulated a priori 
as definitional criteria of human language?

_ How do universals of linguistic action relate to universals at other levels of 
language structure? Do they impose any structural requirements on those 
levels, or are they, in turn, subject to structural constraints?

— How can universals of linguistic action be discovered? (In the armchair? In 
the lab? In the library? In the fields)

— What distinguishes universals of linguistic action from other regidarities of 
linguistic action, and in what sense are the former more basic to language 
than the latter?

— Is it possible to formulate universals of linguistic action as testable hypotheses
about language, i.e,, as hypotheses that are to be considered refuted if a given 
feature or regularity predicted by one such hypothesis fails to prove valid for 
at least one language?

At present, the answers to questions such as these are far from obvious. 
However, the papers discussed in the working group suggest that research along 
the lines of these and similar questions will eventually help us to understand 
the intricate relationship between cultural multiformity and species-specific 
universality in linguistic action.

In our tvorking group session, all the seven contributions addressed univer­
sal questions of linguistic activity, thought not in the same manner.
Plainly, there were two approaches;

(1) How to do things with words, universally (roughly, in the Greenberg 
tradition);

(2) How’ to represent this doing of things with words, in words, universally 
(in what could be called the Chomsky tradition).

would assign the contributions by Miyake,'Vithout offending anyone, we 
Hofmann, .\llwood and Penfield i„ ---  ----  — ,
’^'“'■g, Harverkate and Davis to the second. Needless to say, these assignments

to the first focus of interest; those by Stein-

neither water-tight nor value-judgmental. But the distinction may by usefid
the purpose of understanding what w’e were looking for in our working 

^oiip. Briefly, the question can be summarized thus:
pragmatic universals, or not?Are universals of linguistic action the same as



1234 WG 4: Universals of Linguistic
‘''lion

We will take this question up again below. But let’s first consider 
possible positions with respect to the two issues raised above.

some of the
The first approach (the Greenberg tradition) comprises various no • • 

What can one do in language A, languag*^"^' 
language C, ..., which is the same, cross-language  wise? (e.g. ‘quoting’ ” 
as Penfield investigates, or Allwood’s communication patterns).

answers to questions such as: e
B,

such

The second group of answers (which is tied to what we have called 
Chomsky tradition of model-building) looks into the necessary constraints the 

onthe use of language, that our representations try to capture. (We are not savin 
that the representations are the constraints, or that there are no other ones)” 
In this way, a paper such as Steinberg’s sets up a potential framework embody^
ing what is minimally necessary in order to understand understanding.

While necessity, in itself, is not a linguistic universal (witness Davis’ paper) 
universals (both pragmatic and linguistic) have to incorporate an element of 
necessity (as we stated above): they are not just found by introspection. While 
the force of the first approach (cf. above) is its reference to a concrete societal 
framework, we still need to prove those concrete conditions to be necessary, 
as stressed by the second approach.

In another way, one could say that universals of linguistic action are what 
is universally possible or realized (which is what Haverkate, e.g., is most inter­
ested in), whereas universals of pragmatics address the question of what is 
impossible, and why. While, of course, all constraints operate on the assump­
tion that something is not possible (illogical, ungrammatical, etc.), the specific 
of a pragmatic universal is that it is hidden, so to speak, behind the “official 
representation”: it is a condition that surfaces at certain points, in individu-

society (and therealized shapes. For example, if questions are not asked in a 
seem to be societies, especially North American Indian ones, which come close 
to that), “The” question is not a universal of linguistic action. (Or compare 
the use of laughter in Japanese that was quoted by several discussants during
the afternoon sessions.)

Thus, if pragmatic conditions restrict the use of what we call questions, 
then we have to represent our question in another way. The act of eliciting 
information about unknown things subsumes one type of question, 
pragmatic conditions are those which specify what kinds of question (taken

The
as

an abstract super-concept) are allowed.
The use of terms such as ‘universal pragmatics’ can therefore 

Pragmatics could be called the science of the “Hidden Impossible .
be misleadi«S-

Finding

out why a particular utterance, or type of utterance, is impossible, is 
a universal matter. It may depend on a very concrete ‘taking po®'

thus not
itiou’. a

change in conceptual point of view, as Miyake calls it.
The papers that were discussed in our working group strongly sugg y,, 

the quest for universals of linguistic action should take its point of , i;

that
■tuf^

in different traditions and, research areas. One of
whether universals of linguistic action are such by definition, and thus

take Its point oi s* is
the important q^^j^gical
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.pnseqiiences of the definition of ‘speech act’ or ‘cognitive processing strategy’.c<
or 
a Î

if they can be empirically generalized from observations of speakers who use 
specific language in a specific culture. In the first case, they will be independ­

ent of specific language or cultures, in the sense that one can ask a question in
English or Kwakiutl without changing its character as the speech actIgbo or

of question. In the latter case, we might discover that linguistic actions, in 
the same way as phonological, morphological, and syntactical structures, do not 
varv in all conceivable ways and to all possible degrees, but only within certain, 
not necessarily logically determined or obvious limits. The linguist’s task would 
then be to state those limits, within which linguistic actions can vary from 
language to language and from culture to culture.

Universals of Linguistic Action

Thomas Ballmer
Ruhr-Universität, Bochum

IVhat are the problems of that new field “Universals of Linguistic Action’’? 
A personal experience investigating pragmatics acros culture is discussed and
a Dilemma of Universal Pragmatics stated.

Two requirements for the methodology and theory of universal pragmatics 
are stated and a way is shown to fulfil these requirements realistically. A 
structure of all pragmatically relevant processes is found which serves as a map 
to aid orientation in an otherwise pathless territory. There is a discussion as 
to what methodological assumption is implied by the term linguistic action 
and this is related to some more general views. At the end an example of a 
phenomenon of universal pragmatics is expounded: the speech act classifica­
tion of Tiwi. an Austronesian language.

Disjunction and Illocution

Thorstein Fretheim
University of Trondheim, Norway

T he idea that there is just one truth-functional disjunctive connective for 
Jtatural language, the inclusive ‘or’ (cf. Pelletier, 1977), and that the special 
^’tcliisive' sense of ‘or’ should be accounted for in pragmatic terms, is seen to 

’■eceive strong support from an investigation of what a disjunctive connective
^^3ns when it links coordinate phrases or sentences disjunctively in non-asser-
h'ti,'e speech acts. It is universally true that someone ordering or requesting a

an offer of the type ‘You may have X or Y’ likewise means that the
to do (either) X or Y gives that person the choice between X and Y,

that i - -- wr. ----
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addressee can choose between the alternatives, that a disjunctive promise
it to the promisee to pick the alternative that suits him/her best, etc. leaves

Assertive speech acts are rather special in that the assertion of p Г g 
matically entails that the speaker presupposes the truth of the (inclusive)^'^^^ 
junction but is unable to tell which disjunct proposition, p or q, makes it tru 
In exclusive disjunction there is always a correct choice, as exactly one of

dis-

disjuncts represents a true proposition. The notion of correct alternative is the
notapplicable to the speech act categories of directives and commissives (Searle 

1979) involving disjunction, nor to non-assertive subordinate clauses,
shall never speak to you again, if you’ve told George or Marsha’ 
never speak to you again, because you’ve told George or Marsha’.

vs.
e.g. ‘I 

‘1 shall

Strategies in ^Linguistic Action

Henk Haverkate
University of Amsterdam

Strategies in linguistic action can be described in terms of a componential 
analysis of the speech act. The subacts to be distinguished are the phonetic, 
the illocutionary, the referring and the predicating act.

After a conceptual introduction, some concrete examples are presented in 
order to demonstrate which kinds of strategies speakers develop in performing 
each of the four subacts distinguished. At the referring level, for instance, the 
category of vocatives and the distinction between polite and familiar forms of
address is discussed; at the illocutionary level particular attention is paid to
the strategies inherent in the performance of impositive speech acts. In rela-
tion to this, certain formal and strategical properties of indirect speech acts 
will be analyzed. Finally, the hypothesis is put forth that languages might diffei 
as to the proportion in which their speakers prefer to make use of phonetic, 
illocutionary, referring or predicating strategies.

The Effect of Conceptual Point of 'View on Understanding

Naomi Miyake
Univcrsiiv of California, .San Diego 

to allo"'Language, when seen as a tool of communication, must have power 
the listener to build a model of the speaker. This model building 
that the listener can infer, from the speaker’s language, from which ponit
view the speaker describe the topic matter. Language, universally, has to ha'^

How we manipulate our p®'a potential to convey speakers’ points of view. 1__ _ ,
of view in language and how it relates to our thinking process is an impo'

I
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topic in considering universal aspects of language use.
I asked several pairs of people to figure out how a sewing machine works

vhile 1 videotaped their conversations. In the first sessions, they were not al­
lowed to examine a sewing machine, but they could construct drawings and 
frameworks. The task was extremely difficult. One important aspect of the 
subjects’ performance was the location of the conceptual point in space from 
which the speaker appeared to be viewing the machine (C-POV). In this paper 
J provide a framework for understanding a physical device and connect my 
observations to the framework. Changes in C-POV can be regarded as a
niechanism to promote the process of understanding.

Universals of Quoting Behavior

Joyce Penfield
Vniversity of Texas at El Paso

This paper examines a specific type of linguistic action which has been 
documented in most societies of the world but not yet well-understood analyti­
cally or in terms of universals. Quoting behavior, or the act of using the given 
words of a respected authority in one’s society, is examined here in the ethno­
graphic sense. The principal form of quote dealt with in this paper are 
proverbs. Some discussion is given to the theory of quoting behavior and how 
it should be studied in line with the interest of the working group regarding 
data collection.

Drawing on an extensive study of quoting behavior in a selected African
society using a functionalist-empiricist approach, the author suggests five func­
tional properties of quotes which are universal to this type of linguistic action. 
Some comment is made finally about the universality of quoting behavior in 
general and how the universal properties suggested may be manifested differ-
ently from 
^'dentations.

one society to another as reflection of differing culturala

Semantic and Pragmatic Universals in Sentence Comprehension

Danny D. Steinberg
I'liiversitv of Hawaii

I 111 ordinary conversation, the interchange of scentences is often very rapiil. 
J-isteners do not wait until an entire sentence is uttered before they begin to
’’’terpret what has been said and to formulate a response. What happen 
'bat as tvords are being received, the listener projects a jiossible semantic inter- 

rds serve to confirm or not confirm that interpreta-

S IS

iJ'eiation. Additional wor
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tion. In the latter case a new interpretation will need to be projected. List«
Action

low
are able to project possible semantic interpretations based on what they kn 
about language and the world and what they might expect given the relat' 
frequency of previously occurring linguistic and world events and situations

This research will outline how persons project semantic interpretati 
i. e., propositional and intentional structufes, through the application of 
strategies which use semantic and pragmatic knowledge. While many strategies 
are necessarily language specific, the essential functions of the basic strategies 
will be shown to be universal in nature.

Proto-Linguistic Universals in Speech Acts

Ivan Fonagy
Centre National de Recherche Scientifique, Paris

The maxims of cooperative communication prompt the hearer to look for 
some other meaning for blatantly false statements souch as “Boundless humility 
builds on my shoulders a snail shell, big and silent” (Arpad Toth, Frindge of 
the Forest). Conversational maximes, as defined by Paul Grice, make it clear 
why the listener is compelled to impose his own interpretation on such state­
ments, whereas there is no question of such further elaboration in the case of 
well-formed sentences. These maxims do not, however, explain what it is that 
enables the hearer to interpret deviant statements, and why such deviant state­
ments are made and readily accepted.

I would suggest that rule transgressions are inherent in speech acts on all 
linguistic levels, and based on a code of rule transgressions. This code is uni­
versal. A "grammar” of déviances enables the speaker or the poet to express 
contents that could not be conveyed by means of sentences generated by the 
grammar of any language.
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Working 'Group 5;

Linguistic Theory and Language Acquisition

Organizer: Yukio Otsu 
Tokyo Gakugei University

I

Generative grammar is said to have given impetus to the stmy of language
acquisition. * In reality, however, there has been little research to date that 
attempts to connect seriously linguistic theory and language aquisition. The 
Brownian studies of language acquisition carried out mainly inthe 1960s (e.g.. 
Brown 1973) used distributional analysis of the children’s pemmance corpus 
as a major analytical tood and thus failed to reveal many die important 
properties of child’s developing grammars, though the researcha used genera­
tive framework in their attempts to write the grammars. In lit 1970s, there 
was an extensive shift of attention in the field of language aaiuisition from 
grammatical development to the cognitive, pragmatic, and lociolinguistic 
aspects of language development. Although it certainly is veame to study 
various aspects of language acquisition from various viewpoiits, these new 
trends have often misled the field of language acquisition by □srepresenting 
some of the basic tenets of generative grammar concerning tbnature of lan­
guage acquisition. For example, some people who have beetiiorking on the 
so-called “motherese” (e.g.. Snow 1979) often misrepresented he claims of 
generative grammar concerning the relation between the naniK of input to 
children and the necessity of postulating innate linguistic endoments by con­
fusing two different notions, i.e., “poverty of the stimulus’’ and degeneracy of 
the stimulus.” See Chomsky (1980: 42, 43) for discussion.

In recent years, however, there has been a growing amouiiiof work that 
attempts to connect seriously linguistic theory and language quisition, and 
good sample of research in this area has been collected in lankolian (1981). 
it must be mentioned that there is an isolated, but very ini perm t, forerunner 
of this relatively recent research, i.e., Chomsky (1969).

In our workshop, six scholars presented papers based on then experimental
Work. Their names and titles are as follows: **

Helen Goodluck (University of Wisconsin/Madison): 
tation of WH-constructions

Chifen’s Interpre­

Kazuko I. Harada (Kinjo Gakuin University): The Acquidim of Japanese

* 1 will use 'language acquisition” and “language development intenliugeably, although
tile two must be distinguished in more technical expositions.

*• The abstracts of these papers follow this report.

1239
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Henry Hamburger (George Mason University):
prehension

Case Panicles: A New Look
Early Superlaive Co^

Barbara Lust (Cornell University):
Direction’:

On the Notion ‘Principal Branchii
A Parameter of Universal Grammar 'S

Alec Marantz (Harvard University Society of Fellows): The Con 
between Grammatical Relations and Lexical Categories in ’
Acquisition and Linguistic Theory

Thomas Roeper (University of Massachusetts/.Amherst): 
Acquire Bound Variables

Language

How Children

In addition to these people, we also had the following scholars as 
discussants:

designated

I

Masayuki Ikeuchi (Aichi Prefectural University)
Noriko Terazu (Toyama University)
Henk van Riemsdijk (Tilburg University)
Thomas Wasow (Stanford University)

As is clear from the titles of the presented papers, various important aspects 
of children’s developing grammars were taken iqj, and it is hardly possible to 
summarize what was discussed within the confines of the given space limit. 
Therefore, in the rest of this report, 1 would like to take up three issues that 
are extremely important from the viewpoint of those who are working on lan-
8'iiage acquisition from the perspective mentioned just above.

First, I would like to discuss the problem of emergence of innate linguistic
endowments. There are various logically possible ways in which innate

I

linguistic endowments could emerge, ft is logically possible that they emerge 
just after birth. The study of Eimas and others concerning the infants’ ability 
to detect the difference between syllable-initial [p] and [b] (e.g., Eimas et al. 
1971) is an attempt to explore this possibility in phonology. It is also logically 
possible that there are innate linguistic endowments whose emergence is 
maturationally controlled and is delayed until a certain maturational stage.

* 1

Still another possibility is that the emergence of the innate endowment is log'"
calls dependent on the acquisition (or emergence) of a certain other entity-
For example, part of the island constraint which in effect prohibits
tion of elements out of a relative clause cannot logically emerge

the extrae- 
until the

------- ........ .„J,--------------- ; ---------o

acquisition of relative clauses is completed. My own experimental woik t
1981) lends support to this possibility. Namely, my data have shown, »•’* 
sixty English-speaking children from three to si.x years of age, that once the

child learns relative clauses he recognizes that it is not possible to extract

elements out of these clauses. There are
the emergence of innate linguistic endosvments as well.

other logical possibilities couceiI'liing

andAinong the papers presented in the workshop, Roeper's 
papers, in particular, directly address themselves to the above-mentioned

Mara»»'* 
issl'^'
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p.oeper attempted to show that some of the properties of Universal Grammar, 
,,liich by hypothesis constitute part of innate linguistic endowments, appear 
quite early by using such sentence pairs as who thinks he wears a hat and w/io 

he think wears a hat. Marantz provided an explanation for why emergence 
(“acquisition” in his terminology) of grammatical relations is delayed until the 
age of five or six by claiming that the young child cannot take verbs as func­
tors. Ike-uchi in his comments suggested the possibility that the emergence of 
grammatical relations is delayed because relational concepts in general are diffi­
cult for the child to handle.

The second issue that I would like to take up in this report is the im­
portance of cross-linguistic data of language acquisition. The importance of 
such data has already been recognized by a number of researchers of language 
acquisition. Cross-linguistic studies become all the more important if we 
attempt to connect language acquisition with current linguistic theory in the 
framework of generative grammar (e.g., Chomsky 1981). This is mainly be­
cause of the introduction of the notion of parameters. Lust’s paper addresses 
itself to this problem, taking up what she calls “Principal Branching Direction” 
as a candidate for a parameter in Universal Grammar. Terazu in her com­
ments suggested some structures that might be worth considering in constructing
experimental stimuli. Harada summarized major previous findings con-
cerning the acquisition of Japanese case particles, and suggested structural as 
well as functional views in which these findings can fit well. It is hoped that 
more research will be conducted concerning the acquisition of core mechanisms 
of Japanese grammar, thereby providing a basis for cross-linguistic research.

The importance of considering processing mechanisms in language acquisi­
tion research is the third issue that I would like to take up. Goodluck proposed 
a processing mechanism concerning zch and that relatives by which her experi- 
tnental data would follow. Keiko Sano from the floor suggested an interesting 
alternative account of Goodluck’s data. Hamburger claimed that the child’s 
difficulty in comprehending phrases such as the second biggest ball can best be 
accounted for in the procedural semantics framework. There is obviously no 
direct access to children’s grammars, and we are always forced to infer their 
’Mature through various kinds of performance. Since language processing 
’’’echanisms certainly affect the child’s performance, it is no doubt important to 
Rain more insight into the child’s processing mechanisms and their development.

In the course of the discusison, it has become evident that the kind of 
language acquisition research represented by the presented papers constitutes

important research field in which we can expect to gain more insight into 
^he nature of language acquisition. As van Riemsdijk and Wasow suggested.
the study of language accpiisition must keep a close contact with linguistic
fiieory since we are always provided with a lot of interesting research topics 
by linguistic theory. I agree, and most of the people who attended the work­
shop would also agree, with Wasow when he said that it is time to consider
^^tiously the construction of a theory of language acquisition.
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Children’s Interpretation of WH-constructions

Helen Goodluck

1 will present results of experimental work on children’s interpretation of 
relative clauses in English, focussing on the development of rules and pro­
cedures for interpreting w/t-clauses. The analysis will be based primarily on a 
study on which 1 am collaborating with M. Krause.

Data from a toy-manipulation experiment carried out by M. Krause on
3-5 year old children’s comprehension of relativization from subject, direct 
object and dative object positions show (1) an error pattern suggestive of № 

marked facili-line gap-filling for wh relatives but not for that relatives: (2) a 
tating effect of pied-piping with wh relatives from 4 years onwards. We inter­
pret this data in the context of a language-processing model in which the 
relative types fthatlwh) involve different memory stores and in which
pronouns are plugged into a (potential) gap on-line as a (potential) gap - 

deriveslocated in the incoming string. Information concerning potential gaps 
from the lexicon.

Because many of the differences we observe can plausibly be iiiterprc
in terms of differences in processing load and processing mechanisms for

ited 
the

,0131'®”ly limited extrai^
1,0 rpciiii« are cons

relative types we have studied, the data permits
to the development of the competence grammar, me results •-ation
with theoretical accounts that propose different operations in the 
of that and wh relatives, but do not strongly support such an account 
children’s grammars unless it is assumed that the processor and the

data 1»

on
The results are

the deriv
account these 

itenee

grammar stand in a one-to-one relationship (an assumption we
to 

in-
stand by). If we do suspend disbelief in the use of performance
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ferring competence, the developmental changes we observe in the treatment 
jjf that and wh relatives and in the handling of pied-piping fit a picture of the 
development of rules for relatives along the following lines: a WH-movement 
rule is acquired at around 3 years; the rule initially is restricted to ‘move NP’ 
rvhere NP is dominated by a category of the main projection (in the sense of 
Koster, 1978); the rule subsequently generalizes to NP and PP, and is relaxed 
to permit movement of an NP that is not dominated by a category of the main 
projection (i.e., to permit stranding).

The Acquisition of Japanese Case Particles: A New Look

Kazuko I. Harada

There have recently been accumulated a considerable amount of experi­
mental studies on the acquisition of Japanese syntax, particularly such con­
structions as simple (transitive) sentences, passive sentences, cleft sentences, 
and relative clause constructions. While it has been shown that the results 
obtained could be explained largely in terms of word order and/or particles, 
there still remain some facts to be accounted for. This paper will show that 
the facts that would not be otherwise accounted for can be given a natural ex­
planation when the functions of case particles that have been overlooked in 
the previous studies, i.e., discriminatory function and discourse function, are 
taken into consideration.

Early Superlative Acquisition

Henry Hamburger and Stephen Crain

. The empirical search for children’s preferences among syntactic structures 
potentially important for linguistic theory. This point has been argued by 

Loeper, who, along with some of his students, has achieved results that point 
‘0 a preference for flat, conjoined structures. However, two methodological 
^l^stacles confront the work. First, in the choice of linguistic materials, the 

egree of semantic complexity can be confounded with syntactic complexity, 
^cond, practical demands of the task by which one attempts to tap competence 

involve the subject in complex planning or formation of procedures, 
^lese additional factors—semantics and procedures—are not only of independ- 

interest, but also must be analyzed to enable the unconfounded study of 
syntax.

formation of procedures.

À
Superlatives in English interact in important ways with other parts of the
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noun phrases in which they appear, notably ordinals and possessives,
examine semantics and procedures for these interactions and present
studies of 4- and 5-year-old children that support our view of what :
noun-phrase handling present difficulty during acquisition.

AVe "•ill
enipiricai
aspects of

On the Notion ‘Principal Branching Direction’: 
A Parameter of Universal Grammar

Barbara Lust

In this paper, we define the notion ‘Principal Branching Direction’ (PBD) 
of a language and argue that both theoretical and empirical considerations 
document it as a “parameter” of Universal Grammar (UG) in the sense defined 
by Chomsky (e.g. 1981). That is, the notion PBD is defended as a principle 
which serves as a fundamental organizing principle in grammar for all natural
languages, and also provides a fundamental organizing principle in human
competence for first language acquisition.

PBD is argued to be a general organizing principle in grammar for natural 
language in that a number of structural principles of the syntax of complex 
sentence formation cohere with the PBD of a language. PBD is a ‘parameter’ 
of UG in that its precise value (right or left, in right-or-left branching lan­
guages) must be set by experiences of a specific language, although the principle 
itself applies universally.

PBD is argued to be a fundamental principle in first language acquisition
on the basis of empirical, comparative, cross-linguistic study of first language 
acquisition of complex syntax in English, Japanese, Chinese, Sinhalese, Hindi 
and Arabic. Empirical results are summarized from studies in the set of 6 
languages, supporting the claim that children in all languages consult the PBD 

- 1_ __ 1.. _____ .......... .........._____ ___ ...I,:.,., :<i mincipaledof their language in early stages of syntax acquisition, resulting in principa
differences across the languages according to their PBD.

Specifically, PBD is shown to provide constraint on anaphora in the aj 
guages studied. In all languages, children constrain the directionality of ear

■y with varia-

anaphora

forms of anaphora, but the direction is shown to vary significantly
tion in the PBD of the language being acquired.I 111 lilt, r UI LHC IcLIl^LU^C ULlIlg tICLJ 1111 Ctl.

Parameter setting of PBD is argued to provide critical structure depen 
tl-tzs OZ'Z-, 1 » i ci «• 1 y\»-» V-« n «.vK ./.V».» 1 <V1 vrt rrcsc Hdoin the acquisition of anaphora across languages, and thus to help

cantly explain its acquisition.

I
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Connection Between Grammatical Relations and Lexical Categories in
Linguistic Theory and Language Acquisition

Alec Marantz

Recent explanatory accounts of grammatical relations (GRs) (e.g., those in 
jtlontague Grammar and the Government-Binding theory) assume only one 
or two basic GRs. The usual grammatical relations, such as “subject” and 
“object,” are defined in terms of the basic relation(s) and the type of consti­
tuent with respect to which the relation(s) is/are held. For example, a "sub­
ject ” is an item which bears a basic GR with respect to a verb phrase: the
object of a verb bears the basic relation with respect to the verb. These the­
ories of GRs relate the basic GRs to basic semantic relations, such as the rela­
tion between a semantic/thematic role “assigner” and the constituent whose 
seniantic/thematic role in a sentence is determined by the role assigner.

Studies of language acquisition indicate that children use semantic roles 
in their early grammars for some of the same functions served by GRs in the 
adult grammar. For example, experiments by the author suggest that children 
begin speaking English by ordering words according to the semantic roles they 
bear, while word order is (partially) determined by GRs in the mature gram­
mar. The question arises, why don’t children start the language acquisition 
process exploiting semantic and/or grammatical relations as in the adult gram­
mar? Why do children employ semantic roles in their stead?

In this paper, I will review the evidence, from my own work and from 
others’, that children do, in fact, depend on semantic roles for their early 
grammars to serve some of the same functions that GRs perform later in acquisi­
tion. Then I will explore two possible explanations for this phenomenon. 
First I suggest that the young child’s inability to treat certain semantic ftinc- 
lors, most notably verbs, simultaneously as substantives and as functors leads 
him to adopt strategies for language use that apply all substantives (“names”), 
"ichuling both nouns and verbs, as a class. For example, the child will de\elop 
'Illes for ordering subject-verb-object sentences according to the roles of the 
’'iibject, verb, and object (e.g., agent-action-patient), because, unable to treat 
'I'e Acrb as both functor and substantive simultaneously, the child cannot ex­
ploit the relational quality of the verb in his grammar and must therefore 
^'elop a strategy for ordering three elements of the same class, that of
‘'ailles.” This hypothesis about language acquisition correctly accounts for

explains the dilTerence in behavior between the true functors in a child':
‘‘Pabulary (e.g., “allgone”) and the child’s 

as .'It f,__________ _  ._i.;____  ________ 1 r - .1. _ ____________
argiin^e,^(.[aj;ing avoids for the younjgr child. Second, I hypothesize that diffi-

from a correct rela-

s

^^‘‘ain category errors common in early speech (e.g., “more up,” “allgone eat”).
“ also ' . . .

verbs, which I claim do not serve

with complex constituents could prevent children
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tional analysis of transitive sentences. The distinction between subject
, - . 1------ 1. treating the combination of verb plus object, a

10q

object depends
constituent, on par with an intransitive verb. If, because he could

complex
LLlIId Li L Ui Vli L) Wll iiitii u. X 4 vx txxM^x u V v,. MCi.l,AlUiov IIC COUlCl llQt

the verb plus object as a complex functor, a child were unable to exploit 
Z’z'.yv/az'f tirAnSll rlifFprPnrP EptlVPPn QllHiprI nnrl in o tvo«r«: * icorrect relational difference between subject and object in a transitive
he might depend on the semantic role differences in his grammatical 
of such a sentence.

sentence. 
1 analysis

How Children Acquire Bound Variables

Thomas Roeper

Children’s stunningly rapid acquisition of language can be explained if 
we can show that they use abstract principles to determine—or trigger_
knowledge of a wide range of structures simultaneously. An illustration fol­
lows. It has been shown that children have knowledge of c-command in con­
trol (Goodluck 1978) and anaphora (Solan 1978, Lust et al. 1981). They know 
that he and John corefer in (a) John thinks he is here but not in (b) He thinks 
John is here. Otsu (1981) and Phinney (1981) have shown that children must 
have movement traces by three or four (What did John hit (trace)).

We have evidence that children perceive the interaction of c-command and 
trace in their differential responses to sentences like (c) Who thinks he has a hat
and (d) irZio does he think has a hat. The latter sentence does not allow core-
ference because, though who and he are in the same order in both sentences, 
he c-commands trace in (d) just as it c-commands John in (b): who does he 
think trace has a hat. In a series of experiments with interviews and pictuies 
we show that one group of 5 year olds has the distinction while the other does 
not and allows coreference in both (c) and (d). The group that permitte^ 
coreference, moreover, gave a variable interpretation to who and he (a set o 
people are involved). This is predictable since wh-traces must be vaiia •

a variable interpretation to

(rraniiiiarThe group who allowed coreference in (c) and (d) seem to have a o‘“"' 
where there is PRO instead of trace as a subject: who does he think PR 
a hat (like: he thinks he has a hat). Coreference is allowed but variable 
pretation is not necessary. PRO has fewer constraints so it is a natural pi 
tive structure for empty categories during acquisition.

IKfl'

Papers and comments presented at this workshop and the one on generative syntax oisU.
collected in Studies in Generative Grammar and language Accjuisilion, edited by
Henk van Riemsdijk, Kazuko Inoue, .Akio Kamio, and Noriko Kawasaki (available f'lU

iko

Kawasaki, Division of Languages, ICU, 10-2 Osawa 3-thomc, Mitaka, Tokyo 181)-



Working Group 6:

The Use of Script/Frame in Linguistic Semantics

Organizer: Victor Raskin 
Purtlue University, U.S.A. /

— Aspects of Script Semantics (summary) —

The meeting of the Working Group took place on Thursday, September 2, 
1982, at 10:30 a.m.—3:30 a.m. The meeting consisted of two parts. In the 
first part, four formal 30-minute-long papers were presented. At the end of 
the first part, applications for short 5-1 O-minute presentations from the floor 
were invited. The second part began with four such presentations. Then all 
the speakers were invited to ask questions of each other. The remaining two 
hours were devoted entirely to questions and comments from the floor and to 
a free-for-all discussion on the subject. Over 100 people were estimated to 
attend the meeting. 16 people from 14 countries played an active role in the 
Working Group.

The proceedings of the Working Group, along with a few papers by col­
leagues who were unable to attend the Congress (including Professors Renate 
Bartsch of University of Amsterdam, The Netherlands; Charles J. Fillmore of 
The University of California at Berkeley, U.S.A.; Ferenc Kiefer of the Hungari­
an .Academy of Sciences; Jerry L. Morgan of The University of Illinois at 
Urbana-Champiagn, U.S.A.; Deborah F. Tannen of Georgetown University, 
U.S.A.; Yorick Wilks of The University of Essex, England; and Vladimir A. 
Zvegincev of Moscow State University, U.S.S.R.), were solicited for publication

Q^uaderni di Semántica, and will appear in full as the first part of the jour­
nal’s Round Table Discussion on Script Semantics. The second part will follow 
a few months later, in which the same participants will respond to each other’s 
positions expressed in the first part.

The Working Group was (' 
of modern semantics and pragmatics. Recent developments in

devoted to one of the most important problems

ha
semantic theory

lave led to the investigation of a number of concepts such as presupposition,
‘'^plicature, conversational postulate, speech act, possible world, etc., which 
'-3pture semantic information not contained in the lexical entries. It is be-

to 
an

'^idividual lexical entry and which is internalized by a competent native
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’Coining increasingly clear that extralexical information of this kind is essen-
bal {qj- tire production and comprehension of numerous ordinary sentences of
Oatuial language. The concept of script/frame/schema has been introduced
penóte a structured chunk of semantic information which is larger than
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speaker. It is clear that time has come for linguistics to explore the
status of the concept in linguistic theory.

In the first formal presentation. Professor Jozsef Andor of Medical

of

and

sity of Pics, Hungary, spoke on “The Psychological Relevance of
^niver. 

of Frames.”
After a brief survey of various definitions of ‘frame,’ ‘script,’ 'scene ’ 
'schema,’ the speaker focused his attention on the relations between fra 
which he perceived as linguistic entities, and the other categories

and

treated as empirical and pragmatical. The central part of the paper

mes, 
which hç

as a J Ç,
port on a few lexical association tests designed to determine the most salient 
features of certain frames. Thus, for instance, the frame of ‘mailman’
shown to include the concept of ‘bag.’ If a word appeared

Was
on many of the

160 subjects’ association lists it was, of course, perceived as an important sein iu

!
I

tic element of the involved frame.
Professor Roger C. Schank and Mr. Lawrence Birnbaum’s (both of Yale Uni­

versity, U.S.A.) paper on “Thematic Memory Structures in Language Processing” 
was read next by Mr. Birnbaum. The paper introduced a more abstract level 
of script representation needed when people are reminded of previous stories 
or experiences which do not share any superficial features with the current 
input, but do have a broad, thematic similarity with it. For instance, X com­
plains to Y that he is unable to get his wife to cook a steak as rare as he 
likes; Y is immediately reminded of an incident years before, in which he was 
unable to get a barber to cut his hair as short as he wanted it. The level of 
analysis needed to explain examples of this sort concerns the relationships 
among the plans and goals present in the stories. Thematic organization points, 
or top’s, were introduced for this level of analysis.

Professor Thomas R. Hofmann of Toyama University, Japan, read his
in which he

I

paper entitled “Semantic Frames and Content Representation”, 
argued that a semantic or content representation (CR) of the discourse must be 
available, in addition to semantic frames or scripts and the general background 
knowledge, for an adequate account of the comprehension—or an adequate 
analysis—of a discourse or a text. The paper examined the interactions be
tween the CR and the scripts or frames found in general knowledge. It 
tained that a frame is “called up” or “requested” from the store of genei 
knowledge rvhen a referring expression has no referent in the CR, or appar 
also, in the physical context of the discourse. Treating a frame as a o

diicbmodel inobject of the same nature as a CR, the speaker proposed a model in w- 
the particular script or frame chosen from among the multitudes asai a 
the one which (I) includes a possible referent for the unattached referiinft

a is

pression which forced its call-up and (2) maximally overlaps 
deriving from recent sentences.

W)

Finally, I delivered my paper on “Script-Based Semantics,” in whicl’ a

semantic theory based on the notion of script was proposed. The theory
porn’'consists of two components, the lexicon and the combinatorial rules.

with mostly

lalb’’ 
leS'"

the lexicon is a single, continuous, multi-dimensional grajjh
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cal nodes and mostly semantical links. Each lexical entry of the language is 
represented in the graph either by a node or by a number of linked nodes. The 
joniain containing the lexical entry is the script which this entry evokes. In 
jjre sentence, every constituent evokes one or more scripts from the lexicon, 
anti it is the function of the formal combinatorial rules to calculate all the 
roinpatibie combinations of the evoked scripts as well as the meaning of the 
sentence determined by these compatible combinations of scripts. Both the 
scripts and the combinatorial rules are established and justified on the basis 
of formal linguistic procedures. The paper dealt more specifically with the 
boundary between linguistic and encyclopedic information.

In the second part of the meeting, four 10-minute papers were delivered 
from the floor. Professor Robert E. Longacre of The University of Texas at 
Arlington, U.S.A., spoke on scripts in explaining some phenomena in lower- 
level structures. By using such ordinary English texts as "I went downtown to
get a hamburger. After eating it, I paid. . .” and comparing them to such or­
dinary Filipino texts as "She is beautiful but has no mother,” he claimed that 
the well-formedness and appropriateness of sentences depends on the avail­
ability of certain scripts to the user. Professor Richard Hudson of University 
College, London, voiced his enthusiatic support for script-based semantics and 
suggested that his newly developed “word grammar,” relating words and con­
cepts in a systematic way, has a great deal in common with this theory. Pro­
fessor Ryszard Zuber of CNRS, France, attempted to relate scripts to opacity 
and transparence in language and to factiveness and non-factiveness. Finally, 
Professor Jeffrey S. Gruber proposed a view of semantics based on a complicated 
interaction of syntactic, semantic, conceptual, and encyclopedic information, 
with scripts including the three latter types of semantic knowledge. He argued 
forcefully for the systematic study of conceptual information within semantic 
theory.

Besides all the speakers, a few more colleagues contributed actively to the 
tlisciission. These included: Professor Roger Van de Velde of The University 
of Antwerp, Belgium; Professor Jacob Mey of Rasmus Rask Institute of Lin- 
Riiistics, Denmark; Professor Albrecht Neubert of Karl Marx University, Cer­
nían Democratic Republic; Professor Burghard Rieger of The .Aachen 
f'cchnical University, Federal Republic of Germany; Professor In-Seok Yang 

Hankuk University of Foreign Studies, Republic of Korea; Professor Taka-
*^hi Okuda of The University of Osaka, Japan; Professor Irena Bellert of Mc- 
''h University, Canada; and Professor Robert Litteral of Papua, New Guinea.

The central issues of the questions, comments and discussions were identi- 
as follows:

1.
bi

The necessity of semantic representation as a separate level of script- 
^''Cd semantics.

3.
4.

The relations between script-based semantics and pragmatics.
The use of scripts for the interpretation of every sentence rather than

2 The objectivity and inter-speaker validity of scripts.
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only of sentences with missing referents.
5. Scripts and translation.
6. The social validity of scripts.
In the process of discussion, appeals were made for

and international cooperation in the area of script semantics.
more interdiscipiina^

As Coordinator of the Working Group, I would like to express my cord’ 
gratitute to all its participants and to the Congress Office. The concertedconcerted efEort. of both of these groups resulted in a highly successful professional 
which a fruitful exchange of ideas took place.

;s
meeting at

I



Fachsprachen und Kommunikationskonflikte
in der modernen Gesellschaft

Working Group 7:

Theo Bungarten
Universität Hamburg

Als Folge der modernen industriellen Entwicklung in den hochentwickelten 
-Ländern, der gesellschaftlichen Arbeitsteilung und fachlichen Spezialisierung 
haben sich neben der Standardsprache die Fachsprachen der Technik und 
Wirtschaft, der Dienstleistungsbereiche und der Verwaltung, der Kultur und 
Wissenschaften immer stärker entwickelt und sich von der Standardsprache 
abgesondert. Wenn diese Spezialsprachen insgesamt gesehen auch zur optimalen 
Kommunikation, zur Erfüllung kognitiver und sozialer Funktionen der Exper­
ten in dem jeweiligen Fachbereich dienen, so sind mit diesen Fachsprachen.und 
dem fachlichen Sprachgebrauch auch eine Reihe von Konfliktmöglichkeiten 
gegeben. Zwar sind die Fachsprachen einerseits ein Ergebnis von faktisch bereits 
durch die gesellschaftliche Entwicklung vorhandenen Bedürfnisabspaltungen 
und Interessensverschiebungen sich konstituierender Gruppen, die Fachspra­
chen ihrerseits bergen jedoch als Spezialsprachen, die der Alltagssprecher nicht 
mehr kennt, ein eigenes Konfliktpotential in sich, das in der Wirklichkeit 
heutiger gesellschaftlicher und individueller Kommunikationsformen tatsäch­
lich zu Kommunikationskonflikten (= KK) führt. Die Konflikte in Komrauni- 
kationssituationen, die durch fachlichen Sprachgebrauch bedingt sind, werden 
noch dadurch schwerwiegender und komplexer, daß die spezialisierten Bereiche 
Wegen ihrer besonderen Fertigkeiten und Kenntnisse, ihrer Einfluß- und Ver­
änderungsmöglichkeiten meist ein höheres Prestige gegenüber Bereichen der 
grundlegenden menschlichen Bedürfnisbefriedigung gewonnen haben. Dieses 
Prestige geht nicht nur durch die Einschätzung der Kommunikationspartner, die 
durch die Wahrnehmung des Gesprächpartners und der Bedingungen der Situa­
tion hervorgerufen wird, in die Kommunikation ein, sondern auch durch die 
Sprache und den Sprachgebrauch selbst, da die Fachsprache selbst zum Pre- 
stigeträger geworden ist. Damit ergibt sich auch die Möglichkeit des Mißbrauchs, 
der Ursache für die Manifestation latenter Konflikte sein kann.

Empirisch festzustellen sind KK offensichtlich an unangemessenen Reak­
tionen eines oder mehrerer Gesprächspartner in der jeweiligen Situation (wobei 
die im Ausdruck der Unangemessenheit implizit angenommene Norm des Ver- 
Italtens schwer zu bestimmen ist und ein Hinweis auf diese nur selten durch

^Verte

1251

’kodifizierte Regeln (Gesetze), moralisch und ethisch allgemein annerkannte
-..e sowie Vernunftsgründe gegeben ist). Abhängig sind sprachlich bedingte
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Konflikte natürlich von den Kommunikationspartnern und deren 
kompetenz. Hier sind allgemein zu unterscheiden KK zwischen
gleichen Faches, zwischen Experten verschiedener Fächer,
Experten und Laien. In vielfacher Hinsicht konfliktträchtiger

und des
werden v ” 

munikationssituationen verständlicherweise durch fremdsprachigen F h 
chengebrauch, wie Ingemar Persson am Beisniel der Rr/pr.;— ,Beispiel der Rezeption deut.
Wirtschaftstexte durch schwedische Studenten zeigte (Lunder Forschum« 
FAK). gsprojekt

scher

Am markantesten sind Konflikte zwischen Experten und Laien, nicht
X ment niir

weil beide nicht über die jeweilige Vorstellungswelt des Partners verf" 
c/snz-lörn 1 rill' r11#i YWl^l'TTn ftllinrr rlAl" M O Z'K» vi z'l'k f 1z ____sondern weil für die Übermittlung der Nachricht kein gemeinsamer

Kode
erreicht wird. Dies liegt in der Regel nicht nur am Defizit des Laien, sondern 
auch am teilweisen Verlust einer kommunikativen Kompetenz für Alltagssitua 
tionen beim Fachmann.

Zunächst will ich aber versuchen, den alltagssprachlichen Begriff des Kon­
flikts, bezogen auf sprachlich angezeigte Konflikte, etwas einzugrenzen. Helmar 
Frank hat in seinem Vortrag und in der Diskussion aus kybernetischer Sicht 
auf eine Reihe von generellen Störfaktoren in der Kommunikation zwischen 
dem Fachmann und dem Laien hingewiesen, wie etwa unbeabsichtigte 
zusätzliche Informationen und Informationsverluste bei der Übermittlung sowie 
Beschränkung der Gedächtniskapazität. Nicht in Frage stehen hier solche KK, 
die ausschließlich durch unterschiedliche Auflassungen von Sachverhalten be­
dingt sein können, noch kanalbedingte, noch solche, die durch den Prozeß der 
physischen Produktion oder Aufnahme der Nachricht hervorgerufen werden. 
Auch ausschließlich persönlichkeitsbedingte KK sind für die hier zu behan­
delnden fachsprachlich bedingten KK irrelevant. Gemeint sind hier vielmehr 
solche KK, die in der Fachsprache selbst angelegt sind bzw. durch den fachlichen 
Sprachgebrauch auftreten können. Hier sind auch solche KK zu berücksich­
tigen, die ihre Ursache in unterschiedlichen facheigenen und alltagssprach-
lichen Kommunikationsnormen (Sprechaktnormen, Konversationsmaximen, «• 
a.) haben. Unter KK kann mit diesen Einschränkungen verstanden werden eine 
Situation, in der einer von zwei oder mehreren Sprechern einen Kommunikations 
versuch macht oder machen möchte, ohne auf den Ebenen der Lokution, üc* 
lllokution und der Perlokution erfolgreich zu sein. Nach dieser Definino” 
besteht somit schon ein KK, wenn eine Kommunikation gewünscht
und der folgende Kommunikationsversuch fehlschlägt. Ursache für den Fehl­

schlag kann auch eine Kommunikationsunfähigkeit (mit den obigen 
klingen) sein. Damit werden alle Formen von fachsprachlich bedingten 
munikations- und Sprachbarrieren für die Problematik relevant und zu

Einschrän-
Kom- 

Koii-

fliktpotentialen.
Eine erhebliche Barrierenfunktion für den Laien haben die

schätze. Tatsuo Miyajima konnte als Ergebnis eines Vergleiches ii 
der Wissenschaftlichen-technischen Terminologie nachweisen, daß 
sehen aufgrund der besonderen geschichtlichen Entwicklung der Wissensc

, Fachwort' 
im Bereich 
im .JaP“”’'

sehen
hafte”
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0 JaP®" auffallend gioßer, statistisch meßbarer Abstand zwischen Fachter­
minologie und Grundwortschatz besteht und damit eine erhebliche Barriere für

I

deti 
aiü

Laien bedeutet. Herbert Penzl zeigte für eine frühere Stufe des Deutschen, 
Beispiel der grammatischen Terminologie, daß eine beträchtliche Kom- 

^unikationsdistanz zwischen Fach- und Gemeinsprache schon in früheren 
cpochen bestand und sich heute kaum vermindert hat. Besonders seit dem 
Lode des 19./Anfang des 20. Jhds. ist ein immenses Wachstum in den verschie- 
jenen Fachwortschätzen zu beobachten, während zur gleichen Zeit die natio- 
lalen Umgangs- und Standardsprachen in ihrem Wortschatz nur geringfügig n:

ninehmen.
Komniunikationsbairieren sind aber auch die spezifischen syntaktischen, 

semantischen Strukturen (etwa die in allen modernen Fachsprachen festzu­
stellende Tendenz der Nominalisierung; die erweiterten Attribute im Deut­
schen), .Argumentationsfortnen, Sprechakttypen, Textsorten. In Inger Rosen 
grens Analyse von Kommunikationsstrategien in deutschen Geschäftsbriefen, 
die KK vorbeugen wollen, wurde offensichtlich, wie stark die Pragmatik des
fachlichen Kommunilationsrahmens die Produktion und Rezeption von
Fachtexten beeinflußt und steuert.

.Auch die für die Gruppe der Fachleute wichtige soziale Funktion det 
Fachsprachengebrauch! (SchibboletK) kann fachsprachlich induzierte Kon 
flikte zur Folge haben Der Fachsprachengebrauch und seine Prestigefunktior 
können beim Laien Rollenerwartungen geschaffen haben, deren Einhaltung wii 
auch deren Verletzung durch den prestigebeladenen Sprecher zu spezifischei 
KK führen können, ron der Kommunikationsunfähigkeit bis zu nicht gelin 
genden Kommunikationshandlungen. Hier ist etwa die ‘funzione mistificatoria 
(M. Porro) wissenschaftlich-technischer Sprache in der Produktwerbung, in dei 
Medien und in der Politik zu nennen.

KK größeren .Aumaßes treten durch die Entwicklung moderner Fací 
sprachen in traditioBell agrarisch strukturierten Ländern sowie durch di 
Übernahme fremder Fachsprachen in den Entwicklungsländern (mangel 
eigener historisch entwickelter Fachsprachen) auf. Hier wird nicht nur dc 
Infonnationsaustauscl zwischen hochindustrialisierten und unterentwickelte 
händern mangels Kenntnisse der fremden Fachsprachen erschwert, sondern i. 
besteht etwa im spanischsprachigen Bereich die Gefahr der totalen Isolierun

H

I

'0111 AlltagssjB'echer durch diese Übernahme fremder (bes. englischer) Spracl 
formen in neuzuentvickelnden Fachsprachen. R. Spathaky hat darauf hing 
"lesen, daß ein sog. internationales wiss. Vokabular besonders leicht in d 
Sprachen von Entwicklungsländern eindringt (etwa im Türkischen, Indone 
’’^fien. Chinesischen). Dies erleichtert die Internat, fachliche Kommunikatic 
'"■'Sehen den Experten, schafft aber eminente Probleme für einen AVissenstrar, 
^5' '"in .Mltagssprether in diesen Ländern unil schafft u. U. neue sozia 

Illanken und Konilikte innerhalb dieser Länder.

I

L Es kann hier und konnte auch in der Arbeitsgruppe nur um eine ansatzwer
'^Schreibung heutiger fachsprachlicher KK gehen. Es wird hierbei deutlic-
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Kommt schon die Theorie der Fachsprachen nicht mit rein innersprachlicl
Kriterien aus und muß sie auf die Pragmatik des Faches eingehen, so sind d**
pragmatischen Faktoren in KK-Situationen noch entscheidender für ¡hrg
Beschreibung.
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Fachsprachliche Kommunikationskonflikte aus kybernetischer Sicht

Helmar Frank
Institut für Kybernetik-Forschungsstelle bei der Universität Paderborn (FB 2) 

BR Deutschland

Kommunikation erfordert eine Anpassung zwischen Sender und Empfänger 
durch mindestens teilweise Übereinstimmung im Zeichenvorrat. Ausgehend 
vom Endziel der Mitteilung, nämlich die Bewirkung einer gewünschten 
Veränderung nicht selbst unmittelbar zu leisten, sondern durch den Empfänger
zu veranlassen, erkennt man vier hintereinandergeschaltete, grundsätzliche
Störstellen (im Extremfall: „Blindheiten"), durch welche diese Übereinstim­
mung teilweise (oder ganz) entfällt: die physikalische, die syntaktische, die 
semantische und die pragmatisch-normative. Die fachsprachliche Kommuni­
kation ist vor allem auf semantischer Ebene gestört (unbekannte Fachtermini, 
uneinheitliche Terminologie, Sprachgrenzwiderstände nicht nur zwischen 
verschiedenen ethnischen Sprechergruppen, sondern schon zwischen Fachwelt 
und Öffentlichkeit). Diese Beeinträchtigung ist weit größer als offiziell vorausge­
setzt wird.

Eine zusätzliche Beeinträchtigung der mündlichen Kommunikation ist durch 
zeitliche Beschränkungen verschiedener Art bedingt. Insbesondere ist die 
bewußte Informationsaufnahme auf etwa 16 bit/sec an subjektiver Information 
beschränkt, wodurch ein volles Verstehen selbst dann unmöglich wird, wenn 
der Zeichenvorrat zwischen Sender und Empfänger auf allen Ebenen überein­
stimmt, jedoch wegen unterschiedlichen sprachstatistischen Gewohnheiten die 
subjektive Information empfängerseitig zu groß wird. Empirisch untersucht
wurde dieser Effekt bei der Arzt-Patienten-Kommunikation; dieselbe Ursache 
steckt hinter der Wirkungslosigkeit insbesondere internationaler Fachkongresse. 
Bei letzteren ist eine Verbesserung grundsätzlich durch Nutzung von Ergebnissen 
der Interlinguistik möglich.

Der ‘Abstand’ zwischen Termini und Grundwortschatz

Tatsuo Miyajima

L
National Language Research Institute, Tokyo

Die Diskrepanz zwischen Termini und Grundwortschatz ist im Japanischen
giösser als in europäischen Sprachen.
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Wir haben eine Stichprobe gemacht und aus terminologischen Standard

listen von 10 Fächern 1000 Wörter, 100 je Fach, zusammen mit entsprechende
englischen Termini ausgewählt. Dann wurde deren Beziehung zum Grund
tvortschatz (5000 Wörter) beider Sprachen geprüft. Der ‘Abstand’ dieser
wissenschaftlichen und technischen Termini vom Grundwortschatz ist
folgt (100= vollkommene Verschiedenheit; 0= totale Übereinstimmung):

wie

Mathematik Physik
jap.
eng.

61.5
32.5 

.Aeronautik
57.5
17.5

60.0
29.5

Architektur
54.0
22.0

Chemie Elektrotechnik Maschinenbau
72.0
48.0 

Zoologie
70.0
69.0

59.5
22.5

55.5
26.5

Botanik Odontologie
72.0
59.0

78.0
45.5

•Aus den 100 physikalischen Termini wurden dann 65 ausgewählt. Der 
‘Abstand’ dieser wissenschaftlichen Termini vom Grundwortschatz, verglichen 
mit ihren Entsprechungen in 4 europäischen Sprachen, stellt sich wie folgt dar:

japanisch 
deutsch

63.8
40.8

englisch 
russiscli

31.5
46.9

französisch 36.2

Eine doppelte Rolle haben die chinesischen Zeichen bei dieser Diskrepanz 
gespielt.

Lexikalische Kommunikationsdistanz zwischen Fachsprache und Gemeinsprache

Herbert Penzl
University of California, Berkeley

Der gesellschaftliche Kommunikationskonflikt durch die Entwicklung von 
Fachsprachen war in vergangenen Epochen des Deutschen noch stärker, auch als
Latein nicht länger allgemeines Bildungsmonopol war. Die deutsche gram­
matische Terminologie z.B., als Fachsprache schon in der Vo'ksschule wichtig, 
zeigt seit dem 16. Jhd. wechselnde Grade der Kommunikationsdistanz von der 
deutschen Gemeinsprache. “Gebildete”, die die Fachsprache gelernt haben, 
werden so immer wieder und jetzt von neuem von “Ungebildeten” ohne Fac

nicht dasspräche sprachlich und soziologisch getrennt. In der Gegenwart ist es 
Latein, sondern das Englische, das im Falle grammatische Fachsprache
Kommunikation zwischen Sprechern mit und ohne Fremdsprachenkenntnis

(=Englischkenntnisse) erschwert; das gilt natürlich besonders für 
nationale wissenschaftliche Kommunikation.

die
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jioinniunikationskonflikte bei der Rezeption fremdsprachiger Wirtschaftstexte

Ingemar Persson
Germanistisches Institut der Universität Lund, Schweden

Hintergrundswissen, Fähigkeit, den Text auf dieses Wissen zu beziehen, und 
Erkenntnis impliziter Relationen im Text spielen nach neueren Forschungs­
ergebnissen eine wichtige Rolle im Verstehensprozess.

Hauptzweck dieses Referats ist es, auf der Basis experimenteller Unter­
suchungen in Lund, der Frage nachzugehen, in welchem Ausmasse die Sprach­
kompetenz und die oben genannten Faktoren auf die Rezeption eines fremd­
sprachigen Fachtextes, in diesem Fall eines deutschen Wirtschaftstextes, durch 
schwedische Experten und Laien hemmend wirken. Welche Rolle spielt die 
Syntax verglichen mit dem Wortschatz?

1. Für ein kommunikatives Textverständnis, verstanden als eine adäquate
Reaktion auf einen als eine kommunikative Handlung definierten Text, im 
aktuellen Fall einen Geschäftsbrief, spielen die einleitend genannten Faktoren 
in Kombination mit dem Wortschatz eine ausschlaggebende Rolle. Die syntak­
tische Struktur wirkt auch bei Kontrastiv! tät und Komplexität der Struktur nur 
in gewissem Ausmasse hemmend auf das Verständnis.

2. Für das Verständnis isolierter Sätze (in gewissen Situationen erforder­
lich), im aktuellen Fall aus wirtschaftswissenschaftlichen Texten, spielt die Syn­
tax eine grössere Rolle. Es gibt keinen Kontext als Stütze für den kognitiven 
Verstehensprozess.

3. 
wird.

4. 
sind.

5.

Entscheidend ist also zunächst, was unter Leseverständnis verstanden

Texttyp und sprachliches Niveau sind Faktoren, die auch zu beachten

Sprachkompetenz und Leseverständnis korrelieren nicht notwendiger­
weise, indem der Fachmann, hierbei dem Laien gegenüber im Vorteil, durch 
Hintergrundswissen usw. mangelnde Sprachkompetenz überbrücken kann.

6. Eine interessante Fragestellung ist, über welche Mini-Kompetenz der 
Fachmann verfügen muss, um sich in seinem Fachbereich zu orientieren.

Kommunikationsstrategien zur Vorbeugung von Kommunikationskonflikten

Inger Rosengren
Germanistisches Institut der Universität Lund, Schweden

Kommunikationskonflikten werden unterschieden:Zwei Typen von
(a) semantisch bedingte Kommunikationskonflikte
(b) pragmatisch bedingte Kommunikationskonflikte
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derTA- nt-er fal genannten Konnixie suiu uaiaui iutuiMuiiuiien, daß der Die unter w 6 niokution selbst oder aber den propositionalen Gehalt 
Emplänger versieht. Die unter (b) genannten Konflikte entstehen,
bz«. Tetle davon nteht versu^^^^
"'"b li'er Sh’er und jetzt sagt. Es iehlt ihn. sozusagen der Kontext, de, die 
Ä'nge’messenheit der lllokution gewährlehtet.

Der Beitrag behandelt nur (b). Als theoretischer Ausgangspunkt wird ein 
vierstufiges Modell gewählt (Rosengren, erscheint 1982), das die Bedingungen
nennt, die erfüllt sein müssen, damit eine Äußerung zu einer erfolgreichen 
lllokution wird. Ein Kommunikationsversuch der ersten Stufe wird zu einer 
gelungenen lllokution der zweiten Stufe, wenn der Empfänger den Kommunika­
tionsversuch versteht (a) und wenn er ihn als angemessen auffaßt (b). Es wurde 
an anderer Stelle gezeigt, daß der Sender von vor allem argumentativen Texten 

Briefen) tendiert, seine lllokutionen in bezug auf die genannten 
Die auf diese Weise entstehenden

(u.a. äuch von
Bedingungen strategisch abzustützen, 
subsidiären lllokutionen bilden mit der gestützten (dominierenden) lllokution 
.. ................olnp nraamnlisch bedinffte Textstruktur. Am Beispiel von Ge-V MA VÄÄ A -- ---- - ----
zusammen eine pragmatisch bedingte Textstruktur. Am Beispiel 
schäftsbriefen wird gezeigt, welcher Strategien der Sender sich bedient, um die

’ • ’ • ’ ------- .1 -!_□_____ Lseiner dominierenden lllokution abzusichern und dadurchAngemessenheit
eventuellen pragmatisch bedingten Kommunikationskonflikten vorzubeugen.



Working Croup 9:

Functional Grammar

Organizer: Simon C. Dik 
University of Amsterdam

This working group had the function of demonstrating, by means of a 
I number of detailed examples, the types of questions posed, and the sorts of 
f answers provided, within the theory of Functional Grammar (FG).
I The working group seemed to fit in well with the apparently growing in­

terest in functionally, pragmatically, and semantically oriented approaches to 
grammar. Such growing interest manifested itself in several of the plenary

I and section meetings of the congress, and although stemming from sometimes 
1 quite different sources, it seemed to converge on a clearly delineated, if com­

plex, focus of interest, defined by the study of grammar in relation to its actual
II functioning as a means of human communication.

Though each of the papers, taken separately, could probably not be grasped 
' and discussed in all its implications, it is hoped that, taken together, they have 

provided a representative impression of how people go about doing FG. The 
following papers were presented as part of the working group:

Nominal Predicates in a Functional Grammar of English

J. Lachlan Mackenzie
English Dept., Free University, Amsterdam

There are good reasons to assume that nouns (nominal predicates) can have 
niore than a single argument position, and can also be associated with a variety 

satellite positions. These term positions are characterized by semantic func­
tions partly corresponding (but not identical) to those associated with verbal 
Predicates. A special form of syntactic function assignment is argued to be 
t’Perative in the nominal domain, and Topic and Focus m.ay also be relevant 
to the expression of terms formed from nominal predications. The resulting 
Analysis is illustrated with English ‘nominalizations’ such as John’s gift of a 

to Mary, as contrasted with constructions of the form John’s giving Mary 
f^Ciok, where the former is based on the nominal predicate gift, the latter on 

the verbal predicate give, but both have similar argument frames.

1259
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Possessive Constructions in French

Co Vet
Dept, of French, University of Groningen, The Netherlands

Analysis of four possessive constructions in French: (a) possessive determiner 
(mon livre ‘my book’), (b) possessive prepositional phrase {une amie de/à 
Jeanne ‘a friend of/to Jane’), (c) prepositional phrase in predicate position 
{ce livre est à Jeanne ‘this book is to Jane’), (d) possessive pronoun {le mien 
lit. ‘the mine’). On the basis of a semantic and pragmatic analysis of these 
construction types it is argued that (a), (b), and (d) derive from the same under­
lying structure, which is analogous to that for expressions such as son arrivée 
‘his/her arrival’, (c) will have to be described in terms of another structure. 
Finally it is briefly examined whether the analysis put forward for French can 
also be applied to French-based creole languages, which often have quite dif­
ferent types of possessive construction.

Two Possessive Constructions in Latin

A. Machtelt Bolkestein
Dept, of Latin, University of Amsterdam

Discussion of the semantic, syntactic, and pragmatic properties of Latin 
constructions of the form (i) puero liber est ‘to boy book is’ = ‘the boy has a 
book’, and (ii) pueri liber est ‘of boy book is’ — ‘the book is the boy’s’. It will 
be argued that these two constructions differ fundamentally in many respects, 
and that there are reasons to describe them in terms of distinct underlying
predications, such that (i) has an underlying basically existential predication
extended by a dative satellite, whereas (ii) has the genitive term as a possessive 
predicate applied to the term indicating the possessed entity.

Between Object and Oblique: In Defense of Secondary Object

Kenji Kanno
Institute of Literature and Linguistics, University of Tsukuba, Japan

This paper argues that the grammar of English requires, in addition 
the two syntactic functions of Subject and Object so far distinguished in 
a third syntactic function, that of Secondary Object, if one is to be able 

as: John (Subj) gave Mary (Obj) the 
given the book (Sec Obj) by John. It is

account for such constructions 
(Sec Obj), and Mary fSubj) was

to

book

far distinguished in
to
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that the assignment of Secondary Object can
regularities in English syntax. It is offered as an addition to FG, which is not
incompatible with the framework of FG as so far developed.

be used to explain a number of

Pragmatic Constraints on Subject and Agent Selection

Nobuya Itagaki & Gary D. Prideaux
Dept, of Linguistics, The University of .Alberta, Canada

This paper reports on experimental research aimed at determining the ex­
tent to which the organization of a text is determined by the perspective from
which it is formulated. Subjects were presented with two stories, each involv­
ing two participants which had been given about equal prominence in the 
text. They were then asked to re-tell the stories from the point of view of one 
of the participants. It was found that subjects, in doing so, significantly more 
often place the participant-in-perspective in Agent or Experiencer roles, and 
significantly more often assign Subject function to these roles, than is the case 
with the participant-out-of-perspective. Some implications of these findings are 
(i) that the impact of pragmatic factors on text production and constitution 
can thus be demonstrated by means of precise empirical methods, (ii) that a 
model of Functional Grammar should pay more serious attention to the con­
textual embedding (including speaker’s intentions) than has so far been the 
case.

On the Functions of wa and ga in Japanese

Jan de Jong'* and Yuri Okabe**’ 
'*Dept. of Latin, University of Amsterdam and

Dept, of Frisian, Free University, Amsterdam

The uses of the particles wa and ga in Japanese can to a large extent be
described in terms of syntactic and pragmatic functions. Ga is most often used 
for Subject-Focus constituents, wa for marking Topic or Theme constituents. 
Contrastive wa, which provides special difficulties for such an approach, is
Argued to be rather closely related to Topic wa. The occurrence of ifa-marked 
Subjects and the omission of Subject terms are compared with respect to their 
discourse functions, and are shown to both contribute to establishing and main­
taining topics and sub-topics in discourse.
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On Subordination in Usan and Other Papuan Languages

Ger P. Reesink
Summer Institute of Linguistics, Ukarumpa, Papua New Guinea

Subordinate clauses in Usan and other Papuan languages are shown 
special pragmatic significance. Initial subordinate clauses share with llave

Topics
the function of presenting presupposed materials. Non-initial subordinate
clauses can be explained by a process of syntactization of what one could call
afterthoughts’. Such non-initial clauses are asserted rather than presupposed
The relevant sentence configurations can be described in terms of such pragma 
tic notions as the Prague School concept of ‘communicative dynamism’, and i-
terms of the psychological notions of Figure and Ground. in

Two Constraints on Relators and What They Can Do for Us

Simon C. Dik
Institute for General Linguistics. University of Amsterdam

Relators are defined as adpositions, case markers, or subordinating elements. 
Then, two constraints are formulated which together are taken to define the 
preferred positions for relators: (i) the Peripheral Position Constraint, accord­
ing to which relators prefer a position at or near the boundary of the consti-
tuent to which they immediately belong, and (ii) the Medial Position Con­
straint, according to which relators prefer a position in between the center of 
the constituent to which they belong, and the constituent to which they relate 
that center. It is then shown that these two constraints explain quite a few few
seemingly unrelated phenomena in the typology of constituent ordering.

The papers read in this working group, together with a number of further 
people who could not attend the congress, have been published in: Simon C. Dik (ed-), - 
in Functional Grammar, Dordrecht: Foris 1983.



Working Group 10:

Sociolinguistic Surveys in Asia

Organizer: R. R. Mehrotra 
Bañaras Hindu University

)

The Working Group met on 2 September 1982 in two sessions chaired by 
Takesi Sibata and Bh. Krishnamurti respectively. At the outset R. R. Mehrotra, 
the organizer of the Group stressed the sociolinguistic work in multilingual 
and multiethnic Asian countries and asserted that the need for sociolinguistic 
surveys in Asia was never so pressing as today. A resume of the papers pre­
sented is as follows:

A Survey of Telugu Dialect Vocabulary Used in Native Occupations

Bh. Krishnamurti

The State Academy of Letters set up by the Government of Andhra Pra­
desh (India) in 1957 undertook the preparation of dialect dictionaries of the 
vocabulary used in native occupations. Krishnamurti has been the Chief Edi­
tor of the series. So far four volumes have been published: Vol. I Agriculture, 
Vol. 11 Handloom, Vol. IV House Construction, Vol. V Pottery. Vols. Ill and 
VI will be ready soon.

The objectives of the project are: (1) to elicit and record words which have 
not so far been recorded in earlier dictionaries; (2) to establish the major re­
gional and social dialects of Telugu and (3) to get insights into the formation 
of terms for concepts, old and new, in folk speech.

The methodology evolved in the preparation of these volumes sharply dif­
fers from the dialect survey work done in the English speaking countries, i.e., 
U.S.A., England and Scotland. This combines the lexicographic approach with 
dialect survey. An English Introduction describing the methodology can be 
found in Vol. 1 (Publisher: A.P. Sahitya Akademi, Kalabhavan, Saifabad, 
fdyderabad, India).

terms notThe four published volumes have yielded nearly 30,000 new 
found in other dictionaries. A linguistic atlas was 
the distribution of lexical and phonological items recorded for the whole State, 
ft is now established that there are found regional dialects in Telugu—North,

prepared on the basis of

South, East and Central. The central region has no exclusive isoglosses. The
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isoglosses of the other areas sometimes overlap into this. It is interestin
note that this ‘open dialect area’ has become the source of modern Stand-
Telugu. Dialect differences between educated and uneducated classes

; to 
^ard

been stated, mostly in phonology. Educated speakers contrast aspirated 
unaspirated stops whereas uneducated speakers have only unaspirated

havo 
and

Six such diagnostic differences have been noticed throughout the State, 
have constituted the basis for further research in Telugu social dialects.

stops. 
These

Sociolinguistic Surveys in South Asia: An Overview

R. R. Mehrotra

The primary aim of sociolinguistic surveys in South Asia has been the in­
vestigation and recording of linguistic variation in relation to socio-cultural 
factors. The major areas covered by surveys are: dialects and restricted lan­
guages, diglossia and bilingualism, pidginization and convergence, forms of 
address and reference, language planning and standardization.

^Vhereas the emphasis in Pakistan and Bangla Desh has been on the com­
pilation of dialect dictionaries, the so-called ‘caste dialects’ received the focus 
of attention in India. The distinction between the literary and colloquial 
varieties in diglossic situations has been prominently discernible in Bengali, 
Tamil and Sinhalese. A recent trend has been towards the merger of the two 
varieties. Linguistic convergence has been examined in South Asia with special 
reference to Saurashtri, Konkani, Marathi and Hindi. The main trends in 
regard to the pidgin and creole study in South Asia have been concerned with 
(a) the creole origin of a modern language i.e. Marathi and (b) the case of an 
existing pidgin undergoing a process of creolization as is exemplified by Naga 
pidgin in North-East India. Forms of address in respect of Bengali, Hindi,
Marathi and Telugu have been surveyed and analysed from a number of per-
spectives. Language planning surveys in South Asia have been concerned main­
ly with the problems of language standardization, language conflict and lan­
guage maintenance.

Most sociolinguistic research in South Asia has been inspired by the 
theories and models developed in England and America and many of these 
are found to be inadequate and inapplicable. What is needed is a balanced 
and judicious approach in the matter.
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Language Use in Education: A Sociolinguistic
Perspective of Multilingualism

D. P. Pattanayak

In a multilingual setting as of Asia a policy requiring use of dominant 
languages alone in education is bound to keep the majority of people speaking 
diverse languages outside the purview of education. Most countries in Asia 
have a colonial past and consequently a dominant colonial language to con­
tact with. Accent on such a language inhibits growth of indigeneous languages 
and results in the creation of a limited elite. This subsequently leads to vari­
ous language movements. Multilingual education is the most important cor­
rective to the imbalance in educational system.

Sociolinguistic Surveys in Japan—Approaches and Problems

Takesi Sibata

Japanese sociolinguistics under the label ‘gengo seikatsu’ (the life of lan­
guage) began in 1951, nearly eight years before the beginning of sociolinguistics 
in the U.S.A.

The first large-scale sociolinguistic surveys in Japan were undertaken in 
1949 in Shirakawa and Tsuruoka by Takesi Sibata and Nakamura respectively 
under the auspices of the National Language Research Institute. The surveys
revealed that the place of birth was the most important factor in influencing 
the standardization of dialects. Surveys conducted in 1951-54 in regard to 
politeness revealed that in Japan females tend to use more polite expression 
and more frequently than males; longer discourse is considered more polite 
than shorter discourse; using more Chinese loanwords tends to raise the level 
of politeness. “Sociolinguistic Survey in Tokyo and Osaka 1974—75” established 
that the increased urbanization leads to the diversification of linguistic usage.

.'Vs early as 1949 the so-called “24 hours” surveys were conducted by Sibata. 
Some of the findings of the surveys are: the peak of frequency of linguistic 
hehaviour in every individual appears at the time of breakfast, lunch and 
tlinner. The publication of the Linguistic Atlas of Japan (1955 to 1975) was an 
’niportant landmark in sociolinguistic surveys in the country.

The two sociolinguistic problems which call for detailed survey in Japan
^re (a) orthography reform and (b) linguistic discrimination. Japan being a
tnonolingual and monoethnic country is not confronted with the problems re­
lating to official language, minority language and bilingualism.



The meeting came to a close with a vote of thanks by the
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organizerin his concluding remarks, observed that the utmost need of the hour"^’ 
pooling of resources and experiences and launching of surveys with 
national cooperation and collaboration.

with i
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Working Group 11:

Synchronic Processes in Language Contact Situations World Wide: 
A Focus on Generalizations and Individualizations 

and Universals
Organizer: Jacob Ornstein-Galicia

University of Texas at El Paso
/

The composition of this Working Group, as it now stands (as of 2? March 
1982) offers discussions by a half-dozen scholars who address themselves to lan­
guage-contact situations in West and East Africa, Uruguay and Brazil, Japanese- 
English and Spanish-English groups in Philadelphia, U.S., a large Eastern 
metropolis, the Southwest U.S., America’s largest and most intense region of 
multilingual contact, as well as observations on Yiddish, which has shared co­
territoriality with an unusually large number of speech communities in the 
diaspora, and finally a pioneering and programmatic statement is made by 
scholar concerning herself with cross-language and cross-cultural kinesics, 
branch of the important and growing field of non-verbal behavior.

a 
a

While this Working Group cannot resolve and investigate all problems 
in this field, it can help to provide yet another “successive approximation” 
toward serious investigations of the consequences and implications of languages 
in contact, wherever this occurs on the globe.

The group intends to analyze linguistically and socio-linguistically maxi­
ntally diverse and similar contact situations in different countries and areas of 
the globe. This will constitute a step toward syntheses of processes and princi­
ples reflected at the present time in these contact situations, and toward identi­
fication of generalizations and “universals” of language/dialect proximity and 
contiguity. All this will be in the general spirit of Uriel Weinreich’s seminal 
Languages in contact, appearing in the 195O’s, more than a quarter 
century ago. While there is no dearth of case studies of language-pairs and 
language-sets (more than two languages, terminology introduced by me), these 
tend to remain on the purely descriptive level, leaving a rather serious lacuna 
to the realm of generalization and the derivation of “universals”, to the extent 
that this is possible, from such case studies.

L 1271
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Spanish/Portuguese Contact in Uruguay, South America

Adolfo Elizaincin
Universidad de la Republica, Monter ideo

About 200 years of relatively close contact between Spanish and 
has resulted in an emerging "bilingual dialect” of Lusitanian basic Porti

different grammatical levels. This dialect
^•giiesc

Hispanic interference on umvivuL gLaimiiaLicai icvcia. xius cuaiect ev* I 
a great instability which enables us to speak of variability (not variat' 
one of its specific characteristics. Variability of variant forms (e.g. eu or

to speak of variability (not
as

)’O
which may occur even in the language of the same speaker) can be measured 
by their frequency of occurrence: the greater the percentual differences betw<een
them, the less variability, and vice versa. Sociolingustic implications of varia 
bility are obvious. Attitudes towards these dialects oscillate among: rejection­
negation of their existence and of using them; sense of shame even for under-
standing a dialog in these “languages”, and “marginalization” of people who 
employ them exclusively and ignore Spanish.

Variability, therefore, is the central concept of our view of contact situations 
and the main methodological tool for describing language in use within a con­
tact domain. It is moreover, closely related to the following characteristics; 
structural instability and communicative vitality. The former can perhaps be 
considered as a cause of variability, while the second could be viewed as one 
of its consequences. At any rate, structural instability ought to be studied 
through the already known technique of “languages in contact’ (v. gr. 
IVeinreich’s) while communicative vitality constrains us to employ a psycho- 
socio-linguistic analysis.

The Yiddish Language: A language-Contact Laboratory

Marvin Herzog 
Columbia University “SBr;

r st tiieorcit'
Yiddish provided the laboratory for the Uriel VVeinreich’s eaine yjjdish ... ___ ___ . a««. * rrtl rS.cal inquiries and the stimulus for some of his most brilliant 

was everyw’here a “language in contact”, in touch with another 
every location in Eastern and Central Europe”, its historical area o ¿¡verse 
tion. Moreover, extensive immigration had brought Yiddish spea er and SO«* 
dialects in contact with each other and with new idioms m N jgjjgned 
America and The Middle East. No better laboratory could be -g,, 

......J- ,_______  ________ _________And semani

languag^hæ 
distribi'of

13H-

VVeinreich’s study of languages in contact, lexicography and
Snage geography, social dialectology, and language change, 
tions could be devised for testing his hypotheses concerning the 1^*

con'idi-
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and culture areas and presumed communication conditions.
are susceptible of much

veen language
jirily, disturbingly ad hoc, such hypotheses

J, ’oof when they are based on the reflection of particular communica- 
geographic fragmentation of the cultures and the lan- 

tio” f^-o societies occupying the same territory. Hence the significance of 
the most striking case of large scale coterritoriality: with Dutch, Ger- 

Ua _ ’ ___ • _ T ifhiianian Rplnriissian and Ukrainian. The oresent 

1

Hungarian, Polish, Lithuanian, Belorussian and Ukrainian. The present 
- examines the regionalization of Yiddish language and folk culture against 

P'^^^eographic makeup of the languages and cultures of several coterritorial non- 
¡sh societies shedding light on the interplay of areal communication condi-

iiiaH;

the i 
Jewi
tions

with other causes of linguistic and cultural variation.

American Indian Language Revival: Critical 
Mass Vs. Language Antiquarianism

1
Bates L. Hoffer

Trinity University, San Antonio, Texas, USA

The American Indian groups in long contact with white culture in the U.S. 
show a variety of patterns of language/culture retention. The Alabama-
Coushatta Indians of Texas are an example of a group with two centuries of
contact which has resulted in English language dominance. Even with many 
decades of state support and interest in preservation of their culture, that subset 
which is left is largely tourist oriented. The recent attempts at language/cul-

I
ture revival are presented in this paper as well as the hypothesis that speakers 
of the original language, as an entity, will continue to be English dominant, 
®‘nce their number is low, and their average age advanced. A negative result 

thus anticipated for language revival, but this will be compensated for in all 
probability by the building of group pride and the reestablishment of a stronger
8'oup/ethnic identity.

T’iwas similar experiment in language/culture revival at El Paso among the 
(Tiguas), originally from northern New Mexico, and a Pueblo group.also discussed

Sals' '^'^'-’^'ssed. More case studies of this sort are needed to arrive at univer- 
'Soneralizations on “endangered” speech communities.

On Intimate Code-switching in Two Japanese Immigrant 
Communities in North America

L Miwa Nishimura 
University of Pennsylvania

‘^fording to Weinreich (1953), ‘the ideal bilingual switches from one lan-
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guage to the other according to appropriate changes in the
L^nguage

viiaiigca 111 me speech • 
unchanged speech situation ’““’«on 

tainly not within a single sentence.’ (p. 73). Recent studies (Gu ’ '«r-
Hernandez-Chavez 1972; Gumperz 1976; Poplack 1979) show, howevTr^^*^^ 
Puerto Rican or Mexican communities in the US, those who code-s ’ 
intimately and heavily in a single situation are the bilinguals who are 
petent in the two languages. These studies conclude that in these

(interlocutors, topics, etc.), but not in an

7 and 
that in

most 
com-

ties, intimate code-switching is the appropriate way of speaking 
situations, functioning as an ethnic identity marker.

communi.
in certain

This paper describes code-switching behavior in two Japanese imm’ 
communities in North America, Toronto and San Francisco. Unlike the Pue 
Rican communities, intimate code-switching is found only among old °w - —1 N iseis
(2nd generation) and some Kibeis (those Niseis educated in Japan) excludi 
the third generation. This is due to the fact that in these Japanese communi
ties, language shift has been completed in the third generation. As in the Puerto
Rican communities, intimate code-switching functions as an ethnic identity 
marker when employed, and only those who are competent in both languages
code-switch intimately. These points will be discussed with actual data from 
my field work, linguistic and ethnographic. Finally, there is need to derive 
reasonable generalizations about code-switching behavior of different categories 
of bilinguals, going beyond mere case studies.

A Socio-Cultural View of Language Contact

Joyce Penfield
University of Texas at El Paso

Although Weinreich (1963) explained many linguistic products in 
language contact framework, even he recognized the important role of the so 

diffusion, persistence .

ill tenus

cultural context in the completion of studies on diffusion, peisis .jj^^jry 
evanescence. In this paper we argue that the socio-cultural context is p 
to explain a language use phenomenon existing in all language co 
tions, i.e. why certain dialects or languages, or portions of them,

situa-
system»' 

'''' 

equivalent. Our assumption is that in bi/multi-lingual contact «tua
choice of one form versus another form carries social meaning t 
defined in reference to the socio-cultural context of the contact se .»jesic»”

tically used in specific socio-cultural contexts even though they

to theDrawing on various divergent settings from Nigeria
■'ethno-universalsborder, this paper will suggest generalizations or

- which
choicekey socio-cultural factors to language usage and language 

situations. Some of the key factors dealt with include: (1) sY*” 
language systems and/or linguistic forms belonging to each systern 

------- --- ion of each language system involved; (3) attitudes

in
ibolic

of standardizati

; (2)
ids

con'^^J 
due’ "

each

va
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system as well as their speakers; and (4) cultural functions of each
system.

Aspects of Language Contact in Africa
Edgar C. Polomé

University of Texas at Austin

Linguistic communication in the contacts between the local population and 
natriates in the former colonial territories in Africa entailed characteristic 

developments such as the use of a Mischsprache as ‘kitchen language’ and the 
introduction of African terms into the European language spoken locally. On 
die other hand, rapid urbanization bringing together considerable numbers 
of people of very different ethnic and linguistic background implied typical 
processes of pidginization and creolization. In the Shaba region of Zaire the 
growth of the copper industry led to the use of a pidginized form of Swahili 

1

as language of interethnic communication, and with the stabilization of the
urban population in cities like Lubumbashi this pidgin became the first lan­
guage of a large part of the younger generation and typical features of creoliza- 
tion (relexification, new grammatical patterns, etc.) set in.

Comparative study shows the parallelism of these developments with the 
phenomena documented for other parts of Africa, e.g., the industrial areas of 
Zambia and southern Africa.

1

Cross Cultural Investigation of Kinesics: New Directions

Walburga Von RafBer Engel
Vanderbilt University, Nashville Tenn.

Tiltifj 'nvestigation of non-verbal behavior/kinesics across speech communi- 
serious research attention, and is to all intents and purposes an 
unexplored area of human communication. In line with the con-

in a programmatic paper, summer 1982, at the 2nd Inter-

^orki: 

1)

Symposium on Contact and Conflict, in Brussels (sponsored by the 
Center on Multilingualism), the following will be submitted at the
Group in question:

'®ssi, Such research begs for serious empirical efforts, rather than mere im-
'’’nstic treatment;n. ouc treatment;

.’ . . - * -
3) ^'-quisition, from a comparative viewpoint;

necessary to pay attention to the investigation of early childhood
irQiii d. coiiip<ir£iiivc vicwpviiiu,

^nipirif-a] research needs to be performed upon the comparative mani-
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festation of kinesic behavior in a variety of maximally different
contexts;

4) Interrelations between verbal and non-verbal behavior
investigated.

^-^>'Ruag^
^»ta,

»¡mil,lar
need to be

This brief presentation will be presented against the backdrop 
scholar’s own pioneering researches into non-verbal behavior. of this

I

I

I
I

f

I
I
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Language Contact in Europe

Organizer: P. Sture Ureland 
I’niv. of Mannheim, AVcst Germany

1 The present situation of the ethnic groups in Europe and the approxi­
mately 64 languages spoken there is a result of a whole series of historical 
events and linguistic fusions.* We can observe continuous ethnogenesis and 
linguistic fusion in historical documents and sources throughout history since 
the decline of the Roman Empire and the era of Germanic and Slavic migra­
tions between the 4th and 11th centuries A.D.. Both the genesis and death 
of a great number of languages must be taken into consideration in an ethnic- 
historical perspective on the European languages, which focuses on change and 
fusion.

2. The starting point of our research on language contact in Europe is 
the conviction that one cannot arrive at significant results without including 
both the synchronic and diachronic dimensions. An additional dimension is 
also required—the ethnic setting. All three dimensions are necessary in de-
scribing man’s bi­ or multilingual capacity. The necessity of an ethnically- 
based type of linguistics has made it clear that the bilingual individual con-
stitutes an important focus of research in describing linguistic variation and 
change. Linguists of this orientation do not focus their attention merely on 
3bstract systems or rule schemata in systemic linguistic attempts, but rather on 
the bilingual speaker in his ethnic setting, who lives with a multitude of social, 
’tstorical, geographical and ecological variables.

In the hey-day of Neo-grammarianism, structural and generative grain- 
the fact was forgotten or ignored that man is a multilingual creature, who 
learn and 

‘‘’ngualism
master several languages with varying degrees of perfection.

possesses
the

and diglossia are potential capacities which every human being
at birth. He can develop these abilities to a near perfect degree, if

H’h social circumstances force him to do so. One can ask oneself
, there is any individual who has recourse only to one system of rules 

e sense of the generative grammarians. Every human being lives with a 
ttude of linguistic varieties around him, which he learns to understand 
often to speak within a comparatively short period of time. If he were

tn
»nuiti.
^n^l

* Th'——t’apj papers of the work group will be published under the title Language Contact in Europe.

’»d p
Stven at the 13th Congress of Linguists in Tokyo, August 2i)-Sept. 4, 1982 in the Work 

Language Contact: Stratalinguistic and Synchronic Aspects, ed. by Peter H. Nelde 
t reland, Ann .Arbor: Karoma Press, 1983.

On
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unable to learn or understand these varieties he would also be unable 
the complex requirements of speech acts.

4. Furthermore, in European areas of multilingualism or in areas

to

strongly developed type of diglossia of dialects and a

I
I

[

"«pe

nieej

withJ 1 , "‘III astänciarci language fe 
illtnX tiliaSchleswig, Grisons in Switzerland, Alsatia or East Belgium) the inadequacy 

systemic linguistics is still more obvious. Here the intricate network of 
domains, levels of style, and registers has to be investigated before general 
claims as to linguistic development and change can be formulated. The

of

multi­
dimensionality of linguistic speech acts in these areas contrasts sharply with 
the one-dimensional rule systems as elaborated within the frame-work of gen­
erative grammar. In order to describe linguistic change the multidimensional
language gift of man must be taken into consideration. Convergence linguis­
tics or—as we prefer to call it in Europe—contact linguistics is one road to a 
better understanding of language change and consequently of the nature of 
language.

5. It is very fruitful to look upon Europe and the Near East as a linguistic
and cultural unit which can be described as having coexisted in an process of 
interesting interaction throughout centuries and milennia. One could also say, 
from the perspective of our Japanese hosts, that we have been cut off from the 
rest of the world in a kind of an enormous cul-de-sac, a cultural and linguistic 
dead-end, where the success of attempts to break into other cultures and lan­
guages was extremely limited between 360 and 1500 A.D., a period which is 
marked by the attacks of the Huns in its initial stage and by the fall of the 
Byzantine Empire (1453) and the discoveries of the searoutes to India (1488) 
and America (1492) in its final stage. This period of approximately 1200 years 
is extremely important for the genesis and death of European languages, and
the repercussions of this are still visible in Europe. Following the historian 

limitedMcEvedy 1961 we can say that the European-Near Eastern horizon was 
in the north by the Arctic Circle, in the west by the Atlantic barrier. in the
south by the Sahara, and in the east by the Ural mountains and the Suleiman
Range. Before the 15th century it was not possible to break out of the area 
within these geographical boundaries because the means of travel had not been 
developed which were to make it possible to breach the Atlantic barrier pe* 
manently, to cross the Sahara desert or circumnavigate it, or to cross the Ura 
Suleiman line. We disregard the sporadic Viking contacts with Greenland

Range. Before the 15th century it

North America in the north-west, the Arab crossings of the Sahara
(13th century), the Arab conquest of the north-western province

and
in the south 

of India (Sind)
to break(8th century) in the south-west. Except for these small-scale attempts 

out of the area, the only open land-route to India and China and south e 
Asia went via Turkestan, that is via the Silk and Spice Routes. Althoug
Persian and Macedonian Empires included an Indian province, it is a 
cant fact that the land-route to India was not attempted by a western 
during the entire Middle Ages. The nomads hold on the key to the Far 
Turkestan, remained. The nomad empires, those of the Huns, the Mol’S

Indian province, it is a
western

rols,
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pd the Turks, were strong enough to block direct cultural and linguistic con-

1

F-

a:
tacts between Europe and the Far East for centuries.

fi. It is known from the linguistic development of the European languages
that the invasions from the steppe were decisive for the ethnogenesis of Europe, 
/^side from historical sources we can reconstruct indirectly the effects of an 
eastern ethnic invasion of great magnitude sweeping in from the steppe—the 
Indo-Europeanization of Europe by the Kurgan People between 4000-1500 
j5 C. for Asia Minor and 2000-1000 B.C. for southern, central, and northern 
Europe. Thanks to the achievements of historical-comparative philology and 
modern archaeology, the eastern origin of the European languages (Old Greek, 
Latin, Old Irish, Old Bulgarian, Gothic, Runic Scandinavian etc.) has been 
amply described. It is interesting in this context to note that the peoples of 
Europe have shared the same fate in historical times as the peoples of both 
the Indian subcontinent and China in having been continuously invaded by 
the nomads (Huns, Turks, and Mongols), who lived in an area between the 
three areas in focus here; Europe and the Near East, India, and China.

7. Although these ethnic processes—migration, conquest, destruction. as-
similation, racial mixture, and genetic mutation—have been recorded and 
described in detail by historians, archaeologists, cultural geographers, geneti­
cists, and historical linguists, the thesis that linguistic contact and fusion is 
one of the most fundamental causes of linguistic change, particularly in periods 
of prehistorical bilingualism, has been late in becoming accepted by linguists 
who consider that language developed by evolution. This state of affairs is 
strange because the continual mixing of peoples and languages has spread com­
mon characteristics throughout the Eurasian area under consideration here.
^Ve can observe such common properties in the form of common isoglosses
which cut across linguistic borders, so-called phonological “Sprachbiinde” in 
the sense of Trubetzkoy, or common syntactic or morphological constructions.
as are found for instance in the Linguistic Area of the Balkans, and last but
not least a common pool of semantic structures and adaptations between all 
European languages by means of loan translations, loan creations etc. from 
Latin and Greek as the learned superstratum models which give rise to a huge 
Euro-Atlantic Linguistic Area.

8. No archaeologist, geneticist or cultural anthropologist would deny the 
impact which racial and cultural mixing exert upon the development of a 
^iveii culture. Language cannot be separated from race or culture, as the three 
form a single complex. The ethnic-social processes during periods of migra- 
b'on and conquest lead to bilingualism which is often the locus of linguistic 
change. Such processes underlie the behavior of bilingual speakers and have 
heen studied in synchronic research in the bilingual areas of Europe. Such 
synchronic interferences and transferences as have been recorded occurring be­
tween two languages in contact are believed to have parallels in the past, so 
that a better understanding can be reached of how new linguistic systems arise 
because of the fusion of two linguistic subsystems within one individual. SuchL
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racial and linguistic fusion was promoted by the Roman Empire. At the end 
its existence its peoples and languages had become fairly homogeneous 
the exception of certain areas on the periphery such as Britain, the Py'ren 
(the Basques), the Balkans etc.. The importance of studying such processes^^^ 
fusion seems obvious, as they give rise to new languages and ethnic structur 
e.g. the Spanish language after the fall of Visigothic Spain (737), French and 
German after the division of the Frankish Empire (888), English after the 
Scandinavian and Norman-French conquests (800-1100), the Scandinavian Ian 
guages after the Viking migrations (800-1100), and the linguistic influence of 
Medieval Latin and the Middle Low German of the Hanseatic League (1100— 
1500), the Slavic languages after the consolidation of the Kingdom of the Rus’

''’ith

of 
es,

(Old Russian), the establishment of the Bulgarian, Polish, and Czech states be­
tween 900-1300. Everywhere we meet with cultural and linguistic adaptation 
and fusion, where linguistic contacts are established through bilingual speakers, 
either as a result of natural direct contacts in everyday situations (natural 
bilingualism) or of the needs of education (literary bilingualism).

9. Putting emphasis on the contact linguistic aspect does not imply that 
the view of genetically caused changes in the European languages, which seem 
to arise spontaneously or accidentally is rejected here. The value of a drift- 
hypothesis in the sense of Sapir 1921 is acknowledged here as an explanation 
of linguistic change of all European languages in the past for which we have 
no ethnic or historical evidence. However, it is the lack of contact linguistic 
information in the past, which forces the historical linguist to treat prehistori­
cal language change as a biological process. This genetic-evolutional perspec­
tive of linguistic change is abundantly represented in all handbooks of 
Romance, Germanic, Slavic, and Finno-Ugric philology—a heritage of the his­
torical-biological view in the German type of historical linguistics of the past 
century. The contact-linguistic perspective on the other hand draws more on 
the ethnic-social view, but the important role which it plays in the development
of a given language has certainly not been acknowledged, since the processes 
of contact in bi- and multilingual areas do not allow themselves to be easily 
formalized in categorial developmental schemata. This statement of mine 
refers to all dogmatic theory formations on linguistic change, whether they aie 
of a neogrammarian, structural or generative nature. A tertium quid arises 
through the processes of contact, so that in the interferences or transferences 
the seed of a new linguistic form or of a new linguistic variety can be detec • 
It is only a question of social, political or cultural acceptance, whether this o
that interference or transference structure in the speech of bilinguals will be
accepted as an innovation by the native speakers or rejected as an alien element
in the linguistic system.

language contact in Europe presentedThe Tokyo work-group on 1
linguistic contacts and cultural fusion in Scandinavian (H. Jahr and S.

on

■■i.guiHiL coniacis ana cuiiurai lusion in scanainavian (n. jam aiiu . 
land), Finno-Ugric (I. Batori), East Slavic (B. Panzer), and Romance—in

■ - - -- - - ’1 sup^tcular Alpino-Romance—(H. Goebl). H. Munske’s paper on the Latin
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jtratum in German was presented by S. Ureland.

ß^eferonces
1961. The Penguin .Atlas of Medieval History. Hongkong.^IcEvedy, Colin

Sapir. Edward 1921. Language. New York:, Harcourt Brace.

Scandinavian Language Contacts

P. S. Ureland
Univ, of Mannheim. West Germany

My paper is a contribution to a fairly new branch of linguistics: Contact
Linguistics. It focuses on the Scandinavian languages because they are an ex­
cellent example of languages in contact. Although Scandinavia is geographi­
cally on the fringe of Europe, innovations from the west, south, and east have 
entered these languages at various periods in different ways throughout their 
history. The essence of every language is the way it varies from a geographical 
point of view in its development through time and in its social use. This varia­
tion is the result of a whole series of factors one of which, language contact 
between bilingual individuals, is the major cause of language change and varia­
tion. This is especially true in areas where we can register social upheavals due 
to conquest (the British Isles and Normandy), settlement (Iceland, North 
Scandinavia, Finland, the Baltic States, and Russia), and/or trade (the Varan­
gian settlements in the Ladoga, the Novgorod, and the Kiev areas during the 
Viking Age or the Low German colonies in the cities of the Hanseatic league 
(Stockholm, Wisby, Kalmar, Bergen, Novgorod etc.). However, bilingual con­
tacts in Europe also take place indirectly through learning, religion, the law.
and scholarship. The use of Medieval Latin as the language of the church, the
administration, the legal system and research led to language contacts between 
Latin and the Scandinavian languages which were decisive for their develop- 
TOent into effective vehicles of communication. The role of German (especially 
^fiddle Low German), French, and English must also be considered here in
Order to present 
Scandinavia.

a complete picture of language change and development in

L
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Finno-Ugric Languages and their Contacts with Slavic and Germanic
—Universals of Language Contact

WG 12 & 13: Language Contact in v " Llri"•ope

I. Batori
EWH Koblenz, AVest Germany

On the one hand the present paper will focus on the contact between the
Finno-Ugric and Slavic, and Finno-Ugric and Germanic languages on the 
other hand. There are about 24 million speakers of the 16 Finno-Ugric Ian 
guages today, all in areas of Indo-European linguistic and cultural dominance
Only the Hungarians and the Finns form the local majority in their respective 
native countries.

In general the socio-economic factors are more important than cultural or
linguistic ones for the maintenance of Finno-Ugric languages. This results in 
the decay of the minor Finno-Ugric languages, especially in the Soviet Union. 
The greatest impact of Indo-European languages is in the language of science 
and technology, whereas there is a remarkably strong resistance to this influence 
in other language varieties (especially everyday speech and fiction).

As regards internal language structure it can be observed that while there 
are practically no restrictions on lexical borrowing, morphological interference 
of Indo-European in Finno-Ugric practically does not occur.

Typologies of Language Contact in Early Times and the 
Present-Day with Reference to the Romance Languages

H. Goebl
Univ, of Regensburg, West Germany

The present paper will discuss some examples from French, Occitan, and 
Alpine-Romance which demonstrate the value of a combined diachronic an 
synchronic approach to language contact. This will be done in the framewor' 

research (sub-of contact linguistics which Includes the older type of stratum 
and superstratum) as well as modern research on interference.

A typological list which covers various linguistic layers in the
speaking areas just mentioned will show how the knowledge acquired fO
bilingual and multilingual studies can be used to explain how new languag 
and new linguistic areas come into existence. The scientific modalities in

rying out this type of research will also be dealt with. tudie^
The zones of linguistic contact which are in focus here have been s

intensively for the past few years. My paper is to be seen as a contribution 
an overall typology of language contact in the three Romance areas whic 
in turn a piece of the contact-linguistic map of Europe.

1 to 
are
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The Role of Latin as a Superstratum in German and other
Germanic Languages

H. Munske
Univ, of Erlangcn-Nürnberg, West Germany

This paper deals with the main areas of linguistic research (the lexicon and 
the syntax), where Latin loan-words have influenced the German language his­
torically, comments on characteristics of the Latin superstratum (diglossia, ac­
culturation) and deals in more detail with the change in the German language 
system, caused by contact with Latin, in the graphemic system, vowels in un­
stressed syllables, stress rules in foreign words and the structure of morphemes.

I will claim that the requirements of an adequate and complete linguistic
description are not met by the one-sided preoccupation with “central systems” 
in historical linguistics and also in synchronic language description by relegat­
ing the characteristics of “foreign words” to so-called “peripheral systems”.

I want to show (referring also to Dutch and Scandinavian examples) that— 
as a result of contact with Latin—patterns for the integration of Romance 
elements have been created, which have also been applied to more recent 
French, Italian and English transferences, with the result that the latter fre­
quently appear synchronically to be Latinisms.

Linguistic contacts with Latin led to a kind of convergence of the Germanic 
languages, which overlay the historical heritage of Germanic language rela-
tionships as a kind of European-Atlantic ‘Sprachbund’.

External and Internal Factors in Language Change

B. Panzer
Univ, of Heidelberg, West Germany

The subject of the paper will examine whether it is possible to distinguish 
between loan relationships caused by language contact and internal develop- 
nient which have lead to identical or similar language structures in different 
places. Or to put it differently: how can one prove what are the results of 
borrowing from other languages and what are independent parallel develop-
Jitents? It is the question as to the monogenesis or polygenesis of language

L
phenomena: monogenesis, where a phenomenon spreads out from a central 
point; polygenesis, where it spontaneously develops independently in different 
places in different languages.

It seems to be time to examine which type of linguistic arguments must 
be advanced to prove internal development and which to prove the influence 
of external factors?
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The paper is intended as a contribution to the discussion on the
dological principle of research on both language change and language c
Linguistic material from various European languages and from differenT?^^'^^■
of the language systems will be discussed inter alia: the ‘have’- and ‘be’
in Germanic, Romance and Slavic, the ‘have’-construction ?» Russia^

’ï^eth,10-

Finno-Ugric, the postpositive article in Balkan languages, Scandinavian 
North Russian and vowel reduction in Russian and other languages

and
and

Language Contact in Northern Scandinavia 
(in particular in Northern Norway)

E. H. Jahr
Univ, of Troms0, Norway

My paper surveys the different linguistic results of language contact in 
Northern Scandinavia, and more particularly in Northern Norway. For several 
hundred years the linguistic situation in this area has been one of multi­
lingualism. Here one could hear and observe not just one or two languages 
being used but many; Norwegian, Lappish, Finnish, Russian, Swedish, 
Danish, English, German and French. My paper focuses on three of these lan­
guages: Norwegian, Lappish and Finnish. The different types of linguistic 
results which emerge from an investigation of this multilingual situation can
be summarized as follows; 1. Various kinds of primitive languages without 
lasting effect, created on the spur of the moment to overcome the communica­
tion barrier. 2. A long-lived Russo-Norwegian pidgin, Russonorsk, which was 
used for about 150 years in the seasonal trade between Russians and 
Norwegians. 3. Adstratum elements from Norwegian assimilated into Lappish 
and the Finnish of Northern Norway, and from Lappish into Finnish. 4. Lapp 
Norwegian” with many evident Lappish substratum elements. 5. Language 
death, affecting especially the Finnish of Northern Norway, with many exampRj 
of analogical formations and reductions in morpholo^. 6. Reductions 
generalizations in the morphological system of Norwegian as a result of an 
guage shift (i.e. from Finnish and Lappish to Norwegian). These different yp 
of results make Northern Scandinavia a most interesting area for disci 
languages from the point of view of contact typology.

Organizer: P. H. Nelde
Research Centre on Multilingualism, Bruxelles, Belgium
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Processes and Patterns of Language Shift

Richard Trim
Research Centre on Multilingualism, Bruxelles, Belgium

The reasons for the initiation, rate, and process of language shift are coni-
p]ex and can vary greatly from one region to another. Moreover, language shift 

’ a variety of different code patterns according to the sociolinguistic can produce
structure of the population.

This paper will examine the ways in which language shift progresses in a 
language-contact area of Eastern Belgium, and how the progression can affect 
different diglossic code patterns in the community. Here, different sociolinguis- 
tic factors such as age, sex, socio-economic background and the politico-histori­
cal development of the region have all contributed to the rate of language shift.

The analysis will therefore attempt to find answers to the question of how 
and why language shift is progressing and to find out if there are any universal 
reasons which could be applied to areas of language shift in general.

Ethnic Minorities and Language Contact

Rudolf Kern
Vniversité de Louvain (UCL), Belgium

-Although the concept “minority” has already been analysed from many 
points of view, they have not yet led to a universally recognised definition. As 
an introduction, a definition of this concept will be proposed which, together 
with the attempts of interpretation in the scientific literature, takes the con­
tributions of national and international institutions into consideration.

The question of the position and relations of ethnic minorities within na­
tional or multinational societies is the further topic of this paper. On the one 
hand, the topic of the relationship between minority and state-nation(s) or other 
Societies within multinational states, are investigated.

The linguistic and socio-cultural consequences of the contact in question 
for the smaller ethnic communities of a multinational state such as Belgium 
^’ill be examined at a deeper level. In this way, special attention will be paid 
^0 the symptomatic phenomena as well as the aspect of scientific comparability.
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On the Use of Pantomime and on the Teaching
of Kinesics to Foreign Workers

I

WG 12 & 13: Language Contact j.

Walburga von Raffler-Engel
Vanderbilt University, USA

'ropç

Several German language sessions for guest workers sponsored by 
Goethe Institute in Munich, Germany have been observed. It was most inter 
esting to this writer to notice the use of pantomime as part of the
technique.

the

teaching

The paper will focus on two topics: The use of pantomime iiï the multi­
cultural context and the need for the teaching of culture-specific nonverbal 
behavior to foreign workers and immigrants.

The purpose of this brief presentation is to generate extensive discussion 
on the subject.

ix>

‘•S
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A Survey of Non-Linear Phonology

Organizer: M. Y. Liberman
Bell Laboratories, Murray Hill, New Jersey

During the past decade, various researchers have introduced into generative 
phonology a variety of representational devices that may be called “non-linear,” 
in the sense that they posit entities and relations beyond those inherent in a 
string of phonemes or feature-matrices. In some cases, these representational 
devices formalize traditional categories such as “mora,” “syllable,” and “foot;” 
in other cases, they formalize traditional devices such as suprasegmental 
diacritics, or notions such as “prosody” (Firth), “long component” (Harris), or 
"prosodeme” (Hattori); sometimes, there are no corresponding concepts in earlier 
work.

The proposed representational innovations are sufficiently diverse, both in 
form and in substance, that it is difficult to categorize them. The most important 
categories seem to be (1) the idea of tree-like phonological structures, with 
relations defined over subconstituents in such trees; (2) the idea of parallel 
descriptions (often called “tiers”), which are combined by a process of “associa­
tion,” or derived by a process of “projection;” and (3) the idea of a hierarchy of 
levels of phonological description, where the levels may be akin to proper 
analyses of a tree, or may be directly expressed as a so-called “matrical grid.”

Each of these ideas has arisen as a natural response to certain descriptive 
problems. Depending on how they are formalized, some of the categories I have 
given may be collapsed together, or split apart into more refined primitive ideas. 
Furthermore, their expressive capacities overlap to some extent—for instance, 
Syllabification has recently been treated as association of an autosegmental tier 
of syllabic features (Kahn), or as construction of syllabic trees (Kiparsky, Halle- 
^ergnaud). Attempts to construct an overall theory that would rationalize the 
set of non-linear phonological devices, and specify the appropriate domain of 

I

application for each of them, have not achieved either stability or general 
Acceptance.

Despite some uncertainties, these non-linear methods have made some solid
Contributions. The typology of phenomena such as stress, syllabification, tone 
And vowel harmony has been clarified and (to some extent) explained. An 
'^luininating description has been provided for some otherwise puzzlingI nil
nic

I eli,

1287

’horphological patterns, especially in the Semitic languages. It seems possible
‘o eliminate phonological “action-at-a-distance” in a principled way—that is, to
^iiininate variables from the structural description of phonological rules. Much
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of the work previously done by phonological rules can now be accom
local well-formedness conditions on non-linear representations.

lOg^.

I

Whatever the future of phonological theory may be, it is likd 
substances of these accomplishments will remain intact.

An Approach to Syllabification

Paul Kiparsky
MIT, Cambridge, Massachusetts

lied by

'■ ‘’'at the

In this paper 1 will assume a hierarchical representation of syllable 
and address the question of how this representation is to be assigned

structure
to strings 

of' signals in the phonological derivation. Certain general principles are
beginning to emerge from recent work on the variety of languages. I shall 
formulate and defend a specific set of these principles, which includes the 
following:

1. Syllabification is universally cyclic in many languages. It miist be cyclic 
because the syllabification of complex words depends on the syllabifi­
cation on their parts, and/or because other cyclic rules (such as stress) 
must operate on syllabified structures. The prediction is that there is no 
language in which the optimum grammar cannot have cyclic assignment
of syllable structure, though its effect may, in some ways, be vacuous
or overridden by independently motivated post-cyclic resyllabification
processes.

2. Cyclic syllabification is universally structure-preserving. I adopt McCarthy s 
proposal that phonological rules are blocked when their output cannot 
be syllabified. Further, I adopt the idea from auto-segmental theory trat 
segments that cannot be incorporated into a syllabification structur 
remain phonetically unrealized by convention. The output of phono 
rules is automatically resyllabified in accordance with a “minimal lea j 
ment principle.”

W'ithin the format work of lexical phonology, cyclicity and
, .... , . .. V. ..-. .I-.-J___ r„,. „jioKifiration- H.aupreservation do not have to be stipulated specifically for syllabification

they are derivable from more general principles governing 
processes of the lexicon. Furthermore, this approach allows sylla e 
to function as a filter on lexical representations, making possible t- 
elimination of the problematic category of “morpheme structure 
from the theory of grammar.

the phonolog'«^»’ 
- • ; StrilCtU*^ 
the desirable

.nditions

I
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Autosegmental Analysis of Japanese and Its Theoretical Implications

Shosuke Haraguchi 
The University of Tsukuba

This article is concerned with an autosegmental analysis of Japanese 
segmental and tonal phenomena.
A disguised language in Japanese, called the Babibu language, will first be 

analyzed within the framework of autosegmental phonology, and it will be 
demonstrated that this word play and its analysis are important in that they 
both make it possible for us to gain a better understanding of the nature of
language and offer a number of interesting theoretical implications.

It will then be argued, on the basis of an examination of certain segmental/ 
tonal phenomena dependent on vowel height, that the notion of sonority- 
hierarchy plays a crucial role in several Japanese dialects.

Finally, it will be suggested, with some illustrative examples, that the basic 
ideas of the autosegmental phonology can be extended to some areas of syntax 
and semantics.
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Working Group 15:

Speech Production

Organizers: Osamu Fujimura'’ and James H. Abbs^’ 
’’Bell Laboratories, Murray Hill, New Jersey and 

^'Speeth Motor Control Laboratories, University of Wisconsin, Madison

Abbs, who played the leading role in organization, could not attend the
congress, and therefore this group meeting was conducted under Fujimura’s
leadership. Among the proposed presentations, the abstracts of which were 
printed in the official book. Abbs and Ohman withdrew their papers by absence. 
Fujisaki and Liberman volunteered to forego their announced presentations and 
to contribute substantive comments, thus expanding the time available for 
coherent discussion. The time available was approximately 5 hours for ses’en 
papesrs, about 30 minutes each. The session was divided into four parts.
moderated by Fujimura, Liberman, Fujisaki and Fujumura. There were
approximately 50 participants.

Dinnsen discussed the phonetics of phonological neutralization. He gave 
some background of relevant work in recent years including, in particular, that 
by Robert Port and his coworkers on German final tenseness. Then he discussed 
the result of his own speech production experiments on putative neutralization 
in Catalan phonology. The paper basically pointed to the general lack of 
quantitatively precise description of phonetic facts, which can undeimine 
theoretical arguments on phonological rules. The separation of phonologica

the result of his own speech production experiments

challenged. C. J, Bailey discussed the issue 
of monitored (as in this study) vs. unmonitored (spontaneous conversationa
rules from phonetic realization was

speech. Ilse Lehiste discussed the importance of listening tests 
speakers, and also the relevance of vowel color variation and woi

bv the native
rd boundary

problems.
, Ohala’s presentation was retitled as “Evaluation of Phonetic 

Phonology.” The presentation replied to previous criticisms by S.R- - ”

of

qH articulatory events. She remarked that some rather simple rules may be 
ysed to specify relational invariance over context change, as revealed by 
electromyographic and x-ray microbeam data. Liberman mentioned relevant 
timing data by R. Port. Eva Gârding raised the question of pre-planning. J. 
t’Harb in this connection, discussed the issue of “read” vs. spontaneous speech.

Kiritani discussed a simultaneous microbeam and EMG study of velum move­
ments in Japanese. He showed results of interpreting the observed velum height
time function as a second-order linear response to a Step function. Liberman
noted some conflict of this result with Harris’. A new finding was reported that
vowels, when surrounded by nasal consonants, required a short period of velum
elevation in spite of the continuously lowered velum. Fujimura mentioned 
that there was difference between these new data and previous results concerning 
velum movement from a vowel to a syllable-final nasal, raising a question of 
deliberate “syllabification” of the final nasal by the subject.

Fujimura discussed his “iceberg” model of articulatory movements. Showing 
preliminary data that demonstrated relatively invariant local patterns, he 
observed that the method of comparing two segmentally similar sentences using
icebergs would provide us a new tool for studying exact timing patterns with
respect to phrasal effects. Fujisaki commented on the possibility of interpreting 
such patterns as consequences of simple physical mechanisms.

Hirose discussed a differential characterization of motor control dynamics 
in three types of articulatory dysfunction using microbeain data. It was argued 
that such quantitative studies of pathological phenomena would reveal basic 
facts about the neural mechanisms of motor control.

MacNeilage discussed three major impairment types in aphasia, paying 
particular attention to the likely targets and intrusions in substitution errors. 
Blumstein’s early conclusion about the role of distinctive features and marked­
ness was criticized, and the role played by phonemic segments in substitution 
errors was emphasized. Liberman asked about the consideration of basic statistics 
■of the language in use, and the metric to be used for phonetic similarity. Ohala 
commented on the significance of the new view of phonological markedness. 
Fujimura emphasized the need for a comprehensive model that would predict 
the error patterns probabilistically.

Liberman discussed what is called pitch declination. He pointed out that 
there were possibly several different effects that might be alluded to as pitch 

^^ciination. He suggested that a “soft” preplanning may exist which reflected 
® gross qualitative idea about the length of utterance, as well as purely local 
flown stepping with reference to discrete phonological units. He also elaborated 
fl's earlier comment on the validity of step function inputs to motor control 

— fl'echanisms, and emphasized the need for appropriate segmental units.

i. external explanations^-^vg 

afifl
about the distinction between phonology-internal vs, 
by Dinnsen and R. Lass that phonetic explanations in phonology do not

Problems concerning voicing/devoiciugdeductive nomological status. 5/----- "I for
lossibleretroflexed apicals were discussed, arguing that the best pi 

linguistic studies, as for other sciences, was to achieve deductive pio
,babiH«“" -i

explanations. bser'^^^
Harris discussed the organizational units of speech production. She o 

some physiological evidence for breath-group length effects on the 
of an utterance, as well as effects of segmental and suprasegmental envdroll'”'

Fujisaki expressed his view on pitch declination, saying that in Japanese 
declination was phenomenologically there. He mentioned, however, that 

® Was hesitant to directly correlate aerodynamics to down drift, since the 
^c^'Ctting time was observed to be too short.

1290



Lehiste discussed, about the domain of duration determination, wheth
length of the preceding or the following string (of syllables), or that of the
sentence, affected the duration values. Her previous work had demon
the latter to be true. A. Abramson commented on Dinnsen’s paper, and disci^^^'^^'^
neutralization with respect to “articulatory persistence.” ’

1292 WG 15:
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total

:us5ed
It was the general feeling that very basic questions of linguistics

raised as the result of studying quantitative data with various new toolsare being 
fically, the interrelation between experimental phonetics and phonolo^ca'l 
theory has entered a new era provoking serious reconsidration of basic theoretical 
concepts and frameworks.

The Neuromotor Translation of Phonological Features and Units: 
Implications for the Underlying Representation

James H. Abbs
Speech Motor Control Laboratories, Univ, of Wisconsin, Madison

Historically, theories of speech production have assumed a more-or-less direct 
nervous system translation from the cognitive-linguistic representation of overall 
speech system intended goals to peripheral articulatory movements and/or muscle 
activity. This assumption is reflected in continued descriptions of muscle activity 
in sound productions in contrasting phonetic environments, observations & 
renewed discussions of the so-called phenomenon of coarticulation, etc. 
Increasingly, however, it has become apparent that due to the operation of 
motor equivalence that the speech motor translation oj speech system intended
goals is a multi-level programming process. That is, recent evidence indicates 
that (1) a particular speech movement is achieved by variable combinations of 
synergistic muscles and (2) a particular speech sub-gesture (e.g., labial closure, 
tongue elevation, etc.) is achieved by variable combinations of individual 
articulatory movements. Obviously, individual speech muscle actions & move­
ments are programmed quasi-independently from overall speech system mten 
goals. That is, as noted previously by the present author (Abbs, 1979; Abbs an 
Cole, in press), it is unlikely that there is more than a general probabhstm 
relation between hypothesized linguistic features or units and acivity in a g 
muscle and/or movement of a given articulator. The implications of t 
hierarchical speech motor programming process for articulatory feature oe

given articulator. The implications

tions and for the underlying nervous system representation of phonolog
features and units will be discussed.
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Temporal Organization of Speech and Phonological Representation

Osamu Fujimura
Bell Laboratories, Murray Hill, NJ

Recent studies using advanced instrumental techniques have revealed 
characteristics of articulatory time courses that escape traditional accounts based
on concatenated and smoothed (coarticulated) phonetic (segmental) units. A 
model is proposed which assumes (1) relatively invariant articulatory movement 
patterns (icebergs) for initial or final part of a syllable (demisyllabic transition), 
(2) loose timing relations between such events of different articulators, (3) 
possibility of repulsion as well as smoothing between consecutive gestures by 
the same articulator, and (4) strong effects of stress and phrase boundaries on 
variable parts between icebergs.

Representation of Coarticulation in Motor Plans

K.S. Harris
Grad. School. City Univ, of NY. Haskins Labs, CT, Fredericka Bell-Berti. 

St. Johns Univ., Haskins Labs, CT and Betty Tuller, New York 
University Medical Center, Haskins Labs, CT

A central aim of speech production research has been to understand how 
the units of communication maintain their identity over such broad changes in 
overall plan as changes in speaking rate, differences in emphasis, or rearrange­
ment of phonetic elements.

AVe have taken two approaches to this problem: first, we have examined the
spread of the articulatory features of a given phone as the surrounding phones
are \aried, and have evaluated the results within the context of current theories 
of coarticulation. Second, we have examined the temporal interrelations of 
articulatory aspects of phone sequences as stress and speaking rate vary. Results 
ior the first experiments show evidence of the temporal spread of features of a 
given phone, but not feature capture from phone to phone. Results for the 
second series of experiments show that although gestures for individual phones 
'ary with changes in suprasegmental context, temporal relationships among 
articulations remain constant. Taken together, these findings suggest a model 
e»f speech articulation in which units are coproduced, but this coproduction is 
temporally determinate.
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On the Phonetics of Phonological Neutralization

Produ,'«ion

D.A. Dinnsen
Indiana Univ., Bloomington, IN, Bell Laboratories. Murray Hill. Nj

A fundamental construct of phonological theory is neutralization This
construct serves as one basis for relating phonology & phonetics. Surprisin 1 
however, the phonetic details of neutralization have only been assumed The
assumption is that forms which are distinguishable phonetically & phonological! 
in certain contexts and/or levels of representation are under certain other well
defined circumstances totally indistinguishable at the level of phonetics. Very 
little experimental work is available that would contribute to establishing the 
facts of neutralization. Despite the paucity of empirical evidence on this point 
a number of important theoretical proposals are founded on this assumption. 
Recently, a number of studies from diverse research concerns point to the incor­
rectness of the conventional assumptions about neutralization.

This paper reports the results of an experimental investigation which 
examined the phonetic details of several putative neutralizations in Catalan. 
This is done in an effort to establish the facts of, at least, certain neutralizations 
in a particular language. These results will also be related to other research and 
general issues of phonological theory with suggested revisions of the theory.

Temporal Control in Dysarthria

Hajime Hirose
Res. Inst, of Logopedics & Plioniatrics. Univ, of Tokyo

Dysarthria is generally defined as a motor disturbance of articulation 
secondary to dysfunction of the neuromuscular system related to speech produc 
tion. Although dysarthria can be classified into several subgroups, the gen 
feature of dysarthria is imperfect articulation in terms of both segmen a 
prosodic aspects of speech. In order to investigate abnormal articu a 
dynamics in dysarthric speech, patterns of the articulatory movements of .'ayi 
types of dysarthric subjects were analyzed by means of pellet tracking .
using an X-ray microbeam system. The result indicated that there were di 
patterns of abnormality in both spacial and temporal domains of articu 
movements depending on the type of basic neurological disorders. In .gj 
.Uo ___ __________-____ .1.. ______ 1- a _______ -c*— to be aiietin the speech flow process was often found to be — 
in the case of cerebellar ataxia or Parkinsonism, the pattern of w u 
characteristic to each pathological condition. It was suggested that an a 

promising appfO^^^

the rhythmic structure was
,nalУ^*^

of the dynamic aspects of dysarthria should be a
elucidating the nature of the motor control of speech.

for
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Modelling Prosodic Effects on Vowel Production

Mark Y. Liberman
Bell Laboratories, Murray Hill. NJ

an
Changes in speech rate and emphasis, both local and global, affect not only 
titterance’s time pattern, but also the set of articulatory and acoustic states 

through which it passes. As a result, rate and stress changes are not well modelled 
bv time-axis warping. At least in English, the emphasis effect cannot be reduced 
to the rate effect, although local changes in emphasis cause local changes in rate.
In addition to rate and emphasis effects, a stylistic parameter that one might
call “precision” causes systematic variation.

The magnitude of the variation due to these effects is large. Viewed either 
in articulatory or in acoustic terms, such systematic variation in (for instance) 
a given vowel (in the same word, in the same sentence, by the same speaker) 
may easily cover a third of the speaker’s entire vowel space. Vowel quality 
perception, even by phoneticians, appears to compensate for much of this 
variation.

Production models that permit separate control of rate, emphasis and 
precision, and that make qualitatively correct predictions about their interaction, 
will be discussed.

Towards a Non-Segmental, Non-Linear Phonology: 
Phonetic Considerations

S.E.G. Ohman
Dept, of Linguistics, Uppsala University, .Sweden

In contemporary phonology & phonetics, segments & features are usually 
understood to be, respectively, (sequential) units of utterances and (qualitative) 
acoustic properties of these units. Using Aristotelian terminology one could 
say that this point of view subsumes the segment under the category of Substance 

the feature under the category of Quality. And the identification of a segment 
'vith the set of distinctive features that it carries therefore presupposes the 
existence of the segment at the point where the feature is introduced, for, 
Mnalities presuppose the substances having them. This notion has stimulated 
phoneticians 8.- others to attempt to detect, isolate, and describe segments in the 
’Continuous acoustic representation of speech. But insofar as the expectation 
''OS been to discover ‘segment substances’, e.g., vectors of acoustic parameter 
'ollies, results have been negative. We conclude from this that segments are not

L
■Substances and that features are not qualities (properties, attributes). Instead

' 's'e propose to subsume the features under the (non-Aristotelian) category of
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(acoustic^ fact, i.e., a feature is always an acoustic fact (not an attribute
object/substance) fo be described by a proposition of the form ‘so-and-so ’ 

UlriA Tii-iv rüctintrnisb simnlp fart« frnm rnmnlpv nnpc .1-- ..

of an

case’. One may distinguish simple facts from complex ones and describe 
latter by means of the propositional operations of negation, disjunction etc a 
the segments (phonemes) may be understood as complex features (‘bundles’ 
use Jakobson’s term). This construction therefore reverses the logical relation'

the

ship (of presupposition) between segments and features. This is, moreover 
essential step toward a non-segmental phonology. In a second step the 
phonological notions of sequentiality (‘precedes’, ‘follows’, ‘is simultaneous

an

with’) 
are analyzed, and the idea is advanced that these relations are not to be under
stood as operations on segments of the same truth-functional type as the forma­
tion of phonemes. Instead we perform an analysis of the language in which 
feature descriptions are made. And using the results of this we propose a 
distinction between absolute and contextual features. The sequentiality relation­
ships are expressed in the language used to describe the latter. The empirical 
conclusions from these constructions seem to support certain ideas of current 
work by Halle, Liberman, Goldsmith, Hayes, Vergnaud and others.

Phonological Implications of Studies of Aphasic Speech

Peter F. MacNeilage
University of Texas at .4ustin

Linguistic theory and speech science share a conception of speech which 
includes a surface (phonetic) level of context-sensitive articulations and an 
underlying level of relatively context-free entities. A functional approach to 
the explanation of aphasic segmental speech errors is outlined in terms of three
terminal stages of speech output: lexical access, formation of the motor program 
(underlying level), and generation of speech movement (surface level). Centra 
to this approach is the reinterpretation of the concept of markedness in terms 
of surface (articulatory) constraints. This accounts for the fact that Speec 
Apractics, who are known to have articulatory problems, show error tendencie 
interpretable in markedness terms, while Conduction and Wernicke s who do 

Anothernot have articulatory problems, do not show such error tendencies, 
aspect of the approach is the interpretation of the importance of p^o 
similarity in aphasic speech errors in terms of a lowered signal to noise^ 
in speech planning mechanisms rather than in terms of the significance

ratio
of the

distinctive feature for linguistic processes.
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Simultaneous X-ray Microbeam and Emg Study of Velum
Movements for Japanese Nasal Sounds

fujiinura/Abbs

S. Kiritani, H. Hirose and M. Sawashima 
Res. Inst, of Logo. & Phon., Univ, of Tokyo

I

The movements of the velum were observed by the x-ray microbeam method 
simultaneously with the EMG recording of the levator palatini muscle, & the
pattern of the muscle activity & its relationship to the velum movement 
analyzed. It was confirmed that velum lowering for nasal sounds 

were
was

characterized by a temporary suppression of the levator EMG and the difference 
in the velum height between the syllable initial /m/ and the syllable final /N/ 
was correlated with the difference in the duration of the EMG suppression. 
It was observed that there was definite activation of the levator muscle for the 
vowel between the nasal sounds (such as /e/ in /memee/), although the velum 
stayed at a low position during the vowel period. This would indicate that the 
nasalization of the vowel was due to mechanical smoothing of the movement. 
The levator activity for the stop consonants in the condition of /Np/ and /Nb/ 
was characterized by a markedly higher peak value compared to that in non­
nasal environment. It was assumed that there were context dependent adjust­
ments at the motor command level to achieve a full elevation of the velum for 
these consonants, whereas there appeared no such adjustment for the vowel.

Articulatory and Acoustic Causes of Retroflexion of Apical Implosives

John J. Ohala
Phonology Lab, Dept, of Linguistics, LT. of California, Berkeley

Greenberg (1970) documented a cross-language tendency for apical voiced
implosives (=glottal ingressives) to be articulated as alveolars, post-alveolars, or 
ictroflexes even though other non-implosive consonants in the language in which 
they appear may be dental or even though they may have originated from
Carlier non-retroflexes, e.g., Sanskrit dántá-> Sindhi dandu “tooth”. This
tendency'endency can be explained by reference to data from the phonetic literature and 
horn original acoustic, aerodynamic, and dynamic palatographic studies which 
^how that 1) the primary articulatory correlate of retroflexion is an enlargement 

the cavity immediately behind the apical constriction, 2) as a class, implosives
^5® characterized by an active enlargement of the oral cavity and apical implo-
^*ves achieve this in part by lowering and hollowing the tongue behind the
Constriction, and therefore, 3) apical implosives tend to sound retroflexed.
Pl

and articulated as retroflexes. This explanation of a
cesumably, since they sound retroflexed they may eventually be interpreted

common sound pattern.
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often manifested in sound change, will be discussed in relation to thg
criticism of Dinnsen and Lass that such phonetically-based accounts
achieve the status of deductive nomological explanations which are

recent 
to

common inother sciences. These authors’ characterization of what they perceive as 
“shortcomings” of phonetic explanations in phonology are, to a certain ext 
accurate. However, deductive nomological explanations in the “successful’^ 
sciences, e.g., physics, chemistry, share the same shortcomings when they ar 
applied to real zeorld (and not just textbook) problems where all distort! 
factors cannot always be controlled. Taking into account the discipline-specific 
possibilities for controlling all relevant variables, phonetic explanations in 
phonology compare favorably with explanations in other scientific disciplines 
[Supported by the National Science Foundation and The Committee
Research, Univ. of Calif., Berkeley.]

on

Analysis of Timing Control for Plosive and Nasal
Consonants in Connected Speech

Hiroya Fujisaki and Norio Higuchi 
Faculty of Engineering, University of Tokyo

Clear definition for the timing of articulatory and acoustic events is indis­
pensable for the proper understanding of the timing relationship of segments 
in connected speech. The work to be reported here is based on the analysis 
of utterances of both real and nonsense words containing plosive and nasal
consonants and vowels of Japanese, uttered by a speaker of the Tokyo dialect. 
Acoustic characteristics that reflect the timing of closure and opening of the 
vocal tract were determined on the basis of observations of the physiological 
processes of producing bilabial and alveolar consonants, using the artificial 
palate and other techniques. These characteristics were then used for the 
acoustical analysis of the timing of consonant articulation in a number of speec 

were made ofsamples containing also velar consonants. Quantitative analyses 
the durational relationships betw’een a vowel and its neighboring consonants.

segmentalas well as on the influences of speech rate and word length upon segme 
duration. Based on these results, a quantitative model was constructed to 
segmental durations in words consisting of an arbitrary sequence of sylla 
types under study.
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Intonation

Organizers: Hiroya Fujisaki^ and Eva Gârding2>
1) University of Tokyo and ®’Lund University

1. Organization of the Working Group
Planning for the working group started as early as in April 1981 when 

Fujisaki visited Gârding at Lund University. In order to hold condensed and 
fruitful discussions among specialists actively involved in research, a preliminary 
invitation was sent out to about 15 people, most of whom agreed to contribute 
a paper and participate in discussion. Eventually the working group meeting 
took place with the participation of 12 speakers but opened to other participants 
of the congress whose number totalled about 110. Eleven papers were con­
tributed in advance and were distributed among the speakers, but were also 
made available as a preprint booklet to all who participated in the meeting. 
A more formal publication is being planned for the final form of the papers 
and discussions. The speaker’s names and the titles of their contributions are 
listed below.

John J. Ohala (Berkeley): Physiological mechanisms underlying tone and 
intonation

Arthur S. Abramson (Storrs): Intersections of tone and intonation in Thai
Johan ’t Hart (Eindhoven): The stylization method applied to British English 

intonation'
Costa Bruce (Lund): Experiments with the Swedish intonation model
Nina Thorsen* (Copenhagen): Sentence intonation in Danish
Keikichi Hirose (Tokyo): Modelling the dynamic characteristics of voice 

fundamental frequency with applications to analysis and synthesis of 
intonation

Philippe Martin (Toronto): 
Eva Gârding (I.und): 
2ong-ji AVu (Beijing):

Prosodic structures in French
A comparative study of intonation 
Rules of intonation in standard Chinese

Hiroya Fujisaki (Tokyo): Word accent and sentence intonation in foreign
language learning

^Ise Lehiste’ (Columbus): Some temporal and tonal characteristics of declara­
tive sentences in Estonian

Karen Kvavik (Madison): Acoustic and linguistic aspects of Parkinson 
intonation

1299
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(*Thorsen could not attend the meeting, but her paper was sumniar’
Bruce.)

I

Inti‘“nation

'y
The meeting was opened by an address by Fujisaki, stating the aims 

working group and presenting a list of topics which he and Gârding cons^d 
tn bp annrnnriatP for discussion« The nanpr« wbîrb îImU lArit-kto be appropriate for discussion. The papers, which dealt with various
of intonation, were divided into two groups: those dealing with the 
and quantitative description/formulation of the Fq contour, and those
with the analysis and formulation of the rules of interaction between i

aspects 
analysis
dealing 

ntonationand other factors, both linguistic and extralinguistic. These two groups of 
papers were discussed in two sessions, followed by a third session for
discussion. A brief summary is given of each of these sessions.

2. Session I—Mechanisms, Analysis/Synthesis, and Modeling

overall

This session was chaired by Gârding. Fujisaki as moderator stated briefly 
his broad definition of intonation, as those features of the spoken language that 
are expressed by the subjective pitch over a message. Although the time course 
of the fundamental frequency (the Fq contour) is the main acoustic correlate, 
it may also be influenced by such factors as the intensity and the duration. 
He then showed a schema of how intonation is realized. Information of a spoken 
message is coded by language-specific rules of intonation into neural commands, 
which drive the physiological and physical processes of controlling vocal cord 
vibrations. Referring to the distinction between these two stages, the former 
as the "software” and the latter as the “hardware” for producing intonation, 
he emphasized the need for a clear formulation of the latter process as a 
quantitative model. By incorporating the physiological/physical constraints 
(which are more or less common to speakers of various languages) into such a 
model, it would become possible to separate and extract the underlying into- 
national structure of an utterance representing the linguistic constraints (which

particular language or even toare considered to be more or less specific to a 
a dialect).

Following Fujisaki’s introductory remark, Ohala summarized his papei m 
which he reviewed several aspects of speech physiology relevant to tue produc 
tion of tone and intonation: 1) universals of question/declaration intonation, 
2) phonetic manifestation of stress, 3) segmental influence on pitch, 4)
of pitch fall vs. pitch rise, and 5) language differences in style of pitch conXtXXX TO« IVIX A iOv) CAXXkX iA * K.A A X A V.X k«AAK«V^O XXX kj J * f Q

The review provided evidences for some of the basic properties and constr r , , , . . ............................... r. , -aJnts onof the laryngeal mechanism, and also for the influence of these constiaints
the phonological form of intonation. ofAbramson described his investigation with Svastikula on the imeiaction 

with five pbon^^lexical tone with sentence intonation in Thai, a language 
tones. The speech materials were recordings of both three-word simple 
tive sentences and spontaneous conversation. Declination was found to 
evident in longer, more complex sentences than in shorter sentences w 
effect of lexical tone was found to be dominant.

declara-
be mof^

the
I
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7 Hart then described his study on stylization of F^ contours, i.e., approxi- 
piation of an Fj contour by piecewise linear curves in the domain of logarithm 

Fo as function of time, as applied to intonation of British English. Perceptual 
experiments were conducted to compare four versions of stylization rules and 
the original speech analyzed-resynthesized, and to determine their placement on 
a psychological scale. It was found that both fully-standardized and partly 
standardized stylizations are equally acceptable as the original speech which 
],as undergone analysis-resynthesis.

Liberman described a study conducted jointly with Pierrehumbert on the 
interaction of four factors in determining Fq contours in English: tune, 
prominence, declination and pitch range. Speech materials were collected by 
manipulating these factors independently, and were used to construct a model, 
in which a local scaling of Fg values is established by pitch range and phrase 
position. No clear evidence was found for phrase-level planning of Fg implemen­
tation and phrasal position effects seemed to be limited to a lowering of final 
pitch accents.

Bruce described results of experiments designed to implement his and 
GSrding’s model of Swedish intonation. He examined 1) the nature of F„ 
downdrift, 2) the effect of utterance length, and 3) the effect of attitude. The 
course of Fft downdrift was found to be stepwise at the accents rather than 
gradual over the utterance. Utterance length was found to be signalled by 
raising the Fg peak and Fg values of succeeding accents in proportion to the 
number of upcoming accents, and the speaker’s involvement was found to be 
expressed by an increase in the overall Fg range.

Thorsen’s contribution on sentence intonation in Danish was briefly sum­
marized by Bruce. In this work, sentence intonation is defined solely in terms 
of stressed syllables. In short utterances, the intonation contours were found 
to be quasi-rectilinear, with slopes varying according to syntax and function of 
the utterance. In longer utterances, on the other hand, the intonation contour 
tvas decomposed into phrase group with partial resettings. Phrase group 
boundaries were found to be only indirectly related to syntax.

Hirose described a joint paper with Fujisaki on a quantitative model for F,,
contours. Unlike most other scholars, they make a distinction between the 
’tiodel of the laryngeal control mechanism and the rules of intonation that 
Controls the mechanism. The entire time course of the logarithm of fundamental 
frequency is represented as the sum of phrase components and accent com­
ponents. corresponding to prosodic phrases and lexical accents, respectively. 
The model itself was shown to be capable of closely approximating Fn contours

were
only of Japanese, but also of English and Estonian. On the other hand, 

^be input commands to the model, as inferred by analysis-by-synthesis, 
found to indicate the language-specific rules of intonation.

Following these presentations, discussions and comments were made by the 
speakers and other participants.

Abramson raised the issue of the domain of declination, and suggested the
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need for separating the natural drowndrift and the linguistically
downsteps. He also mentioned that the domain may extend over a
sentences.

“ntrolie^ 
number of

Fujisaki commented that at least in Japanese, and presumably also in Otherlanguages, the declination can be observed even within a single vowel see 
or a word, and it is considered to be the consequence of the basic physiolo ' 
physical properties of the larynx. He also emphasized the need for a quantitat' 
model for the analysis and interpretation of contours, in order to be able't^
separate the effects of various factors and to make objective statements to
contribution to an Fq contour.

on their

Bailey commented on ’t Hart’s stylization of British F„ contours. His impres
sion tvas that ’t Hart by doing one of the stylizations had created 
with a different meaning from the original one.

a contour

Marlin then posed a question as to the linguistic importance of declination 
if the 'latter is such a universal characteristic of any Fg contour. Responding to 
Martin, Liberman emphasized the need for separating several different factors 
that may contribute to declination, such as control of the intial and final values 
of Ffl, downstepping of Fg during the utterance, and the autonomous decay 
process, etc.

Fujisaki commented that, even though there could be many models to 
describe a single phenomenon within an acceptable range of accuracy, these 
models have to be evaluated in terms of their relevance to the linguistic structure 
of the input and the physiological/physical relevance of the transfer function.

GSrding then stated that it is counterintuitive to have the same declination 
line for both declarative and interrogative sentences. Fujisaki in reply com­
mented that one should not confuse the sentence intonation and the declination. 
He added that even though the characteristics of declination are determined 
mainly by the autonomous characteristics of the physiological/physical mecha-
nisms of the larynx, and hence follow the natural law of motion and vibration, 
different languages provide different ways of combatting this natural downdrift, 

Ffl range wide enough to express phonemicin order to let the speaker use an
tones, lexical accents, emphatic accents, etc.

3. Session II—Rules of Intonation
This session was chaired by Fujisaki. Gärding gave a short introduction-

Although the contributors cover different aspects of intonation in a 
of prosodic systems, they all try to separate different interactive factors,

wide raiigc 
i, lexical

effects and sandhi effects, the influence on intonation from syntax^
semantic®

and pragmatics, including tempo. j Chi-
Zong-ji Wu as the first speaker showed how the intonation of Stan 

I nese varies with sandhi, syntactic grouping, modality and tempo. The oWilli OClllkXlll, OJillaLLll. glUUjZlllf^, JllVUUlll J MUU 

form 15 distinct disyllabic tonemes, called ditonemes, which com * 
syntactic groups with primary or secondary intonation contours. Differen*^ 
affect the ditonemes. Finally tempo has an effect on the modal contou

tonO® 
into

lode®
The

L
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interaction between these factors is most conveniently described as a successive
irocess. The order of the rules expressing this process is the following: sandhi P'rules, grammatical rules, attitudinal rules and tempo rules.

Eva Carding described some features in the intonation model presented in 
j^er preprint. Phrase boundaries and modality determine the tonal grid which
¡S a set of rising, falling or level lines. This grid shows the general trend of 
the phrase and sentence intonation and marks the bounds within which local 
and accentual pitch movements can develop. By expanding and compressing 
the grid and shifting it up and down the frequency scale we can also accomodate 
for pragmatic effects including the impression of coherence between sentences 

i in a text. Accents (tones) are expressed as Highs or Lows which retain their 
' positions in relation to the segments even with strong compression and expan­

sion. The model can be used for comparison of intonational systems.
Hiroya Fujisaki summarized the paper he had written together with Miyoko 

Sugito. In this paper his intonation model has been used to analyse prosodic 
transfer in the English speech of some Japanese subjects. In terms of the model 
the Japanese speakers used too many phrase and accent components. They also 
had an incorrect use of prominent accents on words which should have been 

i unaccented. It could also be shown how the transferred pattern retained dialectal 
characteristics of the speakers.

I Ilse Lehiste gave a summary of her and Fujisaki’s analysis of Estonian into- 
I nation contours in terms of the latter’s intonation model. She commented on 

two sets of sentences with contrastive Fq patterns derived from sentences in 
which a noun is modified by a compound adjective in one set and by two 
independent adjectives in the other set. The analysis shows additional phrase 
components and accent components in the longer sentence as compared to the 
shorter one. The cue most consistently used to disambiguate the sentences is 
preboundary lengthening which is considerable in the non-compound case.

Karen Kvavik reported on an analysis of intonation in a group of speakers 
suffering from Parkinson dysarthria. Some Parkinson subjects appear to have
an
F«

inappropriately small final Fo fall from a consistently higher than normal 
peak. This may explain the frequently reported clinical observations of

monotonicity in connection with Parkinson dysarthria.
Philippe Martin, as the last speaker, presented his model for the syntactic 

function of intonation. In this model an utterance has two structures, a syntactic 
structure and a prosodic one. Both may be represented by trees. The elements
of the prosodic structure are called prosodic words. A prosodic word has a
^nelodic contour 
binary features:

on the final syllable which can be represented by a set of three

± Rising, to express connectedness,
± Extreme, to express modality,
± Amplitude, to express level in the syntactic hierarchy.

Tests with synthetic speech indicate that listeners prefer isomorphic structures.
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Speakers, on the other hand, are free to choose any prosodic configurât'
n-llicn ntlH^rn TATlth fK« X»long as the pause pattern agrees with the syntactic structure.

Several speakers from the audience participated in the discussion

’«‘«nation

as

The existence of Chinese sentence intonation was questioned by Jena 
i-illfiArl Ilic nrpvimic statements The mnnntnnpmpc otiaI 0amplified his previous statements. The monotonemes and the ditonemes 

important basic units which remain rather stable except in fast speech. Diff 
attitudes affect the intonation contour.

are
erent

There was inconclusive discussion about the nature of French stress which 
emphasized the need for physiological investigation in this particular field also 
mentioned in Ohala’s paper (’i Hart, Geimes, Martin, and Gârding). Eq'uall 
inconclusive was a discussion about French as a syllable-timed language (Hara 
guchi, Martin, and Lehiste).

The use of Fujisaki’s model in cross-language studies raised questions that 
had already been touched on in the morning session. Fujisaki was asked to
comment on the relation of the input of his model to linguistic units (G&rding), 
and replied that one needs to make a distinction between analysis and synthesis.distinction between analysis and synthesis.
In analysis, he uses his model of laryngeal control to extract the underlying 
inputs and their relationships to the linguistic units, etc. In synthesis, this 
knowledge is used to convert lexical accents and syntactic boundaries into the 
input commands for the model.

It was also argued that a hardware model was hardly sufficient for an analysis 
of prosodic transfer. To understand these phenomena it seems natural to 
differentiate between transfer of phonological rules and transfer of phonetic 
characteristics (Carding). Fujisaki replied that the hardware model was used 
precisely to uncover the differences in the underlying phonological rules and to 
find out how rules of one language are transferred into another language spoken 
by a nonnative speaker.

Kvavik was asked if the different age means in her normal and impaired 
speakers could explain the different mean peaks that had been observed in 
the Parkinson group {Ohala). She answered that she has some data to indicate 
that age cannot explain the difference. The discussion seemed to show that we 
know too little about what factors contribute to a monotonous impression m
normal speech. There are several possibilities, a small pitch range 
type intonation and accent patterns (Gârding).

4. General discussion

versus stereo-

W'hat
The predominant theme for the general discussion was the following. 

have we neglected in research and discussion? Liberman argued that w 
not tried to connect phoneticians’ accounts of F„ with phonologists tia i 
accounts. This is true, but at this point it was too late to remedy the situ .

and rhetoi 
was calledDubois wanted to know more about the relation of intonation

There was general agreement on the need for such studies. Lehiste
on to describe her studies of the use of intonation in paragraph structure a*¡nd

GSrding showed a figure of intonation contours which have been used, apP‘
.ai-eid-
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jy to create coherence in a text. Lehiste asked if we felt ready to talk about 
typologies of intonation. This seemed to be an interesting question suitable for 
future research and discussion.

The general discussion concluded with the organizers’ thanking the panelists 
and. the audience for their contributions.

5. Afterthoughts
We shall finish our summary with the topics suggested for discussion and 

some concluding remarks.

0) Definition and function of intonation
Broad definitions seem necessary until we know more about the form and 

function of intonation in various prosodic systems. The need for more precise 
knowledge about the function of intonation at higher levels of speech, including 
speech acts like text reading and conversation is strongly felt.
(2) How are the basic units combined/extracted?

One basic unit which has attracted a lot of interest is the declination. In 
the contributions and the discussion there seemed to be a general agreement 
that at least two factors are involved: an almost autonomous, continuously 
decaying process, and a controlled, stepping process with communicative func­
tion. Strangely enough there is only one model which makes use of inclination 
(Gârding). The use of inclination seems to be a natural continuation of phrase 
level intonation in the hard as well as the soft intonation research.
(3) What models should be used, and how should they be evaluated?

Several kinds of models are represented in the contributions. Qualitative 
and quantitative models are both necessary and complement each other. The 
use of hard(ware) and soft(ware) should not be given the derogative connota­
tions the words have in some cultures. Generative models focus on the nature 
of the input, the various stages needed to generate an output which should be 
as close as possible to the observed contour. A natural requirement is that 
the input as well as the stages in the generative process should be linguistically 
and phonetically meaningful. Analytical models typically start with the observed 
contour and try to analyse it into relevant units. An important question for 
both methods is the following: How accurate does the output have to be? 
'Ve are looking forward to results of experiments that explore the thresholds of 
acceptability and intelligibility in intonation (cf. the contribution by Hirose 
and Fujisaki).
(4) How is intonation linked to morphology, syntax, semantics and pragmatics?

The link between Fg and lexicon and morphology is well established by 
h'adition. Other connections are much less known and should be given more 
attention by phonologists and typologists. It is expected that we will find 
gteater similarities between languages once we leave the lexical and morpho­
logical levels.t (5) AVhat and how important are the interactions with other features?

In\estigations of the interaction of subglottal, glottal and supraglottal speech
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gestures would teach us a great deal not only of the organization of

’"‘onati,loo

speechbut also help understanding different developments in related languages 
dialects (tone vs. accent, tone vs. register, accent vs. quantity, etc.) 
(6) What are the areas of application of intonation studies?

and

Apart from the ones mentioned in the contributions we should like 
phasize the role of intonation in perception and speech recognition. ‘o em-

Working Group on Intonation: Organizers’ Remarks

Hiroya Fujisakif and Eva Girding^* 
’’University of Tokyo and ’’Lund University

The purpose of the working group is to present and discuss recent research 
works on intonation, dealing with both universal and language-specific problems, 
expecially on the formulation of the relationship among objective manifestations 
of intonation, the underlying linguistic information, and its perceptual conse­
quences. Special emphasis will be placed on quantitative analysis of the
fundamental frequency contours and the modeling of the processes that mediate 
between the linguistic units and their acoustic manifestations. Another topic 
that will be discussed in depth is the relationship between temporal and tonal 
organization at various levels of linguistic messages. Although the presentation 
at the meeting will be restricted to 15 scientists who have made their contribu­
tions in advance, the meeting is open to everyone who is interested in problems 
of intonation. It is hoped that the working group will contribute significantly 
to our understanding of both universal and language-specific aspects of into­
nation, and will also indicate directions for future research.

Physiological Mechanisms Underlying Tone and Intonation

John J. Ohala 
Phonology Laboratory, Department of Linguistics, 

University of California, Berkeley

Although considerable progress has been made in the past two deca 
discovering how the fundamental frequency (T,,) of voice is produced an^ 
trolled, major gaps in our knowledge still leaves us unable to account f- 
common cross-language patterns in the linguistic use of this parameter.

for most
This

attempts to explain universal phpaper will provide a progress report on 
logical tendencies in tone and intonation by reference to physical

1 logical facts. Among the topics to be discussed will be: 1) the l

J «»4 
associatif*} 

iiomO llllVilg lllC MV »Vlil MV« * J psi
low and/or falling with assertions and high and/or rising Fn with 
or uncertainty, 2) the greater time taken to raise Tq than to lower it *

that

1
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there is greater tendency for rising tones to exhibit perseveratory tone spreading 
than for falling tones to do so, 3) the association of creaky voice with low pitch, 
4) the interaction of specific consonant types with given tonal perturbations, 
I’e., voiceless obstruents and voiced implosives with tonal elevation and voiced 
obstruents with tonal depression. (Supported by the National Science Founda­
tion and the Committee on Research, University of California, Berkeley.)

Intersections of Tone and Intonation in Thai

Arthur S. Abramson and Katyanee Svastikula 
University of Connecticut and Haskins Laboratories

The lexically distinctive tones of a tone language may be said to have 
“ideal” pitch contours that are perhaps best seen in citation forms. Strings of 
tones in running speech show perturbations of the ideal contours through tonal 
coarticulation and the effects of segmental features. These tones intersect with 
sentence intonation, which also makes much use of pitch. For our research we 
chose Thai, a language with five phonemic tones, because much analytic and 
perceptual work had been done on its tones. We recorded some 25 minutes of 
spontaneous conversation and many isolated sentences for acoustic analysis into 
waveforms, overall amplitude and fundamental frequency (To). We looked for 
(1) “declination,” i.e., a drop in from beginning to end, (2) intonational fea­
tures at major syntactic boundaries, and (3) interaction between intonation and 
lexical tone with particular regard to (1) and (2). The frequent use of declina­
tion in Thai is well supported by our data. We describe its size and domain. 
Some intra-sentence syntactic boundaries show a rise in Fq or, in sentences with 
declination, at least a failure to fall. The interaction between tones and into­
nation does not generally cause a loss of tonal contrast, although it affects 
the tonal contours. 1

The Stylization Method Applied to British English Intonation

Johan ’t Hart
Institute for Perception Research, Eindhoven

i

The aim of this study was to answer the following two questions: 1) Is it 
possible to stylize f« curves of spoken British English (BE) utterances using in­
terestingly small numbers of straight line segments, as it has been shown to be 
possible for Dutch intonation? 2) Is it possible to develop a relatively simple 
ttielodical model which can account for the most frequently occurring intonation 
patterns of BE?

Stylization was executed with the aid of an interactive LPC analysis-resyn-
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thesis system, and took place in a number of steps, from “close-copy stylize '
Tifhiz'b orp cbnwn /in Fvn. tn hp lindl^tincniiQHnHlp ZEv nafi'va ------- V ,which are shown (in Exp. I) to be undistinguishable (by native speakers
from the originals, to “fully standardized contours”. In Exp. II, the of BeJ
has been tested of such contours as compared to, among others, natural BE ’ ' 
tonation and stylized contours composed on the basis of rules for Dutch in * 
tion. The standardized contours turned out to be equally acceptable

m-

original versions, whereas the ‘Dutch’ versions were considerably less acceptabl 
which indicates that this favourable result is not due to lack of sensitivity in th ’ 
—again native—subjects.

^‘^«Ptabiiitv 
tllrnl Tï»-. - *

as the

Intonational Invariance Under Changes in Pitch Range and Length

M. Y. Liberman and Janet Pierrehumbert 
Bell Laboratories

We have studied the interaction of four factors in determining Fq contours 
in English: tune, prominence, declination and pitch range. In two experiments, 
these factors were manipulated independently, and the patterns apparent in the 
resulting data were used to construct a model of intonational realization. In 
this model, pitch range and phrase position establish a local scaling of F^ values. 
This transform may be seen as a sort of time-varying graph paper on which F^ 
values are plotted. Each speaker has an invariant baseline, or floor on Fq values; 
the character of the “graph paper” above the baseline depends on the phrase’s 
overall pitch range. We find no clear evidence for phrase-level planning of Fo 
implementation. All computations can be made on pairs of adjacent pitch-ac­
cents, and the parameters of the transform need not be set differently for dif­
ferent phrase lengths. Phrasal position effects seem to be limited to a lowering 
of final pitch accents.

Experiments with the Swedish Intonation Model

Gota Bruce
Department of I.ingiiistics and Phonetics, Lund L'nheisity

earlier model forA series of experiments were conducted to test an 
intonation where local specifications for accentuation were inserted m jtep- 
baseline-topline structure. The course of the F^ downdrift is found to 
wise at the accents rather than gradual over the utterance. The speaker 
utterance length by raising the Fq peak and the Fq values of succeeding 
in proportion to the number of upcoming accents, rather than by 
slope inversely with utterance length. The involvement of the speake^ 
pressed as an increase in the overall F„ range with a preservation of the o

signals
accent*

the 
eîi-

rela-

o
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(ions between the accents within the utterance. The Fq bottom of the speaker’s 
range appears to be fixed, while the Fq maximum is variable. These findings in­
dicate that a more adequate account of the relationship between accentuation 
gjjd intonation should give a more explicit role to their interaction than is 
achieved by merely adding accentuation to intonation. It is suggested that the 
overall Fg course of an utterance is essentially formed by the relations between 
siiccessis'e, local excursions for accentuation.

Sentence Intonation in Danish

Nina Thorsen
Institute of Phonetics, Universrity of Copenhagen

A definition of sentence intonation in Standard Danish solely in terms of the 
stressed syllables in the utterance probably reflects a productional as well as a 
perceptual reality and has obvious descriptional and pedagogical advantages. In 
short utterances, containing no more than four stressed syllables, the intonation 
contours are quasi-rectilinear, with slopes varying according to the syntax and 
function of the utterance: most falling in terminal declarative sentences at one 
extreme, and horizontal in syntactically unmarked questions at the other ex­
treme. The only instance of asymptotical declination is found in the “topline” 
(t.e. the connection of local fundamental frequency maxima, which are consti­
tuted by the first post-tonic syllable in each stress group) above non-falling in­
tonation contours.

With four and more stress groups, the intonation contour is decomposed into 
phrase group contours, with partial resettings between them, still preserving an 
overall downdrift, however. There is a tendency for fundamental frequency 
range to increase with increased utterance length, but in a non-linear and seem­
ingly random fashion. The increase is brought about by higher starting points 
ns Well as by lower ending points. Concomitant with the range increase we find 
3 decrease in overall downdrift in the longer utterances, but degree of down- 
^I'ift is not simply inversely related to utterance length.

The boundaries between phrase groups are only indirectly determined by the 
syntactic structure: In syntactically unambiguous non-compound sentences the 
phrase groups will cut across any syntactic boundary, and the boundary location 
^e^rs no simple relation to surface syntactic structure. Furthermore, the seman­
tic content of the syntactic constituents may influence the prosodic structuring.
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Modeling the Dynamic Characteristics of Voice Fundamental Frequen 
With Applications to Analysis and Synthesis of Intonation

Hiroya Fujisaki, Keikichi Hirose and Noboru Takahashi 
Faculty of Engineering, University of Tokyo

The intonational information of a message is realized through the speaker' 
phonatory mechanism which generates and controls the contour of the funda 
mental frequency (Fo) of voice. Thus the Fy-contour reflects not only the pro 
sodic structure of an utterance, but also the physiological and physical proper 
ties of the phonatory mechanism. For a precise analysis of the intonational 
phenomena, therefore, the two factors ought to be separated. The present paper 
describes a quantitative model of the control process of Fq, originally proposed 
by Ohman (1967) and further elaborated by Fujisaki et al. (1971, 1982), which 
can be used to separate these two factors and thus to extract the underlying in­
tonational structure in the form of input commands to the model. Analysis of 
utterances of three quite different languages, i.e. Japanese, English, and Esto­
nian, indicates that the model is capable of expressing the dynamic characteris­
tics of the Fo-contour in all three languages. The timing and the amplitude of 
the input commands, on the other hand, are much more language-specific and 
represent essential differences that exist among the intonational structures of 
these languages. Problems such as the Fo-declination the number of accentua­
tion levels, and the intra- and inter-speaker variability are discussed mainly 
based on analysis of the Japanese utterances.

A Model for French Intonation

Philippe Martin
Experimental Phonetics Laboratory, University of Toronto

This model describes Fq movements (contours) on stressed syllables of t ’ 
sentence, in order to account for the syntactic function of intonation. It 
lates that utterances have a syntactic structure (SS) and a prosodic structuie f
and that the two are related to each other in nontrivial way.

The SS is considered only in its geometrical properties, i.e. as a qi
classification of syntactic units, which can be connected or disconnected, p 
non-planar. Connectedness refers to the possible partitioning of a syntactic^ 
by another unit, planarity deals with the possible crossing of branches 
tree representing the SS. The PS organizes a hierarchy of units called P*^ ¡s 
words. Each prosodic word contains one stress, whose melodic (fo)

rot

COntOH*

described by language-specific phonological features. These features are in tor»

generated by a language-specific grammar. In French, this grammarI- accoiiii ts for
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the observed contrasts in slope (rising or falling), amplitude variations, and dura­
tion. Unlike the SS, the prosodic structure correlated with those contours is
always connetced (i.e., no discontinuous prosodic words are allowed) and planar.

The two structures are related to each other by the property of congruence, 
^•hich stipulates that the grouping of elements in one structure cannot contradict 
the grouping of elements in the other structure. There is therefore no one to 
one correspondence between the SS and the PS, and more than one PS can be 
derived from the same SS.

This model describes accurately observed Fq contours in French, and has been 
widely used in speech synthesis. Its validity has been established for many 
speakers in various conditions (spontaneous speech vs. reading, etc.). Actual 
quantitative aspects of its prediction will be discussed, as well as its compatibility 
with other descriptions of French intonation.

A Model for Comparison of Intonation

Eva Carding
Department of Linguistics and Phonetics, Lund University

1 shall contribute a description of a generative intonation model, originally
developed for Swedish dialects (Bruce and Gârding, A prosodic typology for 
Swedish dialects) but in its latest version made applicable to other prosodic sys­
tems as well (Carding, Botinis and Touati, A comparative study of Swedish, 
Greek and French intonation). This model generates syllable structure, syllable 
durations and an intonation contour from abstract markings representing syntac­
tic boundaries, accentuation and mode.

There are several stages in the model. The rules for syllable structure and 
syllable duration come first, followed by intermediary phonological rules, which 
delete e.g. accent marks after focus. The abstract input symbols are then ex­
changed for concrete ones, namely Highs, Lows or combinations of these. Finally 
there is an algorithm giving the pitch curve. Here the Highs and Lows are dis­
tributed on a tonal grid representing sentence intonation, and the final pitch 
curve is obtained by interpolation between these points over the voiced segments.

The use of an input which is similar in pragmatic, syntactic and phonological 
structure, and the same generative scheme for all compared languages gives us 
a tool for comparison and description of prosodic similarities and dissimilarities 
which is of typological as well as pedagogical interest.

In the three languages compared so far, statement intonation is similar but
accentuation differs. There are also differences in syllable structure and hence
in syllable duration and overall length. The model is also being used to describe
prosodic transfer in a foreign accent and to clarify aspects of learning difficulty
and acceptability.
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Rules of Intonation in Standard Chinese

Zong-ji \Vu
Institute of Linguistics, Chinese Academy of .Social Sciences, Beijing

The sentence intonation in Standard Chinese (SC) varies in contour
with four levels, interfered one by one from intrinsic to extrinsic, 
complex functions, i.e.

pattern
as a series of

phonological 
tone sandhi v.w. grammatical 

modification v.w. attitudinal 
compensation v.w. tempo of 

speech.
*

Phonologically, monosyllabic tonemes and disyllabic ditonemes which form 
a definite number of lexical contouremes play a role of basic units in intonation
Grammatically, lexical contouremes may be modified more or less according to
different sense groups, emphatic words and deep structures to form a sequence 
of primary contours and secondary ones. Attitudinally, in addition to the 
declarations, there are three kinds of attitudes which interfere with the intona­
tion contours to cause more compensations. In the interrogations and the excla­
mations, the overall sentence contours may change their average registers, 
spreading ranges or ending drifts. In a hastened speaking, the more the tempo 
is speeded up, the more the spreading contour is flattened. In other words, the 
increasing of the amount of syllables within a definite interval inversly propor­
tions to the spreading range, and vice versa.

Since the sentence intonation in SC being a compound varies with many 
features of modifications, compensations, etc., it seems rather complicated but 
can be predicted by rule.
*v. w. = varies with

Word Accent and Sentence Intonation in Foreign Language Learning

Hiroya Fujisaki^, Miyoko Sugito^’, Keikichi Hirose'* and Noboru 
’’University of Tokyo, “’Osaka Slio-in Women’s College

Takahashi"'

It is well known that a speaker tends to transfer the intonational featu 
. , . ._______ nhiective an<.his/her native language into utterances of a non-native language. Objecti 

quantitative analysis of such “intonational transfer”, however, has been 
scarce because of methodological difficulties. The present paper describes 
proach using a model of the control process of voice fundamental fieq» 
proposed by one of the authors. The analysis allows one to estimate 
the parameters of the control mechanism of Ff,, but also the 
underlying commands that are assumed to give rise to changes in F».

rather
an aP'

Utter
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the same English sentences were collected from three native speakers of
.¿American English and four native speakers of Japanese. While the dynamic
j-jtaracteristics of Fq can be closely approximated by the same model for all seven
speakers and suggest the similarity of the control mechanism itself, the estimated 
underlying commands are markedly different in a number of features, such as the 
presence/absence of a phrase command at a syntactic boundary, the way in which 
several lexical items form a prosodic word, and the use of the accent command 
to generate interrogative intonation. The analysis also revealed dialectal dif­
ferences among the Japanese speakers, two from the Tokyo dialect and the other 
two from the Osaka dialect. These differences in the tonal features, together 
with differences in the temporal features and in their coordination, may consti­
tute major difficulties in foreign language learning.

Temporal and Tonal Characteristics of Declarative Sentences in Estonian

Hiroya Fujisaki^’ and Ilse Lehiste^> 
’’University of Tokyo and “’The Ohio State University

The lexical and syntactic information of an Estonian sentence is reflected 
both in its temporal and in its tonal characteristics. While the temporal charac­
teristics, manifested as changes in duration of syllables and pauses, lend them­
selves to precise acoustic measurement, the tonal characteristics are difficult to 
extract and analyze without the use of a quantitative model. For this purpose.
the present study adopts a model of the fundamental frequency contour that
has proved itself valid for describing the tonal characteristics of Japanese and 
English [Fujisaki and Sudo (1971), Proc. 7th ICA, vol. 3, 133-136. Fujisaki and 
Hirose (1982), JASA, vol. 71, Suppl. I, S7]. Utterances of 30 declarative sen­
tences were collected from seven native speakers of Estonian, and were analyzed. 
In particular, investigations were made into the acoustic characteristics that
serve to discriminate a set of two adjectives independently modifying a noun, 
from the case where the two adjectives form a compound. The changes in
temporal characteristics are found to be almost always accompanied by changes 
’n the tonal characteristics, such as termination/continuation of an accent com­
ponent and presence/absence of a phrase component. The relative perceptual 
ttriportance of these features is also discussed.

Acoustic and Linguistic Aspects of Parkinson Intonation

K. Kvavik, C. J. Hunker and J. H. Abbs 
Speech Motor Control Laboratory, University of Wisconsin

Acoustic and linguistic data are presented for normal and parkinson intona-
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tion. Fundamental frequency.'length. and intensity are examined in

Int,

intonations for declaratives and non-declaratives. Of interest
sentence-fin,

degree the parkinson subjects have reduced or
are: to 'al

i6ss variable pitch range; wh^fi^
there is a lack of falling (or rising) terminations; whether the parkinson subjects 
differ linguistically in accent placement and use of tones; and to what degree 
syllable intensity and length differ from the normal subjects. The subjects 
male, age 65+, and of comparable dialect and education. The Fq analyses were 
made by means of a computerized pitch tracker. Our results are based on a 
language-situation protocol, designed to elicit more linguistically natural

are

sponses, vs. the customary reading or repetition protocol used in the evaluati 
of impaired speech.

re-

A systematic and fine-grained linguistic and acoustic study of parkinson into­
nation has been undertaken in order to elucidate conflicting claims in the speech 
pathology literature. The literature is mainly based on listener evaluations and 
generally characterizes the speech as “bizarre”, with monotonic pitch, reduced 
stress, and monotony of loudness (Darley, Aronson, Brown, 1975:193-195). It has 
been claimed that expressiveness is lost and that final falls may disappear com­
pletely (Grewel, 1957:444). Some researchers report that pitch levels are too 
high, some too low. On the other hand, Canter’s study reports that intensity 
was comparable to normals: pitch ranges were restricted, and that duration did 
not differ systematically (1963:228).

1
I
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Shared Knowledge in Language Use

Organizers: Jeanette K. GundeP’ and John Hinds^’' 
’’Minnesota and ’’Pennsylvania

Shared Information in Japanese Conversation

John Hinds
Pennsylvania State University

A distinctive characteristic of the Japanese language is the extent to which 
ellipsis occurs in normal conversational interactions, as well as in formal writing 
styles. The elements which may be ellipted include, but are not limited to, 
nomináis, postopositional particles, and main verbals. Descriptions of this 
phenomenon vary according to theoretical framework, but adequate descriptions 
typically state that ellipsis is possible when the speaker assumes the addressee 
can fill in the missing information based on linguistic or extra-linguistic knowl­
edge. The major concern of researchers into this phenomenon is the specification 
of conditions under which ellipsis is possible.

Native language authors frequently ‘explain’ the pervasiveness of ellipsis in 
the Japanese language through appeals to the homogeneous character of Japa­
nese speakers. The experience of being Japanese, in this sense, provides a wealth 
of shared information which does not have to be conveyed overtly for successful 
communication.

This paper reports on an experiment which is currently being designed to 
measure the degree to which native speakers of Japanese alter their speaking 
styles vis-à-vis their conversational partners. Six brief narratives are being writ­
ten in Japanese, with controlled length, number of propositions, cultural rela­
tivity, and story complexity. Male and female subjects will be asked to read 
these stories one at a time and then immediately retell the stories to (a) their 
spouse, (b) a close friend of the same sex, (c) an acquaintance of the same sex, 
(d) an acquaintance of the opposite sex, (e) a stranger of the same sex, (f) a 
•iapanese-speaking foreigner of the same sex. The hypothesis is that as the con- 
^’ersational partner becomes less ‘homogeneous’, there will be less information 
ellipted. If this hypothesis is borne out, it will provide a direct correlation be- 
t'veen shared knowledge and linguistic forms.

1315



1316 WG 17:

‘Shared Knowledge’ and the Cooperative Principle

Jeanette K. Gundel 
University of Minnesota

Shared K„,

Various explanations have been proposed to account for the fact that a per-son who uses the (a) sentences in (1) and (2) treats certain aspects of the meanin 
of those sentences as non-informative to the addressee which are not treated 
non-informative in the corresponding (b) sentences. as

(I) a- 
b.

(2) a.
b.

The woman with a British accent called this morning, 
A woman with a British accent called this morning. 
What was stolen was a tape recorder.
A tape recorder was stolen.

Attempts to deal with such facts within a theory of presuppositions (logical or 
pragmatic) or strictly in terms of Gricean implicatures have all been shown to 
be inadequate in one respect or another (see, for example, Wilson 1975 and 
Wilson and Sperber 1979 for discussion).

Wilson and Sperber propose to account for such facts within a modified 
truth-conditional semantics in which entailments are ‘logically ordered’ in a
way that makes it possible to "distinguish, for a given utterance, those entail-
ments which are centrally important, or focalized, from those which are peri­
pheral.” The basis for this ordering is the syntactic form and phonological pro­
minence of the constituent with which the entailment is associated.

I will argue in this paper that Wilson and Sperber’s proposal is also 
inadequate. As it stands, it can not distinguish between sentences like (la) and 
(lb) since the entailment that there is a woman with a British accent is associated
in both sentences with a noun phrase that normally does not receive primary 

the relevance scale for bothstress, a fact which would put it equally low on
of asentences. Furthermore, since (3), unlike (la), does not entail the existence 

woman with a British accent, Wilson and Sperber’s model would incorrec y 
predict that what is treated as non-informative in these two sentences is diffeient

(3) The woman with a British accent didn’t call this morning.

I will try to show in this paper that the above facts are most 
handled within a theory of language use that incorporates, with some 
ments, independently needed principles concerning the topic-comment

naturally
refine' 
struc

ture of sentences, as put forward in Gundel 1974 and elsewhere.
Since it is the function of topics to relate a speech act to some entity . . 

to both speaker and addressee (cf. Grice’s Maxim of Relation), variations 
a particular constituent W

subjects
strength of presuppositions’ associated with
function of the likelihood that that constituent is interpreted as 
sentence. Thus, for example, given the fact that unstressed definite

111 the
be a

iu
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are normally interpreted as topics, it follows that the existence of a

Oiindel/Hinds

English
Queen of Peru is more likely to be treated as non-informative in (4) than in (5).

(4) The Queen of Peru read the report.
(5) The report was read by the Queen of Peru.

\ similar explanation can be given for differences between w/z-clefts like (6) anti 
corresponding li-clefts like (7), which were pointed out in Prince 1979.

(6) What made her decide to leave was the climate.
(7) It was the climate that made her decide to leave.

Since the embedded that-clause is less likely to be interpreted as the topic in 
(7), (7), unlike (6), can be used to assert the information in the embedded clause 
as new.

Fancy Syntax and ‘Shared Knowledge’

Ellen F. Prince
University of Pennsylvania

First, one must distinguish between two phenomena that have been called 
‘shared knowledge’: (1) information that the speaker hypothesizes the hearer 
has (and hypothesizes the speaker has . . .), akin to Clark and Marshall’s (1981) 
‘mutual knowledge’, and (2) information that the speaker hypothesizes the
hearer is, or could appropriately be, currently attending to, akin to Chafe's
(1974) notion of ‘givenness. It is the second type, which I shall henceforth call 
‘Chafe-given’, that is at issue in this paper.

As is well-known (Halliday 1967, inter alia), sentences with an intonationally 
marked focus treat some (open) proposition as Chafe-given, the intonationally 
marked focus supplying the ‘new’ information, i.e. the value of the variable in 
the open sentence. For example, 1 marks the proposition represented in 2 as 
Chafe-given and adds to the discourse model the value of the variable represented 
by the English word something:

(1) John gave a BOOK to Mary.
(2) John gave something to Mary.

In addition, as is well known (Chomsky 1971, among others), certain marked 
syntactic constructions are ‘presuppositional’ in that they, too, mark some open 
t’Cntence as Chafe-given and ‘close’ the sentence. Thus, the stressed-focus it-cleft
m 3 likewise marks the proposition in 2 as Chafe-given:

(3) It was a BOOK that John gave to Mary.

ft is the thesis of this paper that a number of marked syntactic constructions
’^ot standardly thought to be ‘presuppositional’ in fact are, i.e., mark some open
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proposition as Chafe-given, and that such constructions have two other nonob
OUS similarities: a fixed stress pattern and a perceptible ‘gap’. Two such

'Re

structions to be examined here are Topicalization and Gapping, exemplified^'' 
4 and 5, respectively:

(4) To John I gave a BOOK.
(5) Sam ate fish and Harry meat.

Topicalized sentences, it will be argued, have a two-fold function: they
mark the entity represented by the leftmost NP as being in a particular, higfilv 
constrained relation to entities already introduced; and they mark the open 
sentence, arrived at by replacing the tonically stressed constituent by a variable 
as being Chafe-given. (See Prince 1981).

Gapped sentences, or rather the conjunction of a canonical sentence with a
gapped sentence, it wdll be argued, mark a single proposition with n variables 
as Chafe-given, where n = the number of constituents in the gapped conjunct.
the constants in the Chafe-given proposition representing the nonrepeated ma-
terial in the first conjunct. (See Kuno 1976). Thus 5 marks 6 as Chafe-given:

(6) Someone ate something.

Of course, a sentence marking some open proposition P as Chafe-given will 
be felicitous in a particular discourse only to the extent that the speaker’s as­
sumption that P is or could appropriately be in the hearer’s consciousness is 
warranted. The unacceptability of many Topicalizations and Gappings will be 
seen to follow directly from this, e.g.

(7) (discourse-initial)
Someone interesting/Two guys I met yesterday.

(8) Q: Why did Harry eat meat?
A: Well, you know, whenever Sam eats fish, Harry eats meat, so yester­

day Same ate fish and Harry meat.
In contrast, I shall try to show that other marked syntactic constructions do 

not have the function of marking propositions as Chafe-given, e.g. Left-Disloca 
to thetion, Passive, There, but have rather functions relating to processing,

rearrangement of entities for thematic reasons, etc.
Finally, I shall suggest that Wilson and Sperber’s (1979) orrdered-entailment

model, with some slight modification, provides a natural and intuitive wa)I- of

describing and distinguishing among the phenomena discussed.
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Modality and Conversational Background

Dieter Wunderlich
University of Düsseldorf

1

It has often been said that the modal verbs in languages like English and 
German can be used either to express factual conditions on a process as permis­
sion, obligation or ability, or in the epistemic sense to express degrees of (sub­
jective) probability. Consider, for example, the famous pair of sentences of 
Halliday’s:

(1) You must be very careful.
(2) You must be very careless.

where (1) most likely expresses a requirement and (2) a probability.
Moreover, to account for these two senses it has been claimed that sentences 
like (1) and (2) will arise from two distinct deep structures.

This ambiguity thesis has seriously been challenged by Kratzer’s work. Her 
assumption is that each modal verb has a unique meaning, with the retpiire- 
nient that any utterance of it is related to some conversational background. The 
differences between (1) and (2) then arises from tlie different backgrounds most 
likely associated with these sentences.

More specifically, the modal verb in an utterance indicates an inference the 
speaker wants to make. Hence, the relevant conversational background can be 
reconstrued as a hidden premise of this inference. Consider

I
(3) a.

b.
c.

You want to go mountaineering at night.
Everybody who goes mountaineering at night, is very carelul.

= (1) You rniisl be very careful.
(4) a. You want to go mountaineering at night.

b.
c.

Everybody who goes mountaineering at night, is very careless, 
= (2) You must by very careless.

riie inferences the modal verb here indicates (itself not being part of the
inferred sentence) are obviously alike. The difference in the understanding of
(1) and (2) goes back to the different roles which maxims like (3b) and (4b) play
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in our system of knowledge: (3b) says what a good mountaineer behavi

SliaretI Kno'vi,

•eswhereas (4b) says how mountaineering of this kind is generally judged. 
If the conversational background for utterances with a modal verb is not

established as shared knowledge, the hearer is neverthless given some hint' 
reconstruing it, for instance, in a shift of contrast of modal verbs.

yet
s for

we in.In a project on the discourse functions of modal verbs in German • 
vestigated many instances of factual discourse to find out the principles by 
which speakers relate to a particular kind of conversational background ( 
given by the type of discourse, social relationship and daily knowledge) \Vg 
also investigated the verbal constructions which serve for establishing a relevant 
background. Consider, for example, the antecedent of a moclalized conditional-

(5) If you want to visit Hungary, you must have a visa.

Here, the conversational background for the use of must is determined by 
both the desire and its content, i.e. the entry regulations for Hungary.

If the use of modal verbs in based on conversational background, it is by 
principle vague. At the same time it is very efficient. For understanding can 
be secured by the shared knowledge without verbal means.
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Bias, Individual Differences, and Shared Knowledge in Ambiguity

Joseph F. Kess and Ronald A. Hoppe 
University of Victoria

ofThere are two types of shared knowledge germane to the question 
ambiguity detection and resolution. First, there is the fact of bias in the detec 
tion of and resolution for ambiguous structures in natural language. Despite
the care that many psycholinguistic experiments have exhibited in selecting

sentences which have an even possibility of either interpretation being given.aviiik-iivvo niiim iiavi. ciii lvlii mxial j wi. viiaivx 1-**.
there are obviously an astounding array of sentences within natural 
that have more than one reading as their possible interpretation set. ^et n 
of these sentences pose little or no problem in ambiguity comprehension. 
psycholinguistic tasks requiring subjects to detect multiple readings for
sentences, there seems to be an ordered hierarchy of possible readings

khicl’

must be the reflection of a
seem

priori shared knowledge. Indeed, some reading^ 
iniivl’scarcely possible in the light of such prior knowledge constraints, so ’

nt- »ArtrrlkU ----------------------- ------- -------ImvinQ'so that possible linguistic arrangements are never processed as having

w
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because their real-world knowledge possibilities are either limited or nil. More­
over, our research has found that such biasing constraints operate even in the
presence of context, so that the plausibility of certain readings is not exclusively
the result of context, but rather of the interaction of context and the sentence’s
inherent bias.

Secondly another interpretation of the notion of shared knowledge revolves 
around the basic concept of individual differences in language comprehension 
and language use. Linguistic theory must posit an ideal speaker/hearer, to 
whom the entire array of linguistic abilities which define his membership in 
the speech community are identically available. Yet when one looks closely at 
performance considerations in several areas, as for example, the ability to detect 
and resolve ambiguity or to paraphrase, it is obvious that there is inherent 
variability among speaker/hearers. Ambiguity detection and ambiguity resolu­
tion, for example, are not linguistic abilities which are exhibited in the same 
fashion or in the same degree by all subjects in psycholinguistic tasks; rather, 
one finds considerable individual differences in this area. This paper also offers 
some commentary on the role of individual differences and its interaction with 
the notion of shared knowledge, specifically in the area of ambiguity.

Direct and Indirect Speech in Japanese

Florian Coulmas
University of Düsseldorf

One of the functions of the Japanese complementizer to is to mark a sen­
tence as a quotation. To is preceded by both direct and indirect speech and 
followed by a verb of communication. While in indirect speech to is thus simi­
lar to and usually translated as English that, this particle lacks an 
equivalent in its function of marking direct quotation.

English

Indirect speech is a form of paraphrase where the speaker translates some­
one else’s utterance into his own words. In so doing he makes appropriate 
switches in deictic reference, such as tense, location, honorifics, etc. Owing to 
the fact that the word order is the same in direct and indirect quotation in 
.Japanese and that both forms of reported speech are marked by the particle to, 
many Japanese sentences are ambiguous in the sense that, if seen in isolation, 
they could represent either direct or indirect speech. The focus of this paper 
is on sentences of this kind, and on the question of how shared knowledge is 
involved in deciding whether an utterance is reported directly or indirectly.
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Inferring Mutual Belief

Jerry R. Hobbs

Typically, a speaker S tells a hearer H what S believes H doesn’t know in

theterms of what S believes H and S mutually believe, and H interprets 
utterance in terms of what H believes H and S mutually believe. It is thus not 
enough to specify procedures whereby S and H can generate and interpret 
utterances using some knowledge base. We must also give an account of how
S and H are able to tailor the knowledge base specifically to each other. That is 
for any fact P they must be able to infer whether they mutually believe P 
Examples of three ways such inferences could be drawn are given. (1) The 
knowledge base includes facts which tell what other facts are about, thus ef­
fectively indexing facts by who else knows them. (2) It includes general facts 
related shared experience and mutual belief. (3) Fairly complex inferences can 
sometimes by computed “on the fly”. This account is then applied to problems 
raised by the notion of “levels” in stories—a real author becomes an implied 
author and uses a narrator who reports something that was told to him in the 
distant past. We may view the move from one level of a story to another as 
a transformation on the knowledge base we use for interpretation. Such trans­
formations can be effected by the same processes that one uses for tailoring a 
knowdedge base for a co-conversant.

Shared Knowledge and Communication

G. P. Boguslavskaya 
Mordovian State University

An important feature in any real life situation is shared knowledge. Neatly 
all our conversations involve unspoken assumptions, unconscious prejudices, or 
shared knowledge.

Shared knowledge may be understood in the narrow sense of the word, 
ly shared experience and hence the absence of any necessity to speak about 
facts known to the interlocutors on the one hand and the easiness in establis 
contacts on the other hand.

Shared knowledge may be understood in the wide sense of the word, i C- 
same cultural level (standard of culture) of the interlocutors. Rather often p
pie of different standards of culture find it difficult to communicate.

And at last shared knowledge may be understood in still wider sense 
word meaning people coming from different countries representing d* 
cultures (civilized habits) which can lead to different misunderstandings-

of the
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Organizer:

Discussants:

Working Group 18:

Christian Lehmann
Universität Köln

Ch. Lehmannr), Eugenio Coseriu^', Gilbert Lazard^) and
Edward Keenan^)

’'The role of grammaticalization in linguistic typology”
“'Tiibingen, ‘‘Typologie des langues et typologie des procédés linguistiques”
“’Paris, “Typologies et types linguistiques”
‘’Los Angeles, “Universal grammar and the passive”

Summary

Preparing the Working Group, a questionnaire containing 25 questions on
general problems of linguistic typology had been predistributed among partici­
pants, and an abbreviated version of the answers obtained was included in the 
preprints. This enabled the Working Group to presuppose background infor­
mation on the present state of linguistic typology and to concentrate rather 
on more specific themes. In accordance with the papers presented, the discus-
sion centered around three main themes: 1. the possibility of a (holistic)
language typology; 2. grammaticalization; 3. parameters of universal grammar.

Ad 1: Proceeding inductively, typology starts from a cross-linguistic analysis
of a single category or construction. Combining such analyses of different fea-
tures, it then seeks connections among them. The crucial concept here is typo­
logical clustering. However, the more comprehensive such clusters are, the 
looser the connections within them become, the more we must allow for varia­
tion. Meillet’s notion of ‘la Langue’ as a ‘système où tout se tient’ has to be 
modified in the light of typological work. The hope to arrive at a global typo­
logy by combining ever more features in an inductive way appears to be utopie. 
The language type must be conceived of as a set of interrelated principles which 
govern the structuring of languages. These can only be found by supplementing 
the inductive by the deductive method. Only then can the language type be­
come an explanatory concept.

Ad 2: The functional domain, as the common denominator of a typologi-

1 anI PcI
1 pr.

cal comparison, is structured by various principles and parameters. One of 
these is grammaticalization. This accounts for the scalar nature of the domain
^nd for the graduality of the differences among the categories united by it.

unctionally similar grammatical categories form a continuum, whose focal in-
stances mark the points preferably selected by languages.

absolute generalizations state the distribution of3d 3: Implicative or
properties across languages. Such statements are derived from statements of

1323
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universal grammar, with its variables, parameters and constraints. The
ferent forms which the passive takes in various languages are provided 
universal grammar, and forms which do not occur are excluded by ¡t jj 
ever, such an approach relies on the possibility of providing -
universal grammar, and forms which do not occur

dif-
by

„ a ‘^’■osslinguistir 
definition of the grammatical categories involved in such statements.

Questionnaire

Cross-references between questions are meant to insure that your answers 
are mutually consistent. All questions except 5, 19 in part, and 20 ff are in-
tended as theoretical questions; i.e. they ask not so much what is currentl 
happening in linguistic typology, but which provisions linguistic theory should
make, on the basis of available evidence.

1. What is a language universal?
2. What are the tasks and methods of linguistic typology?
3. What is the difference between linguistic typology' and universals re-

4.

5.

search? (-^ 1, Ila)
A holistic language type comprises all linguistic levels from semantics to 
phonology. Is there (the possibility of) a finite set of holistic language types?

6.

If 4 = yes: 
tic types?
If 4 = no:

What empirical evidence is there for a finite number of holis-

7.
(grammatical) types?
If 4 = no and 6 = yes:

Is there (the possibility of) a finite set of morphosyntactic

How are semantics and phonology connected with
such morphosyntactic types? 12, 13)

8. -10. If 4 or 6 3= yes:
8. As to the substance, the constitutive element of a language type:

(a) Does the type center around a specific set of grammatical features which
are basic to language structure (and to typology)?

Which are these, and how is their special status justified?(b) If a = yes:
19)

(c) If a = no: What is the unifying factor/principle of the language type 
9. What is the formal structure of a language type? Please comment on t e 

notions of implication, clustering, equilibrium and hierarchical layeiing of

properties.
10. (a) Are language types disjunct or do they overlap?

(b) What is the relation between a language and a
every language belong to just one type, or to several types?

language type? Does

dieAUAlg kZ \_A bW JUOk WIIV VXA W »7 I/“über(c) If types are disjunct: Please argue with W. von Humboldt ( glichen 
Verschiedenheiten des menschlichen Sprachbaues”, §33): ‘‘einer nach“einer.
Klassifikation, wo auch die gar nicht stammverwandten Sprac en 
allgemeinen Ähnlichkeiten ihres Baus zusammengestellt wüiden 
typological classification], widerstrebt, wenn man den Begriff genau 
und fordert, daß die zusammengestellten wirklich als Gattungen 
wahrhaft charakteristischen Merkmalen einander ähnlich und von

m
a

am
alien 

ideren
m
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verschieden sein sollen, die tiefer erörterte Natur der Sprache selbst. Die
einzelnen Sprachen sind nicht als Gattungen, sondern als Individuen
verschieden . . . Das Individuum, als solches genommen, füllt aber allemal
eine Klasse für sich.”
(d) If types are not disjunct: What is the difference between a language 
type and any empirically confirmable combination of properties?

11. If 4 and 6 = no: (a) How is linguistic typology distinct from general com­
parative (or universal) grammar? (—» 3)
(b) How can we avoid typologizing on just any feature? How can the pre­
ferential status of certain grammatical properties in present-day typology' 
be justified?

12. (a) Is there (the possibility of) a finite number of phonological types? ( 
(b) If a = yes: What are the criteria?
(c) If a = no: Should phonological typology (as distinct from general 
parative phonology) be pursued?

7)

com-

13. Can there be a semantic typology (distinct from syntactic and morphologi­
cal typology)? What would it deal with? (-> 7)

14. Is there, within morphosyntactic typology, a genuine difference between 

15.

16.

17.

18.

19.

form-oriented and content-oriented typology (as G. Klimov claims)?
(a) Is there any need for quantitative typology?
(b) If a = yes: What must it contribute?
(c) If a = no: 10 a/d
(a) Can the typological perspective shed any light on language change? 
I.e. is there a necessity for a diachronic typology as distinct from general 
diachronic linguistics?
(b) What is the use of typology in historical reconstruction?
AVbat is the tertium comparationis for types (no matter whether in whole­
system (holistic) or part-system typologies)? Is there any such thing as an 
étalon language (B. Uspensky)?
Which are the explanatory principles for the limits of linguistic diversity 
and for typological clustering? How are they related to language universals? 
Please comment on the actual merits and possible prospects of the following 
typologies currently promoted (—»8b, 11b):
—fundamental relations (ergative, accusative, active (etc. ?));
—basic order (SOV, VSO etc.);
—role and reference (subject-prominent, topic-prominent etc.);
—morphological typology:

degree of fusion, degree of synthesis;
concentric vs. excentric construction (i.e., roughly, personal affixes vs. case 
affixes, T. Milewski);

—other.
the present questions biased; which significant aspects/29. In which regards are the present questions biased; which significant aspects/

problems of present-day linguistic typology have been overlooked?
21. Please indicate up to five of your recent publications which are mostL
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directly relevant to linguistic typology.
22. Please indicate up to five recent publications by other researchers 

have significantly advanced linguistic typology. ''hicli

23. What are you currently working 
paper(s) in preparation)?

on within linguistic typology (topic(s)

24. Which typological thenie(s) do you plan to work on when 
work is finished?

25. Personal bibliography
26. Alien bibliography

your present

The Role of Crammaticalization in Language Typology

Ch. Lehmann 
L'niversität Köln

It is not functionally indifferent whether a concept such as number is
expressed by fusional suffixes or, e.g., by juxtaposed nouns of multitude; this 
correlates with a (gradual) semantic difference.

A typologically relevant order among the various phenotypes of such gram­
matical categories as number is effected by graminaticalization. This is a 
process which subjects lexemes to desemanticization and phonological attrition, 
until they become grammatical formatives. In this course, they become 
increasingly dependent and obligatory, their paradigmatic and syntagmatic 
variability decreases, and the cohesion of the construction integrated by them 
increases. As elements exceed a certain degree of graminaticalization, they are 
renovated in periphrastic (analytic) constructions. Since grammaticahzation 
affects both the signans and the signatum of linguistic signs in a parallel
manner, the phenotypes of grammatical categories in individual languages may 
be compared as to their degree of grammaticaliz.ation. To the extent that 
semantically related categories are similarly expressed in a language,

diicHgrammatical categories will show the same degree of graminaticalization, vs 
leads to a certain typological clustering. Within each language, only a luni 
number of degrees of graminaticalization are employed, so that a language over

of

may be partially defined by the distribution of grammatical categories
sue 1 evels of graminaticalization. Finally, since grammaticalization determine* 
not only a certain synchronic distribution of functional variants of a graiim’-'»; 
tica category, but is also a diachronic process which changes the constitution 
grammatical categories, it may also be used to describe typological change.
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I am looking at typology from the point of view of its integration and pos-

On the State of Art in Typology

L. Dezsô
Kossuth University. Debrecen. Hungary

I sible application in the description and comparison of languages. Typology is
a more or less autonomous branch of linguistics; here, I am going to concentrate
on its specific features. My approach can be characterized as “functional”, 
“structural” and “operational” from the point of view of methodology. My 
views are in constant change: the role of function is growing. According to 
them the universal functions of languages are expressed by formal means re­
levant to the analysis according to types. I think that the development of the 
functional aspect and the existence of an enormous empirical base of morpho- 
syntax will give new impeti to the study of the structural, especially paradigmatic 
component in a unified framework connecting universal and typological aspects. 
At present, we are far from this because the fundamental questions of typology 
are formulated and answered in different ways, and behind this there are dif­
ferences in general or specific theories, in the empirical base and the substan­
tive foundations underlying the views of typologists working according to their 
research programs often unconnected with those of others.

Typologie et types linguistiques

G. Lazard
Sorbonne. Paris

La typologie, comme la recherche des universaux, a pour but de contribuer 
•> la connaissance fondamentale du langage en décelant dans les langues entre 
des faits apparemment hétérogènes des liaisons résultant de la nature même 
de l’activité linguistique.

Les groupements typologiques de langues (types) peuvent s’appuyer ou pré­
tendre s’appuyer sur de vastes ensembles de faits intéressant la totalité de la

ou sur des faits isolés (typologie “élémentaire”).
structure linguistique (typologie “totale”) ou sur des ensembles plus restreints 
(typologie “partielle”)

L’expérience montre qu’on ne trouve pas de "solidarités” entre les faits lin­
guistiques, mais dans le meilleur des cas un plus ou moins haut degré de 
corrélation. D’autre part les typologies globales (ex.: langues isolantes/
âgglutinantes/flexionneiles/polysynthétiques, ou: accusatives/ergatives/“actives”)

d’excessives simplifications. PlusL^ont peu convaincantes parce que fondées sur
fécondes sont les typologies partielles, surtout si elles considèrent les types
tomme des choix faits dans des cadres démonstrés universaux (ex: projet de



Cologne). Les typologies élémentaires sont en elles-mêmes inaptes à
buts de la méthode, mais, aidées par l’intuition et la chance, elles pei
le point de départ de découvertes de corrélations.
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Structural Transitions and Typological Diversities in
Sino-Tibetan and Their Neighboring Languages

of East and Southeast Asia

Working Group 19:

Organizer: Mantaro J. Hashimoto 
Tokyo University of Foreign Studies

i

I

In the tradition of modern linguistics since the last century, structural 
developments of a group of languages are normally treated as the ones caused 
and brought about, if not triggered, by the internal forces of their linguistic 
systems, once the cognate relationship among these languages is proved by 
establishing the so-called sound laws observed between these languages. These 
sound laws are based exclusively on the sound correspondences between cognate 
words of these languages. The cognateness of languages here should then be 
applicable to the sound makeups of these words, and hence does not or should 
not necessarily imply the cognateness of other aspects of these linguistic 
structures.

In the development of East Asian languages, we witness some consistent in­
teractions of heterogeneous linguistic systems, once we draw our attention to 
linguistic aspects other than the sound makeups of words. Since the structural 
changes in cognate languages are normally regarded as originated internally, 
and since involvements of non-cognate languages are often ignored or at most 
ascribed to the so-called subtratum languages, descriptions of structural changes 
have mainly been restricted to “how’s” of these developments, seldom to “why’s.”

Surrounded by variety of languages in the vast expanse of Eurasian conti­
nent and spoken mainly by agrarian populations, Sino-Tibetan languages have 
experienced relatively static developments since the very beginning of their his­
tory. Naturally these speakers have never been completely free from some kind 
of migrations, but the scale was at least not as drastic as those of Indo-European 
speakers—almost a millenium had elapsed before the Indic people, for instance, 
realized that their ancestors could have come from the same homeland as that 
of the Celtic or Germanic people. Thus Sino-Tibetan languages offer ideal 
data for examining such interactions of heterogeneous linguistic systems.

As a case study of such inquiries, at this working group meeting we would 
like to analyze structural developments and typological diversities found in 
Sino-Tibetan languages. Sino-Tibetan here will be interpreted in its wider
sense, and participation and contribution by specialists of neighboring lan­
guages or language families will be most welcome.
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“Tonal Fall Deletion in spoken Lhasa Tibetan”

1330 WG 19: S*no-Tibe,;

Willa Dawson
Kuwait University

This paper discusses the loss of falling tone during compound formation ’

twospoken Lhasa Tibetan. Compound formation involves the combining of 
independent morphemes, each bearing semantic content, by affixing them to each 
other to form an independent lexical item with a new meaning related to the 
meanings of the two independent morphemes. E.g.: phod ‘Tiget’ -p qEE ‘Ian 
guage, voice’ becomes the compound, phddqEE ‘spoken Tibetan (language) ’

During compound formation, and in other instances as well, generally the 
first syllable retains the tone closest to the tone of the morpheme in independent
form. However, when a morpheme that takes a falling tone—high falling 
low rising-falling—is affixed as a first syllable to another

or
morpheme during

compound formation, the fall of the tone is lost, and the tone is realized as
5 6

either level or rising. E.g.: ¿haa (52) ‘hand’ (Hon.) -P t]üü ‘money’-> ¿/zapqüü 
3 2 1 2 3

‘money’ (Hon.); phoo ‘Tibet’ + qEE ‘language’ phooqEE. That is, the high 
falling tone (52 or 51) is realized as high level (55) in this position, and the low 
rising-falling tone (231) is realized as low rising.

The discussion introduces several formalisms to account for this process. 
Contour tone is viewed as a concatenation of level tone segments. Thus a
falling tone is represented as a sequence of High-Low. The loss of the fall is
analyzed as a deletion of the Low element, thus allowing for the statement of 
this tone sandhi process as a unitary phenomenon.

“Why Did â *D’oing Change from ‘Animal’ to ‘Wug’?”

Michael Carr 
Otaru University of Commerce

Sometime betw’een the Zhou and Han dynasties, the OC word 
changed in meaning from ‘animal’ to ‘wug’ (insects, worms, spiders, rep i 
amphibians, etc.). In addition, it is defined in the Erya as ‘legged 
opposed to *d'i3g ‘legless animals’. Why did this unusual semantic speci
zation take place?

The lexicological history of *d’i6ng is summarized in respect 
textual meanings in pre-Han texts, (2) relations and confusions with

to: (1) co»-
— ***v^»-v**A B XXX XV- xxxXXX LV- ZV UOj J IV-xLtLx V/11-3 xl 11VX K.A_Z x 1 X ex ->x v* x x ** - •

snake’ and 44 *kw3n ‘insect’, (3) OC associations with word
for

numerous; herd’, ‘winding; extended’, and insect names, (4) ST roots
of *s-brong

OÍlietu , VVlllVllllg, VA.tVIlVlt.Ll , dllU IIISVVL lldlllVO, J
reptile; insect’ and *dyuri ‘insect’, and (5) universals in the developt^c

folk-zoological vocabulary.
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Understanding the diachronic semantics of *d’i6ng will provide an im­
portant piece in the puzzle of the OC system for animal nomenclature. A 
speculative attempt is made to integrate the facts and proposals about this 
word, and additional information is requested.



Working Group 20;

Patterns of Language Impairment in Aphasia

Organizer: Sumiko Sasanuma 
Yokohama National University

zXphasia represents a neuropsychological condition where the use of spoken 
or written language is disturbed due to brain damage, producing a diversity of 
impaired language behaviors.

Evidence has accumulated in recent years indicating that attempts at 
the application of linguistic concepts and methodology to the study of aphasia 
can provide insight not only into neuropsychological mechanisms underlying 
language pathologies but also into the organization of normal language behavior.

The five papers to be presented and discussed in this working group represent 
attempts of this kind. The topics of the papers span a wide variety of issues 
both theoretical and and practical and yet are closely interwoven with each other: 
the nature of impairment in agrammatism among Japanese as related to Mary 
Kean’s recent proposition of agrammatism as a uniquely phonological impair­
ment (Bisazza); the patterning of Japanese onomatopoeia in aphasia (Coulmas, 
Bisazza, and Sasanuma); linguistic competence vs. performance as related to 
language deficits in aphasia (Kamio); universal and script-specific features of
reading impairment in aphasia (Sasanuma); and the production of discourse 
aphasia (Ulatowska).

in

productive interchangeIt is hoped that further insights will emerge from a productive interchange 
of ideas and information among the discussants, contriliuting to the develop­
ment of further explanatory theories of language deficits due to brain damage.

Nouns, Verbs and Syntactic Deficits in Agrammatism among Japanese

John A. Bisazza 
Meiji Gakiiin I’niversity 

.-Vgrammatics and other types of aphasics (as well as normals undei some
ditions) sometimes find it easier to process (e.g., read aloud, repeat, etc.) 
than verbs. The causal basis of this phenomenon and whether thethan verbs. The causal basis of this phenomenon and
facilitation” symptoms shown by different types of aphasics are really

Also at issue is the

coll'

the same 
oi

—i.e., have the same causal basis—are at issue, j-nav, at •'
Mary Kean has argued that agrammatism repie- 

retain a
agrammatism itself.
uniquely phonological impairment. She claims that agrammatics
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lively spared processing for phonological words versus nonphonological words 
(where a “phonological word’’ is any string #—# where—contains no #). Kean 
claims that agrammatism involve.s no syntactic impairment. If it can be shown 
that agiammatics have a noun facilitation effect even when phonological struc­
ture is held constant Kean’s theory of agrammatism will have been in part dis­
confirmed. Noun-verb pairs in Japanese (e.g., urami-uramu “resentment-resent”) 
make possible such a test since the members of such pairs do not differ in terms
of phonological structure. Moreover, the results of such a test (for or against
Kean’s theory) will be useful for comparing noun facilitation across different 
types of aphasia and in normals, since evidence (based on the same noun-verb

a syntactic basis of noun facilitation in Japanese normals and onepairs) for
dyslexic aphasic is already available (Bisazza 1980, unpublished dissertation).

The Patterning of Japanese Onomatopoeia in Aphasia

Florian Coulmasi', John A. Bisazza2' and Sumiko Sasanuma^) 
’’Universität Düsseldorf, ’’Meiji Gakuin University and 

’’Yokohama National University

To what extent individual speakers of a language have mental associations 
to natural sounds for onomatopoeic expressions is largely unknown. An an­
swer to this question would have relevance to the linguistic question of hotv 
arbitrary linguistic conventions and natural sound imitation interact in estab-
lishing onomatopoeic words as a distinct class of expressions. To shed some
light on the mental associations that people may or may not have for onomato­
poeic expressions, we are looking at whether brain-damaged persons exhibit 
any differences in processing onomatopoeic and non-onomatopoeic expressions. 
Our assumption is that the processing of expressions with more non-linguistic 
sensory associations will be relatively spared in cases of linguistic impairment 
fine to brain-damage. To test this assumption, both a listening comprehension 
3nd a speech production experiment are being conducted with Japanese 
aphasics. The Japanese language is particularly suitable for this study since it 
Has a rich stock of commonly used onomatopoeic expressions.

Linguistic Competence in Aphasia 

.\kio Kamio
The University of Tsukuba

Since generative grammar began to influence work in neurolinguistics, 
’iiajor conceptual distinction of generative grammar has had a significant 

: Linguistic performance vs. linguistic’avance to neurolinguistic research:

one 
re-

com-

A
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petence. The relevance of this distinction is apparent in theI----  - -- -i-j------ - me nyp„..
Whether it' is part of linguistic competence or performance or both 
damaged in aphasia. In 1970, Weigl and Bierwisch claimed that it is r ’’ 
performance and that the mechanism of competence is kept intact in 
Along the lines suggested by their thesis, a number of research works have h^^^
published. Some of them have argued against the thesis. For been
and his associates have claimed that in agrammatism, linguistic

example, Zurif

also destroyed to a noticeable degree. On the other hand, Keancompetence is
recently pre. 

phonolotn 
cal deficit and the basic knowledge of phonological structure and other °
sented a detailed analysis of agrammatism, arguing that it is in fact

of grammar are preserved in agrammatic patients. Also, the results of parts
a close 

examination of Japanese aphasics, both of the fluent and the non-fluent types 
performed by the present author revealed that the syntactic knowledge of Jap- ’ 
nese is kept intact and that it is only by the breakdown of performance

la-

mechanisms that their speech appears to be syntactically defective. At this 
Working Group, I would like to further advance the thesis proposed by Weigl 
and Bierwisch, claiming that the knowledge of language is basically unaffected 
in aphasia. The results of an experiment dealing with a detailed syntactic 
structure of Japanese will be presented as evidence. Some consequences and 
implications of the thesis will also be discussed.

Patterns of Reading Impairment in Aphasia: 
Universal and Script-Specific Aspects

Sumiko Sasanuma
Yokohama National University

The paper is concerned with possible neurolinguistic explanations for the
patterns of reading impairment observed in aphasic users of different types of

Iphabetic, syllabic, and logographic scripts-orthographic symbols, i.e., alphabetic, syllabic, and logographic scrip 
Word reading performance data obtained from Japanese aphasic patients, 
of both syllabic and logographic scripts combined, as well as comparable 
obtained from aphasic users of alphabetic scripts, will be analyzed and co^^^ 
pared to each other in terms of the similarities and differences in the ov * f j.’ccrtria

data

patterns of reading deficits, characteristics of paralexic errors, types 
tions between phonological and semantic processings, and other

of dissocia-
relevant

variables.
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Production o£ Discourse in Aphasia

Hanna K. Ulatowska 
I'niversity of Texas at Dallas

The paper focuses on two main concerns:
1) How the emergence of new analytical constructs from discourse fframmarO'

allows us to reveal which structures are preserved in discourse produced by 
aphasic subjects and 2) What possible explanations may be offered for the pat­
terns of disruption of these structures. The constructs applied to the analysis of
aphasia discourse are narrative superstructure, spectrum, profile and procedural
superstructure. The population studied includes twenty-five aphasic subjects 
with mild and moderate degrees of impairment and twenty-five normal con­
trols. The results show preservation of discourse structure in aphasics with 
selective reduction of information in discourse, as revealed through application 
of discourse constructs to the data.
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Working Group 22:

1

Organizer:
Discussants:

Morphosyntax or Semiosyntax?

Claude Hagege, Paris
C. Hagège; Susumu Kuno, Harvard;''C. P. Boguslavskava 
Saransk, USSR; Pr.'Dasgupta, Pune, India; L. Des/ô 
Kossuth University, Debrecen;'G. Lazard, Paris;
C. Lehmann, Köln; A. Lemarcchal, Poitiers

The Working Group Session was opened by Prof. C. HAGEGE, rvho gaveÖ'
a general overview of the papers by participants and proposed an organization
of the WG taking into account the time necessary for the audience to partici­
pate in the discussion, and for the discussants to comment on one another’s 
talks.

Following the alphabetic order, Prof. G. P. BOGUSLAVSKATA’s paper, 
since the author was absent, was read by the organizer: this paper emphasizes 
meaning as the most important criterion for classifying morphemes; the author 
also insists that “there is no absolute borderline between the plane of expres­
sion and the plane of content”.

In an interesting data-oriented paper. Prof. Pr. DASGUPTA presents many 
facts of Bangla which constitute an apparently chaotic set: first, he shows that 
it is not possible to predict, either on phonological or on morphological criteria.
which one of three allomorphs of a suffix on Bangla nouns will appear; semanti- 

or thecally, the situation is even more complicated, since these allomorphs, 
unique morpheme which underlies them, are used to express either the locative 
case, or the nominative (but only for the first and second persons singular of
the personal pronoun), or the nominative, and furthermore with many restiic- 
tions in each of these cases; Prof. DASGUPTA further demonstrates that a 
comparable case of polysemy is the one observed in the use of the classifieis> 
which not only present, like the above-mentioned morphemes, a difficult case

The organizer then pioposesallomorphy, but also have widely diverging uses.
a semantic and diachronic interpretation of thi.s apparent chaos: parranieters

M X.» « M A A A KZ A A AV/ AAAUV/A V. VAA A A A A VA A A A A »A AV.AAA     •

such as the oppositions 1st & 2nd pers./3rd pers., animate/inanimate, pionouiy
noun, and various kinds of semantic conditionings can help to account for the

complicated situation which is observed in Bangla.
Prof. C. HAG£GE, the organizer, then presents his paper on

non-autonomous domain”. He shows that three important

“Syntax as a 
of I'*’-branches
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■luii-duiuiiuujuus uomaiu . ne snows mat tnree imporiani
guistic studies, i.e. language acquisition, diachronic syntax and ci^ jiiot'
together amount to showing the intermediate status of syntax betup
phology on one side and semantics on the other: 1) before 4—5 yeais.
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1

fhildren tend to express semantic contents and syntactic relations by word 
order and intonation, and also,' of course, natural environment: then there is 
meaning, but practically no morphology, to the extent that the latter is defined 
jjv the variation of forms as a means of expressing functions. 2) As for diachronic 
syntax, there are many facts showing the role of meaning in the genesis of mor­
phological categories. Three sets of facts may be mentioned in this respect: 
a) The Noun ¡Verb distinction: it is preposterous to debate whether it was verbs 
or nouns which appeared first: believing that one or the other is original is 
completely circular, since it .amounts to saying that the opposition already 
existed! It seems more reasonable to assume that the determiner, which repre­
sents the partlcipant(s), was the first to acquire distinctive marks, because it 
had to be identified as opposed to the determined, i.e. nuclear, part of the sen­
tence, representing the predicate, i.e. the elements that expresses the relation 
between the participants, a given text (oral as well as written) containing by 
necessity more participants than relations between these participants. Thus the
Noun 'A'erb distinction cannot be properly accounted for short of having re-
course to semantic considerations, b) The genesis of spatial and dynamic rela­
tors and of “that” comple7nentizers: in many languages, especially West-African, 
Austronesian, North-American, relators historically derive from verbs or nouns: 
if they come from nouns, they will be prepositions in languages whose noun­
phrases have the order of succession determined noun determining noun, 
since these relators most often derive from names of body parts, the complement 
of the relator having originally designated the possessor of the body part: thus 
for example in Album (Central Cameroon),

■‘Iiead” has yielded
“foot” 
“chest” 
“back” 
"belly” 
“waist”

“on”
“under”
“in front of” 
“behind” 
“within” 
“near”

In Mande and Kpelle (Liberia and Sierra Leone), the same thing happens, 
but with the reverse order: since the order of succession within the noun-phrase 
is opposite to the one of Mbum, the corresponding relators, with the same 
»leanings, are postpositions. So much for spatial, i.e., non-dynamic, relators, 
'I'hich, as one can expect, come from nouns. As for dynamic relators, i.e. the 
»»es designating the direct participants in the process (agent, patient, bene­
ficiary, sociative, instrumental, etc.), they come, as can also be expected, from
'erbs, and here a comparable kind of situation can be observed: verbal
series, in languages which present Vj -f- V2 series whose first element (i.e. Vj) 

the main, i.e. the determined one (these languages often being the very sameI 'Lones that also have the order determined noun + determining noun within the
•loun-phrase), will be the framework within which a relator will be produced

A'j; e.g. in many Austronesian languages, one has “go” (Vi) -b "reach (V^) =
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“go to”; and, symmetrically, in various North-American Indian lane
“pass by” (Vi) + “arrive” (Vj) = “arrive by means of”. Evidently, Vj will h^^^’

»• «■ «-v r* i t- < z-v »■« 1 »"k true z'oco cinro tnip 1« —___________ _ __

have a reduction of the syntagmatic variability of the constituents in given con-

I

‘»'tax

postposition in this case, since this second type of language is generally so 
and what becomes the complement of the postposition was originally the

i- frr»m ^villi'll tllic *1-- Tplement of the verb from which this postposition comes; in the formei
symmetrically, the V2 (“reach” in the example given above) yields

T case,
■ • Pteposi

tion, since this kind of language is most often SVO, and the complement of therelator has originally been the complement of the verb from which this relator 
has been produced. Just as relators have come from verbs, in many languages 
“that” complementizers also come from a verb "to say” or "to speak”, c) TAe 
genesis of modals, auxiliaries and regation from semantically frozen verbs- this 
a well-known phenomenon: in many languages, to mention only that, “finish”

“that” complementizers also come from a verb "to say”

yields “past”, “continue” or “be with” or “sit” etc. yield “progressive”, “want” 
yields “future”, etc. 3) As far as creolistics is concerned, we are lucky enough 
to be, here, the very witnesses of a process by which the cycle from semantics 
to semantics through syntax, then morphology, then resyntax takes place: the 
genesis of a morphology is evidenced by such examples as, for instance, 
Haitian Creole apsate “will sing”, which is the last current step of the following 
evolution: Classical Latin cantd-bo (bo = future marker, 1st person singular) 
->Low Latin cantare /idfeeo->Romance cantdryo (restituted)-^Classical French 
chanterai-^Haitian Pidgin mo apRe säte (1/ will/ sing)->Haitian Creole 
m’apsate "I will sing”. To conclude, one can say that SHORT OF HAVING 
RECOURSE TO SEMANTIC AND TO DIACHRONIC CONSIDERATIONS 
(which often amounts to the same), MANY SYNTACTIC FACTS REMAIN 
UNEXPLAINED, to say nothing of “autonomous syntax”.

Prof. S. KUNO’s paper presents a very interesting study of Japanese honorific 
forms, in which he demonstrates that a generative of purely lexical account is 
untenable for the complex verbal expressions which are formed when one uses 
an honorofic of the form O -h VERB STEM- -1- NI NARU. In fact, in at least 
three kinds of structures, i.e. causatives, passives, and verbal compounds, the 
insertion of NI NAR-I within the structure, yielding a sense which is different 
from the one which is obtained when this insertion does not take place, is by 
no means accountable by lexical rules, and must be handled transformationally-

The organizer then reads Prof. L. DEZSÖ’s paper, since the latter was not 
able to come. In this short abstract, the author argues that “the time has 
to reconsider the status of morphology in grammar, taking the experience 
the past and the results of linguistic theory of the present into account .

Then, Prof. G. LAZARD reads an English translation of his paper, 
ly written in French: here, he shows that there is a continuum from 
to syntax, and semantics should be kept apart. Prof. HAG£GE objects
syntax without semantics is untenable.

Prof. C. LEHMANN, having his own Working Group at the same tim^'
not able to come. However, he sent an interesting paper, in which, un. ---------------- -----------------------------------------------------------——‘‘c 1—1—> — g

title “On the grammaticalization of syntactic functions”, he shows how

was 
the 
can

structions. “This correlates with .. . a desenianticization which reduces the
semantic function to a syntactic one, e.g. that of the indirect object. The rela­
tion may then become part of the meaning of the verb (government), and its 
segmental expression may become zero, the reduction in syntagmatic variability 
resulting in the fixed order of the object vis-a-vis the verb”.

The last paper, by Prof. A. LEMARfiCHAL, very clearly shows, using good 
examples from Palauan an Indonesian language of Micronesia, that formal 
changes can also be sequential, and prosodic, not only segmental, and the amount 
of information which can be communicated by language can also concern the 
relation between the real world and the speaker, and not only the semantic 
content in itself. He also shows, on the basis of Palauan examples, that a 
polysemic account as one and the same morpheme, when we have a big amount 
of allomorphy or of diversity in the syntactical uses, is to be preferred over an 
homonymic account as diverse morphemes which, as if by mere chance, would 
happen to be formally identical.

The comments and questions by the audience show that for most people, 
syntax cannot remain as an autonomous domain; nor can it be excluded in favor 
of pure mechanical accounts or lexical listings, in other, complementary, cases. 
In other words, neither to much esteem for syntax, nor too little.

Syntax as a Non-autonomous Domain

Claude Hagège
École Pratique des Hautes Études (Sorbonne, Paris)

There are three connected fields whose study shows that syntax has an in­
termediate status between morphology and semantics: language acquisition, 
diachronic syntax and creoles. The morphological intricacies of flexional lan­
guages like, e.g., French, are not mastered by children until they are 4-5. Be­
fore that stage, semantic contens tend to be expressed by juxtaposition of 
lexemes, and order of succession, as well as natural environment, are essential. 
Thus, there is meaning, some syntax, and practically no morphology. zXs for 
diachronic syntax, its study shows how semantic features combined with func­
tional specialization result in noun-verb distinction, how spatial relators are 
produced from names of body parts, or auxiliaries, negations, modals from 
semantically frozen main verbs, or “that” complementizers (and, often, other
clause markers) from a verb “say”. Finally, creole languages are excellent 
witnesses of the steps on the cycle from semantics to semantics via syntax—> 
morphology-^re-syntax: optional adverbs become obligatory modals (ex. Hai­
tian ap (<Fr. après) —>imperf. marker), dynamic verbs produce spatial relators, 
3rd pers. plur. pron. yield affixed plur. markers on nouns, etc. While the pidgi- 

complex morphology tonization of European languages has led them from a



a positional syntax, the creolization of pidgins and further evolution of ,
go the opposite way: what we have here is the genesis of a morphology

It follows from the above that a completely autonomous study of
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creoiej

syntaxcannot defensibly be maintained unless we limit ourselves to a narrow synchr 
nic approach. In dynamic terms (and languages are dynamic entitles), there ° 
(on very long periods, of course) a constant flow from semantics to syntax and 
from syntax to morphology, followed by a new cycle from morphology to syntax 
and so on. But the relationship of synchronic syntax itself to morphology 
one side and semantics on the other side is so tight that even synchronically 
there is no such thing as autonomous syntax. A proper account of incorporated

IS

on

nomináis, for example, in Eskimo, Iroquoian, Algonquian, Paleo-Siberian lan­
guages, etc., and even in English (cf. man-made, clam-digging), although this 
phenomenon seems to belong to the chapter of word-formation as a part of 
morphology, is not possible short of having recourse to syntactic considerations.
There is, on the other hand, a remarkable parallelism between syntactic and se-
mantic complexity, as is evidenced, for example, by the fact that in most lan­
guages, subordinate clauses, just as they are semantically dependent, are syn­
tactically submitted to much more constraints than independent clauses. 
Furthermore, the syntactical notions of noun, verb, etc. (categories) and of sub­
ject, predicate, complement (functions) are, in themselves, a participation to 
meaning: it is not semantically irrelevant for a verb to be a verb, for a noun 
to be a noun, for an element functioning as subject to function as subject, etc. 
Finally, the relationship between functional notions and semantic roles is of-
ten regular across languages: the subject (a morphosyntactic notion) cor­
responds in many cases to an agent or patient (semantico-referential notions)
and the predicate corresponds to a process (for more details on all the above.
cf. Hagege 1982). We can thus say that synchronically as well as diachroni- 
cally, syntax is not an autonomous domain, if only because the rules which we 
call syntactic all contribute to one and the same task, which is the task of lan­
guage: to convey meaning.

Reference
Hagtge (Claude). 1982, La strucitire des langues, Paris, Presses Universitaires de France. 128 page’-

The Honorific Forms of Compound Verbals in Japanese

Susumu Kuno
Harvard I’nivcrsitv

V/Japanese forms the subject honorific form of a verb by adding O- ■ ■ • ‘ 
\Ali- to the verb: kak- ‘write’: O-kak-i NI NAR-. Since adverbial paiti*- ^

Japanese forms the subject honorific form of a ver

can appear inside such an honorific form, as in O-kak-i NI SAE NAR- ‘to
write , the honorific form formation cannot be handled by word formatio*t in

evco
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I
the lexicon, but must be dealt with as a syntactic process.

Japanese forms the causative form of a verb by adding -sase- to the right 
of the stem form of the verb: ibar- ‘boss around’ + -sase- = ibar-ase- ‘make boss
around’. It has been proposed by some generative grammarians that this pro-

I
cess slioidd be dealt with as a word formation process in the lexicon. However, 
this position is untenable because the verbal stem can appear in the honorific 
form under certain conditions. For example, ibar-ase-te ok-u ‘boss around—
Cause—to leave; let (someone) boss around’: O-ibar-i NI N'AR-(s)ase-te o-ok-i
5!i-rii. When such an honorific form can be used with deference for who is 
completely predictable if we take a transformational approach to the generation 
of causatives, but would be hard to account for if one takes a lexical word-for- 
iiiation approach.

Japanese allows more than one honorific form for “compound verbals” such
as kak-i-hazime- ‘write-begin; begin to write’: O-kak-i NI NAR-i hazime- and
O-liak-i-hazime NI NAR-. These alternative forms have been regarded as stylis­
tic variations. I show that they are different in semantics, and that this dif­
ference can be captured automatically only in a transformational approach to 
compound-verbal formation.

On Structure and Semantics of Grammatical Categories

G. P. Boguslavskaya 
The Mordovian State Vniver.sitv

Linguistic theory must reflect systemic structural organization of language. 
In the structural organization of grammatical categories the principle of unifi­
cation of grammatical classes and units constituting this category is most essen­
tial. The basis for such a unification is the most general meaning (for instance, 
the meaning of time) uniting the meanings of the components of the category. 
Semantic opposition builds up the relation subordinated to the principle men­
tioned above.

The linguistic fact that must find its reflection in linguistic description is 
the one registered in the given language as “the result of selection” which yields 
the system of certain grammatical forms (a series of forms) used for the expres-
Sion of meanings connected with the given category (paradigm or

1

a complex
of paradigms).

Grammatical selectivity does not always follow formal logical rules such as, 
for instance, the subdivision into semes.

The schemes and principles of systemic structural organization inherent in 
the grammatical category often ascribed to the language may be violated by 
die fact that the expression of potential grammatical meanings is distributed

L‘iniong morphology, syntax, lexical system, context and different combined
'iieans of expression including “hidden grammar.”
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The unification of the forms constituting a grammatical category ij
most essential constant quality of systemic structural organization of
tical categories. This unification is at the top of hierarchy. The relatio^ns"'^
opposition between the components of the category are merely variable i- .
ual qualities of a lower rank.

ciser le signifié de chaque unité et à montrer comment se constitute la significa­
tion des combinaisons d’unités. Les “fonctionnels” ont un signifié, si ténu soit-

the

of

One should also bear in mind that there is no absolute borderline betw 
the plane of expression and tlie plane of content. The intermediate link^^ 
grammar which is a constituent part of the plane of content and which serves 
the purpose of building up the remaining part of the plane of content, e.g. the 
word (he) drives denotes the action because it possesses the grammatical

il: lexèmes et morphèmes forment aussi un continuum, du plus riche de s 
ail plus vide. L’ordre des termes, s’il est significatif, a aussi par définition 
signifié.

Donc morphosyntaxe et non sémiosyntaxe.

sens 
i un

IS

gories of person, number, tense, aspect, voice and mood. Grammar
cate-

Morphology and Syntax in Typology

serves the
plane of expression by grouping phonemes into the basic combinations, i e 
morphs.

L. Dezsô
Kossuth University, Debrecen, Hungary

Alain Lemaréchal 
Poitiers

Many a structural homology is observed within a given language as well as 
between different languages. In order to explain such morphological peculiari­
ties (which are often stable within a language, if not widespread all over the 
world) it is necessary to search beyond the mere morphological and syntactical 
description for a more refined description of the distribution of meaning.

Semantics is the only way firstly for preserving the logic of the system of 
each language and even for identifying a certain kind of information communi­
cated by the languages (an abstract, logical one such as categorization of the 
elements of the real and of the relations between these elements), secondly for 
founding a typology capable of explaining and not only stating the homologies.

In the 19th century and in the first decades of the 20th century morphology 
was in the centre of grammatical studies. Syntax was approached through 
morphology, especially in typology. Later syntax became the major field of 
linguistic investigation, not only in grammatical studies, especially in gramma­
tical theory, but also in typology. The study of syntax via morphology as well 
as the approach to morphology from the point of view of syntax comes up 
against serious difficulties. The time has come to reconsider the status of mor­
phology in grammar, taking the exprerience of the past and the results of lin­
guistic theory of the present into account. In general that is important for 
typology and in particular for the typological characterization of languages 
with “strong” morphology. The theoretical and typological investigation can 
be based on the Typological Bank of the Kossuth University stored in the 
computer on the basis of the huge Soviet project “Encyclopedia of the Lan­
guages of the World.”

G. Lazard
Sorbonne, Paris

Traditionnellement la “morphologie” étudie les varitions des mots,
dans la langue et limitées en nombre; la “syntaxe” étudie leurs 
soumises à des règles, mais en nombre infini. Cette distinction 
valeur relative et pratique: des mots nouveaux peuvent être formes

combinaisons,
n’a qu’une

indéfini­

ment; inversement beaucoup de combinaisons syntaxiques sont stéréotypé 
court«

dans 1«Mais il est vrai que les combinaisons d’unités dans les séquences co- 
phologie”) ont beaucoup plus de latitude que celles qui ont heu 

" sont les po^séquences longues (“syntaxe”). “Morphologie” et “syntaxe”
du

continuum que forme l’étude de la chaîne dans la double perspective 
matique et syntagmatique et qui est à la base de la construction des sy 

La sémantique concerne l’ensemble de ce continuum: elle cne

iradig'
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Working Group 23:

Origin of Japanese

Organizer: Kazuo Mabuchi 
Tokyo

The working group on the origin of Japanese met on August 30, 1982 at
Room A of the Nippon Toshi Center and discussed the problem with Kazuo 
Mabuchi as organizer, three invited specialists (Lee Ki-Moon, Seoul; Shichiro 
Murayama, Tokyo; Susumu Ohno, Tokyo) and five volunteer speakers (Kini 
Kong-chil, Cheju; Laszlo Szabo, New Brunswick; Pon Kothandaraman, Madras; 
Takao Kawamoto, Joetsu; Koji Atarashiya, Sapporo). Out of the invited 
specialists. Prof. Roy Andrew Miller (University of Washington) declined to 
attend the Congress, Prof. Karl H. Menges (University of Vienna) and Prof. 
Nikolaj A. Syromjatnikov (Moskva) sent us summaries but could not attend 
the Congress.

Main points of discussion
1. Prof. Murayama asked Prof. Szabo a couple of questions about Uralic and 

Altaic specialists;
2. Prof. Yoshimachi gave some comments on the examples given in Prof. Kim s 

handout;
3. Prof. Ohno gave supplementary explanation about the CVC stem-structure 

of Japanese and Tamil, and answered the questions raised by Professois
Murayama, Murasaki and Krishnamurti;

4. Prof. Murayama proposed taking ancient accent into consideration, on
which Professors Ohno, Hirayama and Komatsu gave comments;

latical5. Prof. Matsumoto raised a question about the word order, the grammatic. 
gender and the number in Tamil and their relation with Japanese. I j- 
Ohno replied that the answers were given in his published books. Prof. ” 
stimu Shiba said that comparison should be made separately betueei 
Dravidian, Austronesian and Mongolian. Prof. Kawamoto wished to rec-

ognize the CVCV structure as the stem of Japanese.

Summary
A number of theories on the origin of Japanese have been proposiicd during

the discussion. The organizer asked each discussant 
Japanese he had in mind when he gave his theory.

IdVC UCCII 
which age (chronology of

Prof. Lee Ki-Moon: It is not yet time to define the chronology:

prof. Kim and Syromjatnikov (northern theory): ca. 2000 years ago;
prof. Kawamoto (southern theory): 5000-3000 B.C.;
prof. Kothandaraman: prior to 500 B.C.;
Prof. Ohno: 400-300 B.C. (prior to that date there might have been a language 

with the CVCV structure);
Prof. Szabd: Japanese belongs to Altaic, Hungarian belongs to Uralic, the 

two families having been separated from each other about 6000 B.C. 
Possibilities of relationship between Indo-European and Uralic/Altaic 
cannot be denied either.

The organizer does not necessarily agree with all discussants on all points, 
but each theory has some possibility in view of the fact that the theories pro- 

not necessarily exclusive against one another despite methodological 
varieties. The theories proposed can be synthesized into the following graph.

(1) Korean theory; (2) Dravidian theory; (3) Austronesian theory; (4) age in

posed are

which relationship between Altaic and Uralic 
European (?).

can be assumed; (5) Indo-

(5)
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A.D. Japanese

Problems in the Comparative Studies on Japanese

Ki-Moon Lee
Seoul National University

Recent comparative studies on Japanese have made it clear that an overall 
examination of their methodology is required. The most fundamental problem 
IS related to the basic nature of comparative work carried on only two languages. 
Hhen relying on only two reflexes, it is extremely difficult to judge the validity
of proposed comparisons.

Let me cite just one example. The Korean word pal ‘foot’ has been com-
pared with Old Japanese fagi ‘shin’, Ryukyu fagi ‘foot’, Hachijojima dialect 

‘foot’ on the one hand, and with Old Japanese asi ‘foot, leg’ on the other. 
Since these are based on the comparison of only two languages, it is impossible
to decide which of the above pairs are real cognates. Fortunately, however, we 
have Tungus words such as Goldi palgan ‘foot’, Evenki halgan, algan id. which 
have also been compared with Korean pal. These Tungus forms clearly show

to decide which of the above pairs

1344
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that the fagi: pal pair is much more probable than the asi; pal pair
take into consideration the fact that Old Japanese f- goes back to *p.
original medial consonant clusters were simplified in Japanese, we can f
assume that the earlier Japanese form was something like *palgi and this
responds to the above-mentioned Korean and Tungus words.

If We
that

cor-

One of the most serious problems in the comparative studies of only tw 
languages comes when one attempts to establish rules of sound correspondenc 
because it is almost impossible to distinguish between actual and accidental
ones. What have been called “rules of sound correspondences’’ in Japanese 
comparative work are, in fact, so powerful that they can be used to justify 
lexical comparison of any two languages.

Finally, I would like to touch upon the problem of borrowing. It is diffi­
cult to distinguish between cognates and loan-words, especially with languages 
such as Korean and Japanese which have been in contact from the earliest 
period of their history. Although there is no general criteria to distinguish 
between cognates and loan-words in early periods, we can postulate some condi­
tions in which lexical borrowings took place. It is rather safely assumed that 
Old Japanese Ki and sasi ‘castle’, hisi and kiini ‘lord’ are loan-words from the 
Paekche and Silla languages.

languages had become different. The developing courses can be illustrated as 
follows. Only where the Wa races lived transitional systems as seen in (b) and 
(c) were transplanted and, as a result, a retroactive systems as seen in (d) was 
developed.

The two primitive languages of Korea and Japan had the same vowel sys­
tem by nature, so the correspondence of the system is very simple. Consequently 
the transition from the “primitive” to the “ancient” had brought about com­
plex correspondences of vowels between the two languages. The reason of this 
movement seems to be its own specific reasons in the vowel specializing and 
developing process. But on observing the course of the formation of these 
vowels, we can discover the casual relationship in the course of moving and 
regularly limited correspondence among vowels of two languages coming into 
being.
For example:

The Korean and Japanese Languages About 20 Centuries Ago

I
Kim Kong-chil

Cheju National University

About 20 centuries ago there lived the races of Buyo, Koguryo, East, Okjo,
I Ye, Hann and Wa in an extensive area covering South Manchuria, the Korean 

culturalpeninsula, and Northern Kyushu and these races belonged to the same
and linguistic cycle on the basis of different clan society system.

By means of the word examples picked up from regional and place names 
in the Korean peninsular and the Japanese area, as the result of reconstiuctmg 
the vowel inventory and system of both languages, it is found out that 
common system reconstruction in both systems was originally /v-u-i/ in the 
rean peninsular. And other vowels were formed and adjusted with in 
basic volwels as a base, so that in the course of time the vowel system o

Jap-
f asa ‘morning’ 
tosb ‘evening, late’ 
fkata ‘shape’ 
1 koto ‘thing (abstract)’ 
f padara ‘frost falls’ 
I podorb ‘snow falls’ 
fkaru ‘cut, crop’ 
Ikbru ‘cut, take in’ 
f taru ‘enough’ 
I torn ‘take off’ 
r tahusu ‘bring down’ 
I tbhbsu ‘pass through’ 
(sita (*sata) ‘lower part’ 
I sbtb ‘back, outside’ 
f parahu ‘suppress’ 
Lporbbu ‘destroy’ 
f pakaru ‘devise’ 
1 pokbru ‘progressive’

(a) (b),
•r

(d) i 'l'*-------U (e) lA .0

’B A •8 (D) i

Ó

ttj ¡
a,.

1

these tadasi ‘rightful’O'

*tódósi (tótónóhu) ‘arrange

Kor.
*azE (azjak-ac’em) ‘morning’ 

,*3Z3 (azatkuii) ‘yesterday’ 
kat ‘thing’ 
kat ‘thing’ 
ptaradida ‘drop’ 
ptarazida ‘fall’ 
karda ‘crop, plow’ 
katta ‘gather in’ 
ta’eda ‘complete’ 
tarda ‘take off’ 
taheda ‘exhaust’ 
taheda ‘do it still more’ 
sta ‘earth, land’ 
tha ‘area’

■parada ‘depend upon’ 
parida ‘abandon’ 
pargida ‘make a trial’ 
pergida ‘dispose’ 
tatta ‘arrange’ 
tattadi ‘in order’

* karama/kórómó ‘cloth’
asa/dsupi ‘cloth’

As mentioned above, the fact that the correspondence in alternate of devel­
oping vowel a-6 exist in Old Korean and Japanese languages is a proof that 
Korean and Japanese languages are cognate languages.

I
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The Phonetic Laws due during the transfer from
Proto-Japanese to pre-Japanese

Í

I

Japanese

Historical-Comparative Observation of the Japanese Language

Shichiro Murayama 
Tokyo

Starting from the Old Japanese (OJ) we try to reconstruct the pre-Ol 
vowel system and to examine whether the so-called “Onsetsu-ketsugo rJ 
hosoku”, i.e. OJ law of vowel combination, has anything to do with the Al tab

N. A. Syromjatnikov
SSSR, 117333, Moskva, iiI.Dm.Ul’janova 4-2-129

no
IC

vowel harmony. On the other hand we examine whether the reconstructed pre- 
OJ vowel system shows any correspondence to that of the Austronesian. The
remnants of the morpho-phonological prenasalization of Austronesian type in
OJ will be investigated.

Further we treat the problem of OJ verbs, their conjugation and their 
phological connection with the Altaic, especially Tungusic languages.

mor-

Our analysis will show the polygenetic origins of the Japanese language, 
which makes the problem of the genesis of the Japanese language extremely 
difficult to solve.

“Proto-Japanese” is dialects of Altaic tribes, invading Tukusi 2000 years 
ago before their contacts and phonetic changes under the influence of the sub­
stratum Malayo-Polynesian dialects. Proto-Japanese had clusters of consonants 
as other Altaic languages also. Pre-Japanese under the influence of substratum 
lost clusters of consonants according to the following laws:

1. If the first consonant had been voiceless sound or a sonant (1, r, n, m, p), it 
disappeared without any result: *kalta(s) > kata.

2. If the first consonant of a cluster has been a voiced sound, the following 
voiceless one became a voiced consonant: Mongol *tobti- ‘a button’—AJ 
todi- ‘to close’; Mongol kabsa- ‘to blow’—AJ kaza-/kaze ‘wind’.
Thus, Jap. o:gi < apuki < Evenk, arpu-ki ‘fan’, ‘a fin’ (-ki is a suffix, denoting 
that the doer does this action constantly, cf. usagi

Comparison of Japanese and Tamil
hare’ : tuksa- 'to run’).

Evenk. tuksaki *a

Susumu Ohno 
Gakushuin University, Tokyo

I will give a brief account of my study on the comparison of Japanese and 
Tamil words. The result of my study was published in book form Sound 
Correspondences between Tamil and Japanese, Gakushuin 1980.

Tamil roots take the form of CVC- or CVCC-. Accordingly, I consider Japa-

The common law is that the last consonant of a syllable was dropped; 
Evenk, inamu-kta > AJ “ ' ' ' ' ' - --*namu-ta > nami-ta (under the influence of nami
‘wave’) > namida (-kta is a suffix of names of little, but a multitude of things).

Japanese and Altaic

nese words only up to the third phoneme. I have collected correspondences
the first, second and third phonemes. Grammatically, Tamil and Japanese 
long to the agglutinating type. Structurally, both languages show considera

in 
be-

Karl H. Menges
Orientalisches Institut, Wien

similarity. .,
Further consideration will be given to Tamil intervocalic stops. Since 

well there have been two theories on Tamil intervocalic stops, whether 
are voiceless or voiced. In recent times, studies by Bh. Krishnamurti an 
Zvelebil have shown the theory of voiced is more likely. If Japanese is a 
as a new material for the study of Tamil, the theory of voiceless 
examined anew. I will also touch upon the problem of voicing of 
ka- and fa-series in Northeast Japanese dialects. I will distribute the 
Tamil-Japanese correspondences.

Apart from agnostic and solipsistic tendencies to consider Japanese ... 
Having no genetic relationships with other languages, there is a well-founded

as

idded
be

'ocalic
of

general agreement that the languages most closely related to and cognate with 
.Japanese are the Altaic languages. Recent research on this problem achieved 
considerable expansion and consolidation of the theory linking Japanese with 
the Altaic languages. Of these, Turkic is the group, with the possible excep­
tion of Korean, possessing the oldest written documents, from the Vlllth cen­
tury A.D. on; Mongolian has written documents from the earlier Xlllth cen­
tury on, and Tungus (or Manzu-Tungus) is documented latest, with some frag- 
'Uentary Ziircen texts of the XlV-XVth centuries and the vast Manzu 
hterature from the XVIIth century on, while the other Tungus languages, none 
of them possessing a literature, have become known from the middle of the 
XiXth century on, most research having been done in this century. It is just
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nf the works done by Dr. S. Ohno, Dr. Susumu Shiba, Dr. Akira Fujiwara,
pr. Minoru Goh, Dr. Muneo Tokunaga and others, I would like to place cer­
tain relevant facts which reveal the fact that the Japanese language is geneti­
cally related to the Dravidian family.

The paper makes an attempt to explain why the reconstructed Proto-

l-’Panese

the latter,, the non-literary Tungus languages, especially those of
branch, Ewenki and Lamut, which are the most conservative and ^otthei 
languages, evolutionally being much older than either Turkic ' - ■ —
thus they hold a key position in the comparative-historical rg ^^°ngol, and

For historical and ethnological reasons the assumption is

, -•'•‘rn
archaic Altaic

on Altaic.
cogent that theKiba Minzoku, the "Horse-Riding Peoples”, were early Altaians

Arians; history knows of no Uralic nomads of the steppes of ^'•'‘Bans or
pravidian forms are not directly considered for the comparative study and

the largest sense. Asia in

Japanese-Hungarian Relationship: an Old and New Problem

Ldszlo Szabo 
University of New Brunswick

,^vhy in most of the cases the Tamil forms are chosen for comparison with the 
Japanese forms.

The phonological, syllabic, morphological and syntactic aspects of both lan­
guages are carefully considered from the view of an historical and comparative 
study. The phonological aspect is given more attention since the author does 
not have sufficient data for a deeper study of the other aspects.

Mutual sympathy between the Japanese and the Hungarians has been
Two Sets of Correspondence Relating Japanese to Austronesian

a
contributing factor to the investigation of the possible relationship between 
these two languages, Hungarian is an Uralic language, Japanese is supposed 
to belong to the Altaic language family. Are the Uralic and the Altaic lan­
guages related to each other? This question was already being discussed by 
linguists in the nineteenth century, for instance by Schott, Castrón and 
Munkácsi. The idea of the Uralo-Altaic relationship has never been generally

Takao Kawamoto
Joetsii University of Education

accepted in the linguistic literature, but the problem has emerged again. to
mention only a few of the great twentieth century scholars: Wiedemann,
Ramstedt and Fokos-Fuchs. My list is far from being complete, even if I add

the name of a linguist from our time, Kazar.
In the paper, instead of giving a complete survey of Japanese-Urahc 

parative studies, I present just a few ideas of the above listed scholars, adding
com-

to them my own comments, being a speaker of several Uralic languages and

Considerable efforts have been made so far to uncover the definite sound 
laws between Japanese and Austronesian without success. A recent comparative 
work on various aspects of the two languages reveals that we have been treating 
the two different groups of words without distinction. The one group is what 
Bruce Biggs calls a direct inheritance composed of basic words (eye, mouth, 
fire, &c.) and words of Oceanic origin, whereas the other, an indirect inheritance, 
consists of culture words (ricefield, blacksmithing, weaver’s sword, &c.) and 
Hesperonesian words. I have assigned over a hundred words to each of the 
groups, and found the following two sets of correspondences:

a student of Japanese.
Even though Turkish loanwords in Hungarian as cell similar borrowingsw

in other Uralic languages might cause difficulties, it is 
pioneers’ work on Uralo-Altaic Linguistics.

worth continuing the

PA/H 
PO

I
11

p/b- -p/b- gp/gb t/T C gt/gT d/D-

Linguistic Affinity between Dravidian and Japanese

in 
m 
m 
m

Dr. Pon Kothandaraman
University of Madras

The purpose of this paper is to explicate the linguistic 
Dravidian and Japanese. Dr. Susumu Ohno of Tokyo has

affinity
already

between
■ollectet’

Cluy . jlv

---- ■*'-**«j.*i aiiu J «jiaomxiiIl_______ wi ond seInant'^^ ' 
about five hundred words in Tamil which are phonetically h^ief surv^. 
Cl m ¡In». i._ _ _ 1 • T. _  A £ m illi 1 fl CTsimilar to the corresponding words in Japanese. After making

P 
f 

f/w

P 
f/w 
f/b

mp 
m 

m/b
n/N/ñ s/c/z-

n/ñ 
n
n

s 
t/s 
s/t

s 
s/t 
s/t

t 
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t/d 
j 
s 
J
s

t 
t/s 
t

nt 
s 

s/z

d 
t 
t

-d/D- 
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r/d 
t/r/d

1/r gd/gD

gs/gc/gz k/g gk/gg g
ns 
t 
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k 
k/g 
k

gk 
g 
g

g
w
w

k/g w 
k/g f

1/r 
r 
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q 

0

k

nd 
t 
z

q- 

q

f 
k

y 
y 
J
y

R- 
R
s
0

S
0 

0 

0

-R- 
R

r
H
0

0
k

Japanese y also reflects *gt, *d, *1, *r, *R, *s, *L and *ñ under conditions
Which cannot be stated at present.

[Abbreviations and Symbols: PA/H=Proto Austronesian or -Hesperonesian;
PO=Proto-Oceanic; g = T); 0=nothing; ?=no examples].
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The Etymological and Comparative Studies Working-G«oup_24-i-----
Words and Indo-European Roots

Koji Atarashiya
Hokkaido University

on J®panese

We know from the previous studies that Indo-European / 
regularly correspond to Japanese /k-/. The present studies 
tween the homophonic Jap. words turu and IE roots demonstrad 
sounds correspond. The results described below leave ‘

*

on
^■/ and

corresponds to Jap. /tu-/. '

J’Panesç

/•sk-/
‘“«’parisons be-

no doubt that IE^^

The Jap. word turu meaning “vine” is cognate with the English c/ n 
lerivativp from thp TF *cti.i-___ _ .._ u stalk

/*ste-/

whichIS derivative from the IE *stel- meaning “to put, stand”. The Jap 'tur^ 
2© cramp” is cognate with the Eng. stark from the IE *ster- meanin™“«iff^« ster-
The Jap. turu meaning “bird’s name, crane” and Eng. stork „xc vosnate w u 
the Eng. stark. The etymology of turu and stork is “the stiff movements of the 
bird”. The Jap. turu meaning “strain, race” is cognate with the Eng strain 
from the IE *ster- meaning “to spread”.

And the comparative words described below are

are cognate with

similarly obtained. (1) IE
J^P- (staff) afterMILLER, Alt. -----. / . rrx r --------- _ r \ /bïq irom *¿ibík (staff) after POPPE, (2) IE *steg- (pole, stick).

Eng. aiiacA (offense), Jap. tuku (to attack), Drav. *ímAA- (to push, stab) after
FUJIWARA, Eng. attach (to touch), Jap. tuku (to attach), (3) IE *steg- (to
cover), Gk stegein (to cover), Jap. tuku (unknown meaning, after the TAKE-
TORI MONOGATARI, but probably cover, thatch, roof).

On the basis of these data, it seems reasonable to assume that Japanese be-
longs to the Indo-European family of languages.

Principal Works on the "Origin of Japanese” by discussants
$ í i (Lee Ki-Moon): 1962 (B*ÿl) 1975
lí ÜJ -t (Shichiro Murayama) :

± Si VE 
e

0*15016« 1973
0*^oæiÈ 1979

(Susumu Ohno): 0 (0*|SoJit^ I) 1980 (Ji^ílíáSlífc

Modality

Organizer: Frank R. Palmer 
University of Reading

Only three of the discussants were present—Walter A. Cook, Thomas R. 
Hofmann and Co Vet. Disappointingly as a result, the discussion was largely 
concerned with modality in English. Although Vet’s paper was concerned with 
French, many of the points he raised were equally valid for English.

Cook provided a very general framework within which to place modality.
Taking Fillmore’s distinction of Modality and Proposition he further divided 
the first of these into Tense, Aspect and Modality; these are universals, with 
different manifestations in different languages. This was challenged by David- 
sen-Nielsen who pointed out that modality is further removed from the pro­
position than either tense or aspect and, more generally, it was challenged by 
the whole of Vet’s paper which showed the close relation between tense and 
modality in French.

Hofmann provided a neat framework of modality in terms of (1) Possible, 
Impossible and Necessary and (2) Epistemic, Deontic and Capacity (= my
Dynamic). But it was generally felt that this was too narrow. When does
probability come in and how does he deal with will (Yamada)? Is there a clear 
distinction between Deontic and Capacity (Miyahara).

Vet’s paper showed the close relationship between the temporal and modal 
use of sense tense forms in French and an attempt to explain this in terms of 
situational semantics.

My own view, which motivated the suggestion for the working group is as 
follows:
1) Language does not consist entirely of ‘categorical assertions’, though these

are given priviliged status in a great deal of linguistic and philosophical dis-
cussion. There are languages, e.g. Hidatsa (G.A. Matthews Hidatsa syntax) 
in which it is not possible produce a non-modalised utterance. (I am in­
debted to John Lyons for these ideas.) (It was argued that all languages 
have modality indicated at all times (Reesink) even if one form is unmarked 
(Ferris). But this seems to me to miss the point—the absence of formal 
marking of unmodalised forms is highly significant—it distinguished them 
from all the others (unlike Hidatsa.)

2) The issue is one of the grammaticalisation of notional/semantic categories. 
How do languages grammaticalies modality? The greatest difficulty here 
is in defining modality—it is far more difficult to establish then, say, tense

B*ag¿ í 1981 ÿiigîa:
2 -e (Kim Kong-chil): l^i^W 0 a OV'X

2 * № (Takao Kawamoto): 1980
The Japanese Language 1967 (/J'.ffigR) The University of Chicag®

-t: (Kim Kong-chil) : 0 (îS

Roy .A.. Miller:

1972

1982

Origins of the Japanese Language 1980 University of Washingt® 
Press; (Jith . [14^ . 1982
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We endeavour to achieve it by analyzing the peculiarities of the use of dif­
ferent means of expressing modality in two languages belonging to two different
linguistic groups, such as English and Russian.

number (with reference to enumeration’» rvU- But

l>ty

S

(with reference to time) or
many languages have formal systems that seem likely candidates,
English modals which are formally very different from the ‘semi-m" 
such as be going to, have to, be able to. But should we 
and modality (Davidsen-Nielsen)?

3) There are problems.
(a) Is tense separable from modality CVet’s paper or 

wilt)i

distinguish

le

mood

the functions of

(b) Is it coincidental that the same forms are often used for episteniic 
deontic and dynamic modality? Is possibility/necessity more basic than 
these distinctions? (This is, perhaps, what Hofmann is recognising 
when he ^ays that the modals are unambiguous—a very strange claim 
in view of their very different functions.) Or is this just a feature of 
English and some familiar languages?

On the whole the exercise was a disappointing one. We learnt little about 
the typology of modality. There was, however, one interesting proposal from 
the audience—that of Tsunoda who suggested that there is a close connection 
between modality and case with examples from a number of languages and in 
English He shot him ¡He shot at him. But this is, surely, ‘casting the net’ too 
widely.

Mood and Context—A Brief Outline

G. P. Boguslavsaya
Saransk

The current opinion runs that finite verb phrases have Mood, which indi­
cates the speaker’s attitude to the predication. The speaker may wish to re
present an action as a real fact or as a command/a request/or as something

that does not exist in reality.
The relevance of context to the significance of the verb-forms merits c os 

attention. Some verb-forms exhibit a specific modification of their primary 
function and develop special connotation and modal force due to the

The Russian linguistic school singles out a special part of speech nam
modal words. Finite verb-phrases combined with modal words acquire subtle

Modality in Generative Semantics

Walter A. Cook, S. J.
Georgetown University

The logical structure which represents the literal meaning of a sentence in 
generative semantics includes three layers of structure which differ in function. 
The performative layer specifies the type of speech act, the modality layer speci­
fies the mode of existence of the predication, and the propositional layer speci­
fies the objective content (Langacker, 1975). Logical operators, including nega­
tives, quantifiers and connectives, belong to the propositional layer.

The modality or T-A-M layer includes tense, aspect and mood. Tense re­
lates the time of the predication to the moment of speaking as present/past/ 
future. Aspect indicates different ways of viewing the internal temporal con­
sistency of the predication as perfective/imperfective, habitual/continuous, pro- 
gressive/nonprogressive (Comrie, 1976). Mood indicates factual, theoretical or 
hypothetical meaning (Leech, 1971). Modal verbs are a subset of mood indi-
eating possibility/necessity, or permission/obligation.

In a universal theory of modality tense, aspect and mood are present in 
every predication but manifested in different ways. This manifestation may be 
inherent-radical, in the verb root, derivational-thematic, in verbal affixation, 
or adverbial-compositional, in the surrounding context (Friedrich, 1974). The 
modality question, then, is not whether tense, aspect and mood occur but rather 
how they are manifested in any given language.

Semantic Analysis of Modal(ity)s

Th. R. Hofmann
Toyama University, Japan

shades of meaning.
A complete study of the likenesses and differences of means

modality between any two languages alone is a most difficult thing to 
real attempts have yet been made to tackle the problem and give a

a most difficult thing to
of expressing

No

accurate and exhaustive in detail. Contrastive grammar is still in its beginn 
There is no lack of promising directions along these lines of linguistic re _ 
It is certain that the differences could be largely classified and reduced to

ruIe^•

Taking the notion of modality of modal logics & expressed in most of the 
English modals, we find contrasts of this nature in probably all natural lan­
guages & in most modal logics, as exemplified by the English epistemic modals 
may : can’t; must, or the deontic modals can : shouldn’t : should. There is more­
over a strong tendency for natural languages to have lexical forms expressing 
all 3 of these terms & no others (though a 4° term is not so uncommon in 
alethic modality). This dimension of “logical modality” accounts for some but 
not all of the contrasts in natural language forms identified as modal expressions.
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Palmer, F. R- 1979. Modality and the English Modals. London: Longmans.Of the' remaining contrasts, we can extract an other dimension found '

most of the languages examined. It is orthagonal to the above, but often *
has 3 terms: epistemic : deontic : capacity, though French for example does
distinguish epistemic & capacity in its modal forms, & English appears to hav

Palmer, F. R. 1981. Semantics. 2nd ed. Cambridge: Cambridge University Press.
also 
not

made the distinction between epistemic & deontic only recently.
English alone among the languages examined makes a further

Illocutionary force and Modality

systematic 
distinction, between "strong ’ (e.g. must) & "weak” (e.g. should) expressing 
tolerance or not for exceptions or counter-examples. Further, though a

tematic, distinctions are found in both Chinese & Japanese, though 
different bases.

non-sys-
on very

Additional points are 2: A new type of data, a
paraphrase, generated the basic analysis of 2 dimensions ("logical”

technique of controlled
vs other), &

is promising for application to other areas of semantic analysis. Also, & the
proof of these results, is the discovery that, except for special idiomatic usages, 
& will & shall not included here, the English modals are unambiguous. Each 
has a single & general, but unitary, meaning.

Shifting of Modality in Spanish Discourse

Beatriz R. Lavandera
CIAFIC-CONICET (Argentina)

I attempt to establish the set of meanings that are distinguished in the 
Spanish system of EPISTEMIC MODALITY (Palmer 1979 and 1981) and the
way in which such meanings are employed as purposive strategies that are
shifted within discourse. Corresponding to the English predominance of the 
MODAL VERBS in the expression of MODALITY, the inflection of verbs as 
indicative/subjunctive is shown to be the main grammatical means in Spanish, 
where MODAL VERBS almost always occur as QUASI-MODALS. The system 
of TENSE is also used to ‘modalize’ and, as Halliday (1970) has pointed out for 
English, MODALITY in Spanish is not located either at any special point inin

Daniel R. Vanderveken
Université dll Québec

I will explore some consequences about modality of the following hypothesis 
about language: it is part of the meaning of each sentence that its literal and 
serious utterance in certain context constitutes a performance of illocutionary 
acts. All elementary sentences are of the form f(p) where f is an illocutionary 
force indicating device such as the mood of the main verb and p is a clause 
expressing a propositional content. The illocutionary force indicating device 
and the clause of a sentence may be syntactically complex.

Consequently there are two kinds of modalities in natural language, one 
peculiar to force and the other peculiar to propositional content. Modifiers 
of illocutionary force markers such as for example the adverbs “please” and 
“frankly” in the sentences “Please come!”, “Frankly he won” express operations 
on illocutionary force such as a restriction of the mode of achievement and an 
increase of the degree of strength of the illocutionary point. But temporal 
adverbs or propositional attitudes express operations on propositions.

I will give a list of the various operations on illocutionary force and show 
that often to the modality on propositional content that is expressed at the 
level of the literal speech act corresponds a modality on force at the level of 
implicature or indirect speech act.

From Tense to Modality

the clause, but runs throughout it.
I will show that even the whole utterance or the ‘information unit 

insufficient context to study contrast and variation of modality and that 
unit of analysis must be extended at least to a semantic discourse unit, extei 
ly bound and internally structured, which usually runs over several

Furthermore, I will show how the paradigmatic analysis must be comp 
on the syntagmatic axis, that is, adding to the data on alternations, contrast

Co Vet
University of Groningen, Netherlands

is an
In this paper the idea will be defended that there is a narrow relationship 

between the temporal and the modal use of some tense forms in French (e.g. 
the epistemic and deontic modality expressed by the Simple future). Within a 
somewhat modified Reichenbachian framework, it will be shown the semantic 
structures of these temporal and modal meanings are to a large extent the same

substitutions, the investigation of shiftings.

References

and that the modal uses can be explained by a transposition of a future (or

Halliday, M. A. K. 1970. Functional Diversity in Language as seen from a 
Modality and Mood in English. Foundations of Language 6 (3): 322-361.

Considcrauo” of

past) reference point to the point of speech. This is possible only in some well- 
defined pragmatic circumstances. An explanation will be put forward for the 
fact that the auxiliary devoir (‘must’) can express the same modal values as 
the Simple future. It will be argued, finally, that possible world semantics
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cannot account for all the modal uses of tense forms
semantics seems to offer a better instrument for their and that .•

’ ^*t»ationalanalysis Working Group 25:
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The Present State of Proto-Indo-European Studies

Edgar C. Polome
University of Texas at Austin (USA) /

1

The workshop was convened on Thursday, September 2, at 5 p.m. The 
participants presenting papers for discussion were: Professor Giuliano Bon- 
fante (Rome, Italy), Professor Thomas V. Gamkrelidze (Tbilisi, USSR), Pro­
fessor Edgar C. Polomé (Austin, USA), Professor Haiim Rosén (Jerusalem, 
Israel), Professor Wolfgang Meid (Innsbruck, Austria), and Professor Bernfried 
Schlerath (Berlin, Germany). Professor Antonio Tovar (Madrid, Spain) took 
also part in the panel discussion, but did not give a paper. Papers were re­
ceived from Professor Françoise Bader (Paris, France), Professor T. L. Markey 
(Michigan, USA), Professor Alexandr S.' Melnicuk (Kiev, USSR), and Professor 
Robert Schmitt-Bfandt (Heidelberg, Germany), but their authors were unfor­
tunately not able to attend the Congress. All the papers presented and re­
ceived will be edited by Edgar C. Polomé and published by the Journal of Indo- 
European Studies in its 1984 volume.

The workshop bore witness to the vitality of Indo-European studies and the 
renewed interest in this field of historico-comparative linguistics, which was 
also evidenced in other sections of the Congress. It indicated the new avenues 
of research that have been opened by recent work in phonology, in syntax, in 
areal studies, in lexicography, and other fields, and illustrated the leadership 
that Indo-European studies continue to giVe in methodology and innovative 
thought in diachronic linguistics;

Dr. Haiim B. Rosén, in his description of Some more noteworthy features 
of ‘primitive’ Indo-European syntax^ attempted to define the oldest types of 
sentence patterning in IE languages on the basis of the ‘markers of sentence­
hood’: (1) ‘finiteness’; (2) concord; (3) adverbiality. Illustrating this situation
with examples from an array of IE languages (Hittite, Sanskrit, Greek, Latin,
Germanic, etc.), he indicated that, with the non-required presence of a verb, 
one could distinguish three primordial verbal sentence-patterns and three non-
verbal ones, but that preference was soon given to a single pattern with more 
than one ‘marker’ (nl. concord and ‘finiteness’, i.e. a person-marked form). The 
grammatically redundant ‘verbal’ sentence thus created became the normal’ 
pattern in most of IE, entailing the use of the self-sufficient markers of sen-
tencehood’, such as participles without auxiliaries, merely in subordinate clauses
or forms.

The challenging paper of Dr. Rosen, which raised a number of important

1359
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enables him to point out three stages in the development of IE: (1) early IE;theoretical issues, was the object of a lively discussion in which
tions touching upon PIE syntax, such as the problem of the

in

''arious
origin of PIE verbal flection, were brought into the debate ^^gative

ques-
or the

middle IE; (3) late IE (with 
Greek-Aryan innovations).

an east-west contrast, illustrated, e.g. by the

In his presentation on The relative position of the IE langua r> 
Bonfante proposed a pattern of original distribution of the 1 ^‘riliano 
dialects that would give Albanian and Anatolian a central no •" 
sider Baltic, Tocharian, and Indo-Aryan as ‘bulges’ outside ththe
peripheral dialects (Germanic, Slavic, Iranian, Celtic, Italic, etc) 
up his views by providing a number of isoglosses characterizing the 
position of Tocharian, Indo-Aryan, and Baltic.

‘oval of the

eccentric
In the discussion which followed, a number of objections were presentedthe separation of Baltic from Slavic, but Dr. Bonfante was especiall tak 

to task on the validity of his Tocharian isoglosses by Dr. W. Winter (K 
Germany). Dr. Bonfante defended his position by reassessing his data

to

Dr. Bernfried Schlerath, responding to Dr. Meid’s presentation, sharply 
critized the postulates on which the ‘new view of Indo-European’ is based and 
insisted on the necessity of defining what we reconstruct, i.e. an abstract struc­
ture reflecting a historical reality without direct connections to any definite 
time or place. We cannot assume social and dialectal differences of the parent 
language for every stage of its development: all we have are partial correspon­
dences—the isoglosses, but they do not compel us to doubt the existence of a 
hardly differentiated parent language. What we reconstruct are elements, 
classes of elements (lexemes, affixes, etc.) and the rules governing them. There 
is no reason to deny to Indo-European the rich diversity of forms that charac-

adducing some additional material.
In his paper on The Indo-European Glottalic Theory (A

and

new paradigm in
IE comparative linguistics}, Dr. T. V. Gamkrelidze gave an updated report

A :

on
the new views on the IE consonantal system that V. V. Ivanov and he himself 
have advocated since 1972, comparing their position with that of J. Hopper 
in his contribution to the volume The Indo-Europeans. Third and Fourth 
Millennia B.C. (ed. E. Polome; Ann Arbor: Karoma, 1982). With strength 
of argument. Dr. Gamkrelidze indicated the typological and phonological 
reasons that make a system of glottalized, voiced and voiceless stops (the latter 
two with aspirated and non-aspirated variants) more plausible than the cur­
rently reconstructed IE system. (See p. 1361)

S :

b 
d 
g

b
d
g

P 
t 
k

kl*

B :

t ’ 
k’

b 
d
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t
k

C : b 
d t 

k

D J b 
d t

k

P : b 
d 
g

G :
tit 
kit

t* 
k’

b 
d

k^»
t’ 
k’

In the ensuing debate several discussants, a.o. Dr. W. Winter (Kiel, Ger­
many) Dr. J. Knobloch (Cologne, Germany), Dr. I. Dyen (Yale, USA), Dr. W. 
Meid (Innsbruck, Austria), carefully weighed the pros and cons of the proposed 
system and argued in favor or against it. In his response. Dr. Gamkrelidze 
underlined the fact that some of the major criteria for a scientific theory aie 
its plausibility and its ability to solve a number of problems in a simple anc 
elegant way, which is precisely what the new approach does with the vexing 
___ .•__  r ■ ,_____ r T,,,. .1.. ________ _ v/acirirtions 01

A':

questions of the quasi-absence of PIE *b or the co-occurrence restrictions
some consonants in PIE roots.

Dr. Wolfgang Meid, analyzing the Problems in the 
patterning of Indo-European, restated the argument he had made in

temporal and spatial
the volume

Flexion and Wortbildung (ed. Helmut Rix; Wiesbaden:
reconstructed forms of PIE and their

L. Reichert, 1973« 
;ir lack of spatialpp. 204-219) about our

and temporal perspective. As any linguistic system that conforms to a 
sanctioned by common usage also shows archaisms as well as mnov 
tendencies. Dr. Meid assumes that the same state of affairs applies at any

norm

stage

in .he sysie™of the parent language and accounts for phaseal differences 
the individual languages: the latter reflect the state of IE at the time

of

broke away—hence, e.g., the phonetic reflexes of laryngeals in Hittite. This

u 
b

m
P

u m

e. k y X

w/v/f f
y X

I

d
«

II
bit 
dit 
g*^

B':

III

P 
t 
k

f
X

Ö': w/v 
y X

I

t*
k’

II
bit 
dit 
g^

III
p*t 
tit 
kit

D': w/v

Prof. Thomas V. Gamkrelidze Tbilisi (see p. 1364)
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terizes Indic, Iranian or Greek: at the time of the first dofnm=, r , , —'-“‘uents JCeltic or Slavic, the spoken languages of India and Iran had in Germanic 
’O« far more of 

plausible
the IE morphological system than these languages, and it j.
that the North-European linguistic system was originally more 
the oldest evidence shows, as some isolated forms tend to confirm*"^'^^^^^ 

A very lively debate followed these two presentations, which 
defenders of a strictly traditional approach to the Grundsprache
ponents of a concept of the parent language taking into account the”^ 
ments of sociolinguistics, dialect geography and other recent dev ,^^^°'^Pli®li- 
lino-in’sfI’r <:tndip<i ®PmentS inlinguistic studies. in

theory
The last paper was a survey of Recent developments in the larvn 

by D, Edgar C. Polome, who briefly reviewed the literature of the last d 
and tried to assess the validity of the hypothesis that only one IE 1 
has to be postulated. An examination of the Anatolian evidence led hini^^to^^he 
conclusion that only one laryngeal (due to the merger of PIE " *8*2 and £>3) had

*a and *0 (resulting from 
the coloring effect of *^2 and *33 on the contiguous vowel) had merged into a 
Similarly, he tried to demonstrate, with reference to E, O, Lindeman’s essay 
on The triple representation of Schwa in Greek and some related problems of

survived in Hittite, after *ai had been lost and IE

Indo-European phonology (Oslo: Universitetsforlaget, 1982), that it is possible 
to operate with only one laryngeal H in the IE languages other than Anatolian, 
provided the coloration of the vowels in the Greek prothesis and in the zero 
grade of long vowel stems is not to be ascribed to the influence of the laryngeal. 

This position was strongly criticized by Dr. W. Winter, who maintained 
the validity of the Greek (and Armenian) prothetic vowels as evidence for
coloration by the original PIE laryngeals. In his response. Dr, Polome defended 

on the secondary character of the Greekthe view of the late J. Kurylowicz 
prothesis.

A general debate ended the workshop in which some of the points discussed 
earlier were taken up, focusing in particular on the renewal of the study of 
phonology and syntax, and the problems of time-depth and areal studies in 
Indo-European.

The workshop was closed at 8:45 p.m.

Some More Noteworthy Features of ‘Primitive’ Indo-European Syntax

Haiim B, Rosen
Hebrew University, Jerusalem, and Israel National Academy 

of Sciences and Humanities

It is attempted to describe what probably was the earliest 
sentence by the P

I, ‘finiteness

situation of

syntactic patterning in IE languages: constitution of a 
of any one of the following ‘markers of sentencehood’: 

marking, not necessarily verbal), 2. gender-number concord, 3, an adverbial 
(circumstantial) expression. The presence of a verb not being required, one 
thus recognizes three primordial verbal sentence-patterns and three non-verbal 
ones. This situation of a multiplicity of sentence patterns was subsequently 
superseded by one of strong preference for a single pattern, in which more 
than one ‘marker’ was present (in particular concord and finiteness). The IE 
‘verbal’ sentence thus created was, from the point of view of earlier syntax, 
grammatically redundant {Taurus mu git as originally appositional): but since 
the ‘verbal’ finite-concord sentence ‘took over’ as the principal and ‘normal’ 
pattern in most of IE, earlier self-sufficient ‘markers of sentencehood’ could now 
indicate only the existence of a subordinate sentence (clause), e,g., participles 
without the auxiliaries later developed function in most of IE as subordinate 
forms only. We must, however, inquire as to what constituted a ‘clause-marker’ 
at a period at which the later clause-markers were still ‘markers of sentence­
hood’: what was used to mark clauses were means of expression that did not 
involve any of the original ‘markers of sentencehood’, e,g. absolutives and com­
pounds of the jcedawit-type. Being no longer necessary, such means of expres­
sion have become obsolete.

On the Essence of S Movable

A, S, Melnichuk
Inst, of Linguistics of Acad, of Sc. of Ukr. SSR, USSR

Indo-European 5 movable, still not explained satisfactorily, by a closer 
regard for the corresponding lexical material, proves to be a second con­
sonantal component of two-consonant roots. As a member of diverse structural 
variants of genetically identical roots the consonant s followed most often the 
other consonant as well as the infixes /(>/, c), up>u, o), r, I, m, n, more 
seldom it preceded the other consonant and still more rarely it dropped out of 
the root. Groups of such structural variants can be reconstructed for a number 
of genetically identical roots on the basis of a considerable amount of facts of 
the Indo-European languages: ks- “to strike, cut”—kes-, kos-, krs-, kas-, sk-, k-;
ts- “erect, standing, exposed, spread, covered”—tes-, tos-, trs- tas-, st-, 1-; I ms-
“to throw"—mes-, mos-, mis-, mus-, mrs-, mis-, mns-, sm-, m-; II ras- to pull.
touch"- mes-, mos-, mis-, mus-, mjs-, sm-, m-; I ps- “to breathe, blow, strew, sow
—pes-, prs-, pas-, sp-, p-; II ps- “to trample down, step, advance”—pes-, pos-.

I Is- “to walk, search, gather”—les-, lös-.V-pis-, pas-, sp-, p-; ues- “good”—su-, 
las-, si-, 1-; II Is- “sticky, mucus, to slip”—leis-, si-, 1- etc. The existence of many 
parallel formations as derivatives of structural variants of roots with initial j 
and of those without i has caused, in old languages, the appearance of new 
analogous formations mainly of emotional character.
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obligatory unstressed features of the enclitic/proclitic particles occupying the
'"»Pean

The Indo-European “Glottalic Theory”. A New Parad” 
in the Indo-European Comparative Linguistics

Thomas V. Gamkrelidze
Institut Vostokovedenija, Tbilisi, U.SSR

second place in a sentence and of other syntactical word classes having no

A typological reinterpretation of the classical system of the Prot 
ropean consonantism as proposed by us and independently by 
linguist Paul Hopper necessitates a cardinal revision of the views 
provenience and the prehistoric developments of the consonantism

American
on the

of the in-dividual Indo-European dialects. Such a reinterpretation of the Proto-Ind 
European system of consonantism and a postulation of a series of ejectives 
glottalized consonants for Proto-Indo-European, with all the structural con 
sequences for the individual Indo-European dialects involved, was styled the

or

“Indo-European glottalic theory” and compared in some aspects to the Indo- 
European “Laryngeal theory”.

Positing for PIE a typologically natural consonant system with three series 
of stops specified as: (i) glottalized (corresponding to the voiced stops in the 
classical system), (ii) voiced (with aspirated and nonaspirated allophones), and 
(iii) voiceless (with aspirated and nonaspirated allophones) yields a picture of 
the origin and developments of phonemic systems of the historical Indo-Eu­
ropean dialects, which appears to be basically different from that assumed 
traditionally in the classical theory.

to its methodology and in-The Indo-European Glottalic theory presents as 
ferences involved a new approach to the problem of linguistic reconstruction 
in general and the Indo-European comparative studies in particular. It is viewed 
by some scholars as a new paradigm in the Indo-European comparative linguistics.

Phonological aspect of Indo-European grammatical reconstruction

Vyacheslav Vs. Ivanov
Institute of Slavonic and Bakan Studies. Moscow

Indo-European phonemes are determined mainly by
alternations (in ablaut rows, laryngeal series etc.) each phoneme

morphophoneni'^ 
being a poin

oiivi iiauuiia ^111 cxMieiiiL iMwa, sciits Citen jziivu^“— '■ CnOO

of intersection of morphic relations and not a natural phonological phenol 
Features of stops might be defined in terms of their possible positions 
canonical root shape. To a small subset belong those phonemes (among 
laryngeals) the fall of which was connected with restructuring o 
paradigms that are used as parts of inflexions the order of phonic e

them
bal

as parts of inflexions the order of phonic 
being especially significant for the vocative (older casus in..........  .
tive forms ending in a vowel. The rules of syntactical accentology c

13-

separate accent (as the finite verb in a final position) the low-tone character of 
unstressed syllables being able to give the acoustic explanation of the voicing 
according to Verner’s law. The grammatical evolution is accompanied and 
partly influenced by the recording of phonemic elements (laryngeals in old 
nominal collective plurals, verbal inflexions etc.) into accentual (tonal) charac­
teristics. The Hittite types of barytonic and movable accentual paradigms help 
to reconstruct Proto-Indo-European tonal schemes.

Aspect Categories in PIE?

Robert Schmitt-Brandt
Heidelberg

Eollowing a comprehensive definition of the terms “aspect” and “PIE”, argu­
ments are put forward for the development of aspect categories within the IE 
language community during the period of the spread of the IE tribes. Thus 
some tribes were never affected by the innovation (e.g. the Proto-Anatolians), 
while others adopted it through the mediation of intervening tribes which had 
only partly adopted their verbal system to the new distributional classes, so
that some of them probably never possessed 
(e.g. the Proto-Germanic tribes).

a fully developed aspect system

In an attempt at internal reconstruction, the aspect system in question is 
traced back to a stage where the vanishing differentiation of verb forms with
regard to the manner of action (such as sk-suffixes, n-infixes, reduplication, etc.)
resulted in an opposition between verb forms characterized by these affixes and 
those not so characterized. Thus in the former the distinction of how the action 
progressed gradually gave way to a simple expression of progression per se, 
while the latter began to state the action as such.

This development reached its highest state in Greek and in the older stages 
of Indo-Iranian, and, probably influenced by these languages, in the pre-his­
toric stage of Slavic as well. There an entirely new type of aspect crossed the 
older one. This new system had its origin in the opposition of simple and 
composed verbs, the latter consisting of adverbial prefixes plus the verb stem. 
Here the specific semantic value of the prefixes vanished to the point where 
their common characteristic of being “terminative” prevailed (cp. drink : drink
up). Under the influence of the older system, this new opposition developed
into a mixed aspect-Aktionsart system. Although this particular development
in Slavic is irrelevant for PIE reconstruction, it is instructive for Indo-
Europeanists because of its obvious parallels in development with PIE.
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Les présents hittites en -hi Problems in the temporal and spatial patterning of Indo-European

’‘‘»to-indo.

Françoise Bader
Ecole Pratique des Hautes Etudes, Paris

Wolfgang Meid
University of Innsbruck

On dissocie trois objets d’études:
1) la flexion, à singulier d’origine moyenne, pluriel (3e p) ¿’qj.- 

comme au parfait grec, aux présents du tokharien B (sauf “aller”i"^ 
sents dits thématiques du type grec; ' I, aux pré-

2) la structure thématique, plus ou moins étendue (type arhi- чак h'I 
hhi; wast-a-hhïy, г-а->o

3) le vocalisme, essentiellement: zéro (uhhi), -o- (wastahhi), c’est-à-dire. \ / \ '-j’i-d'Qire prove-
nant d une intégration temporelle, respectivement du moyen (atemporeh à 

iKiif-iol xaf- mvfoit 1a тглу-о 1 » o**-» a n _  _  i» i ‘degré zéro initial, et du parfait, le vocalisme -e- marque radicale des pré­
sents les plus anciens, à flexion moyenne, comme les formes à degré zéro 
et le parfait (type «c/zac), reste cantonné en hittite dans son foyer d’origine 
(type ney-a-hha, à flexion moyenne), n’étant qu’exceptionnellement étendue
à l’actif (nehhi}. Dans les présents actifs du hittite, le vocalisme -e- n’apparaît 
qu’au singulier, alternant à l’origine avec le zéro du pluriel, et ces présents, 
ont, au contraire des précédents, la flexion des formes actives (atemporelles) 
ainsi intégrées au temps (type kuenzilkunanzï).

This paper explores the possibilities of establishing spatial and temporal 
distinctions within “Indo-European” in so far as this can be reconstructed by 
comparative linguistics. Broad chronological distinctions between Early, Middle 
and Late IE are proposed, the last being geographically divided into an eastern 
and a western type. Late IE was already dialectically differentiated, and certain 
segments had already broken away, such as Hittite. The archaism of Hittite, 
and its crucial role in the reconstruction of IE, are discussed. Hittite, as a 
representative of Early or Middle IE, is not to be subsumed under the Greco- 
Aryan type which usually serves as the basis for the reconstruction of the proto­
language. Nor are the innovations of the western IE languages innovations vis- 
à-vis the Greco-Aryan type. The basis of these innovations, both of West and 
East Late IE, are the preceding Middle and Early IE phases. In the course of 
the argument the Present-Aorist system, the complex of the Medio-Passive, Per­
fect and Hittite hi-conjugation, and the problem of the 3-Gender-System are 
reviewed.

The Semiotics of Enumeration: the Case of Indo-European
Indo-European Areal Distribution

T. L. Markey
The University of Michigan

Giuliano Bonfante
Accademia dei Lincei

As a grammatical category and cognitive prime, number is shown to be 
derivationally related to, yet significantly different from, the category and cogni 
tive prime of deixis. Ultimately, there is never a plurality of hie et nunc, 
though deictically derived pronouns are frequently used to signal number, 
is universally so in stratified creoles where suffixation of the 3rd peis. P 

buki sg. ‘book-

According to the Wellentheorie of Johannes Schmidt, every Indo-European 
language is connected with two neighbors, the whole forming a circle. I follow 
on the whole this theory, with the exception of Baltic, Tocharian and Indic, 
which emerge from the circle as three half-isolated bulges:

pl.

anaphoric pron. denotes nominal plurality, e.g. Papiamentu 
buki-nan pl. ‘books’, where nan = ‘they’. Assuming that the creole Strateg)'.

BaltigS

Slavic Tocharian

which clearly relates deixis and number, is not merely typologically
distinctive. Celtic Albanian Hittite Iranian

..aaav.aa CXllCl IIUUIL-'VI, IO IJUL IIICIVIJ L J W ----- i .

but also historically primitive, the relationship between number and deix’®^ as

well as the primary locus (nominal vs. verbal) of deictically derived
number

'^Latin Italic Greek Ajenian
Ind icy

marking is then traced in Indo-European. It is thereby shown that, as a 
sociative construction, deictically derived nominal number marking 
stratified creoles) is typologically complementary to deictically deu'e

as-
The position of Albanian (= Thracian) and Anatolian has to be discussed. 

They are probably in the centre of the circle.

number marking (e.g. -t, -n, in Indo-European.
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the changing of the sounds of the lE^individual languages took place in
different times, we put the sounds in the abstract line of the oldest change.
So Hitt, h and the hypothesis of laryngeals the whole IE phonology moves
back in the past.

4. The reconstruction of the morphemes follows the reconstruction of the 
phonemes.

5. Reconstruction has no dimension of time or space.

Recent developments in the laryngeal theory

1

’’■■o'o-Inclo.

Edgar C. Polomé
University of Texas at Austin

In the seventies, a considerable number of studies have been 1 
laryngeal theory, surveying the whole problem (Keiler, Lindeman ’ 
concentrating on their reflexes in a definite language such as Greek 
Peters). Moreover, it has been integrated into new approaches

Jonsson)
to the

or

to the
Indo-European phonology (Schmitt-Brandt) and made to play

(Beekes, 
study of

role in the explanation of Indo-European morphology (e.g., in the reromVr^*^*^ 
tion of pronominal inflection G. Schmidt). The influence of laryngeals 
Balto-Slavic accentuations has received renewed attention (Kortlandt) and a 
number of papers, articles and dissertations have been devoted to reexamining 
critically and reanalyzing thoroughly some of the processes ascribed to the pre­
sence of laryngeals. On the other hand, the staunch opposition to the laryngeal

on
a

theory has not disarmed : some of its major tenets such as the interpretation
of the Greek prothetic vowels as reflexes of laryngeals have been utterly re-
jected (Wyatt), and the dispute over the number of laryngeals to be posited in 
the protolanguage has been lingering on (e.g., Szemerenyi).

This paper endeavors to assess the present state of the theory, especially 
in the light of recent work on Anatolian. It also tries to establish which of 
the assumed reflexes of laryngeals in other Indo-European languages are reason­
ably acceptable and why, while rejecting those for which the degree of plau­
sibility remains much more disputable (e.g., the Old High German -r-preterites).

The reality of linguistic reconstruction

Bernfried Schlerath
Berlin, BRD

1. All grammars only reflect reality. Rules of a grammar make some mec 
nisms of language understandable. They are not the computer piograi» 
which governs language. It needs a human being with its intentions, e p

2.
enees, feelings.
A reconstructed language is an artefact, a

3.
based on different operations of different evidence.

model, a system of hypotheses

ive stepsIn the reconstruction of the phonology of a proto-language 3 successive 
are necessary: «: experimental stage of etymology, b: finding out the i 
of phonological correspondences c: phonetic/phonological interpre a 
This is also a quantitative problem (completeness).—b: =firm base, 
netic probability/likelihood of the system (typological evidence). A

6. The assumption of IE dialects or varieties contradicts logically the recon-
struction, w'hich leads always to a unit.

7. W. Meid overestimates the possibilities of detecting the history of IE. 
Mere speculations!!
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and generally none to empty pauses. Linguists failed to recognize that writing
is not just a different style of language but based on a different modality. AWorking^-Group 26;

¥Nonverbal Communication for LinguJgjg

Organizer; Walburga von Raffler-Engel 
Vanderbilt University, U.S.A.

1
The Working Group n. 26 'Nonverbal Communication for 

designed to introduce linguists to the idea that the analysis of lamlinguists is
is far more complex than is generally assumed. More precisely, the complexity is not 

to be sought primarily in derivations from intricacies of deep structures but in 
the intricate relationship of verbal language with the other components involved 

I

in human communication. The Workshop is based on the theory that verbal 
language is only one of the components of human communication and must be 
analyzed accordingly. The tacit assumption that verbal language conveys the 
full message has led to theories of linguistics that make language too powerful 
by attributing to it that which pertains to the other four components, para­
language, kinesics, the ethnography of speaking, and pragmatics. Language, 
paralanguage and kinesics are overtly present in face-to-face interaction and can 
be separately identified in most instances although there are many overlapping 
areas, particularly between language and paralanguage. There are also mutual­
ly conditioning features, such as obtain between posture and phonation. Fea­
tures of pragmatics, like the presence of external factors, such as objects that 
are not fully described because visible to all the parties concerned may explain 
certain verbal constructions. Transcripts from sales transactions without men­
tion of the physical artifacts that were present in the real life situation are 
unintelligible because of constant references to “the same color”, “a bit laiger , 
and like utterances (F. Weisberg and W. von Raffler-Engel, The function oj 
repetition in the sales transaction, paper presented at the International Con-

Bristol, England,ference on Social Psychology and Language, University of1979, ERIC ED 203 405). The ethnography of speaking is among the shared/ 
unshared presuppositions which have been given attention during 
twenty years but are not yet adequately incorporated into most 

the last 
linguistic

theories. of the unitIt is essential that linguists become familiar with the components 
of communication other than verbal language. This Working Group 
trates on the nonverbal component which appears to be the one least 
by linguists. This lack of concern is probably due to the tendency 
to reduce language to writing before it is analyzed. Historically, p 
and epigraphists studied only written records. Eventually, anthropo 'og 
(TiiictG _______ _ _____ ri__ 1 r___ _ ___ _  «»u 1:44-1« to nH" r 

conceH'
idied

of linguists
,hilolog>sts

toguists took notes or transcribed from tape with little attention

corpus that originates in spoken form cannot be reduced to its verbal com-
ponent only. In material that is meant to be in writing from the start, the addi­
tional components of live communication have to be skillfully incorporated 
into the text. When only verbal language is available the wording has to be 
more extensive than when the complete array of components can be perceived 
by the receiver. The reader must be empowered to reconstruct the natural 
form of communication. Research by A.F. von Allmen and W. von Rafifler- 
Engel (The relationship of verbal cues to the image of the speaker, paper 
to be presented at the Xth World Congress of Sociology Mexico City, 1982, 
Main Session, Sub-session IV) has shown that people associate verbal and non­
verbal features at above chance level.

Before the start of the working session the participants will observe a
minute of silence in memory of HELMUT ESAU who was tragically killed in 
a car accident six months ago. He was scheduled to present his research on 
The Watergate tapes in relation to nonverbal behavior and had been very much 
looking forward to being with us. We all miss his warm personality and com­
petent scholarship. His research is of paramount importance to the theme of 
this Workshop and it is to be hoped that his colleagues at Texas A & M Uni­
versity will complete and publish his unfinished manuscript.

The Workshop will open with a paper by the convenor, WALBURGA VON 
RAFFLER-ENGEL (Vanderbilt University, U.S.A.) on The inadequacy of lin­
guistic theories which exclude the nonverbal component from analysis. The 
paper is critical of current linguistic theories because they analyze verbal lan­
guage as if the latter were solely responsible for conveying meaning in human 
communication. It suggests that much that is posited as part of the deep level
is actually present in the surface when one includes the other components that 
comprise the act of communication. The persistence of inadequate linguistic 
theories is thought to be possible because these theories are not tested against 
necessary applications, as they would be in fields such as medicine or chemistry.

To document the impact of nonverbal behavior in particular on the pro­
duction and the perception of a message, the paper proceeds to report the re­
suits from a series of research projects conducted by the author dealing with the 
relationship of the verbal component to the nonverbal component in the act 
of communication. The description of the research projects is divided into 
two parts, first mentioning those that deal with production and then those that 
deal with perception.

'In the message production series, the first report centers on multiparty com­
munication. It is possible to address a new conversation partner without break­
ing contact with a previous interlocutor by maintaining one part of the body in 
the old direction while positioning another part of the body towards the new 
interlocutor, e.g. turning only one’s head in the new direction. This is tantamount 
with saying “Please be patient; 1’11 be back with you in a minute.” Other pro-
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detects Driffield’s facial mimicry and eye gaze

jects deal with the parallelism of the acquisition of language
children and with observations that the most talkative
that also are kinesically the most active.

children

Both speech production and perception are involved ¡n

kinesi
are the

esics in
ones

metakinesics.talking about other people’s gestures, the person who will notice ''^hen 
will also tend to be the one that most frequently enacts that same gestures
describing it. Research dealing exclusively with perception indicat^^^'^'^'*^^ "^hen 
tion in nonverbal behavior while the verbal component remains 'aria- 
cause significant differences in the evaluation of the speaker.
periment compared the reaction to inadequate verbal expressions 
with perfect nonverbal behavior against the opposite, perfect verbal 

ex-
' combined 
expressionscombined with inadequate nonverbal behavior. Michael Gold, a student ' 

Research Program, demonstrated through a test involving 86 raters that in 1982 
the reaction to the Kennedy-Nixon U.S. presidential campaign debate of I960 
was similar to the one of the time. When heard over the radio, the two can 
didates tie but when viewed on television, the evaluation is 81% in favor of 
Kennedy.

FERNANDO POYATOS (University of New Brunswick, Canada) gives 
support to the theme of the Workshop by showing that in what has traditional­
ly been termed “fluency”, verbal language is only one aspect. In his paper on 
Linguistic Fluency vs. Verbal-Nonverbal Fluency, and Redundancy vs. Com­
plementarity, the author aims Towards a Revision of Concepts. The author 
clarifies the concept of “redundancy”. Often what is termed “redundant” is in 
reality complementary, adding information about the intention of the speaker 
or serving to define his cultural or social background. “Fluency” entails a series 
of conscious and unconscious behavioral choices which mainly depend on an 
individual’s “fluency quotient”. According to the author, age is the main factor 
determining a person’s “fluency quotient”. To achieve “interactive fluency 
the speaker must understand the self-regulatory functions of intra-personal 
as well as inter-personal behaviors. Of these, spoken language is only one 
component.

Two papers examine literary works and show how a writer utilizes the
description of nonverbal behaviors to depict his characters. FORREST •
— . r _____ M/iiicrhams
KAx., O V A. X vX Vy X i KsZX XXx.^XX w v-X XxCXX L/^X LCX V XX^X 3 CX_/ CX^^JX C.C XXXO ^X XCXX
BURT (Texas A & M University, U.S.A.) in The Basis of Somerset Maugham^ 
Sensitivity to Nonverbal Communication shows that, particularly m his auto-

biographical works, Maugham’s novels are heavily dependent upon the nar-

rator’s observations of the nonverbal communications oi me un*»-, —- 
According to the author, it was Maugham’s unhappy childhood and his sp 
impediment which fostered his strong sense of observation and his liking for

dramatic techniques. TheKATHERINE FELL (Texas A & M University, U.S.A.) examines 
spoken Language of Edward Driffield, a character in Maugham s secón 
biographical novel, “Cakes and Ale”. Facial expression—smiles, win s, 
and gazes, unmask Driffield who usually hides behind his clothes an

shaven face. Only the narrator
while all the other characters see only the clean-shaven mask behind which he 
hides. Thus the nonverbal cues serve both to mask and unmask Driffield. Fell 
shows how Maugham’s willful use of nonverbal communication portrays the 
difference between what is meant and what is merely said verbally. Language 
alone is insufficient to convey the full meaning.

The next two papers deal with nonverbal behavior as an integral part of 
the acquisition of communicative competence.

BATES HOFFER and JEANNE CALLIHAN (Trinity University, U.S.A.) 
present the Development of Verbal/Nonverbal Interactional Features based on 
their study of 15 children who were videotaped over a period of 9 months to 
research their acquisition of interactional behavior with non-family adults and 
children. The study showed the correlations and non-correlations between the 
development of verbal and nonverbal competence. In particular, the authors 
researched the correlation of illustrator gestures and higher syntactic features 

model for the rest of their research. Their presentation is accompanied as a
by statistical charts, graphs, and still photos.

CECILIA K. YODER (South Oklahoma City Junior College, U.S.A.) 
focuses on the presyntactic period. In Learning to Play the Parts. Language

Orchestration she presents the results of a comparison of theDevelopment as (--------------- ,
communicative behavior of a boy at age 16 months, 3 weeks and at age 17 

ofmonths, 3 weeks.
For this author, language development is conceptualized as a process 

increasing differentiation and integration of verbal and nonverbal features. 
The child exploits intonation, voice quality, gaze, gesture, and body movement 
for regulating interaction with his mother during the transition from idiosyncra-
tic to conventionalized language.

the young child as a highly competent organism, with theYoder views the young child as a highly competent orgainsiu, wilo u.. 
means for regulating initiation and engagement as well as disengagement and 
defense. After the month long interval the little boy had progressed furthei 
and the researcher observed significantly increased ability to shift gaze while 
vocalizing both toward and away from his interactant.

KEIL and ANN HEINS (Vanderbilt University, U.S.A.) re-ELIZABETH KEIL and ANN HEIMS (Vanuermit univcisiiy, 
searched the other end of human development. From videotapes of natural set­
tings and questionnaires the authors concluded that the question Do Older Peo­
ple Need More Personal Space? has definitely to be answered in the negative.

who shun the elderly while old peopleIt is young and middle aged persons
themselves sit close to each other and enjoy the proximity of younger people.

diminish with old age after they haveThe needs for personal space seem to
held a

„lib IDl p<„XOV/XX«X JUUCV JVVAL. - ----------------- - J

plateau during middle age. The authors will show their tapes and 
statistical charts comparing the seating arrangements of young a u ts, mi e- 

»7.ch“dX session-, .hen.e, NICHOLAS CLARK (Vander-

bilt University, U.S.A.) will show the videotape and comment on a commercial
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of Sharp Copier prodüced by David Kaye of Rosenfeld, Sirow'
“The Basis of Somerset Maugham’s Sensitivity to Nonverbal Communication”Inc. Nonverbal and Artifactual Communication in a Comrn

sun how^‘’Pplements
® oi clothing On

dciui 13 aiiv/wii 111 uiicu iviva giuwiiig iii wuatui ciiiui aidiure as he

which increase the power of his copier to satisfy his extended h features

a thirty second commercial can be extremely effective when it
is said verbally with paralanguage, kinesics, and the artifact'
actor is shown in three roles growing in wealth and stature

what Forrest D. Burt
Texas A&M University

Colored slides made from the tape will show the progression •business
fromworking class business man in a blue shirt extolling the merits of h’ 

a successful manager in a grey suit with eye glasses giving advice
a

needs, 
young

copier to
’■° ‘he publicthat sharp people buy Sharp.

An extensive discussion will follow the presentation of the papers T 
cussion will focus on how the papers contributed to the theme of ’

Somerset Maugham’s sensitivity to nonverbal communication was grounded 
in his own experiences of; (1) being orphaned at age nine, (2) developing a 
speech impediment when he was moved from Paris (where he had spoken 
French more fluently than English) to England (where he lived with his middle-
aged uncle, a vicar and his aunt) and (3) having an unhappy life at Kings

group. Tentative plans for publishing the Proceedings are underway.
the Workin'•g

The inadequacy of linguistic theories which exclude 
the non-verbal component from analysis

Walburga von Raffler-Engel
Vanderbilt University

Research conducted by this author over a twenty year period to see whether 
it was possible to adequately describe the conceptual base of a spoken utterance 
exclusively in terms of verbal language disproved that hypothesis. The years of 

j research were also involved in testing this same hypothesis in regard to speech 
perception. Here too, the hypothesis that the perception of a spoken utterance 
can be described using only verbal language was disproved.—Neither the base
nor the process of speech perception can be accounted for without recourse to 
paralanguage, kinesics, and pragmatics. Conversation in face-to-face and tele­
phone interaction must also include audience response which affects speech pro­
gramming at various stages of development. (It will be shown how kinesics af 
fects telephone conversations.) Linguistic and psycholinguistic theories that o 

-J. ______1.^1______ __  _ 1 - ___ __rviiirh nower tonot include nonverbal aspects are erroneous by attributing too much powei -- 
verbal language both in its expression and in its perception. First and econ 
Language Acquisition cannot be understood if confined to the restricted

School at Canterbury. Understandably these experiences led Maugham to de­
velop a more passive life style, to remain aloof from active life, to look on while 
others were active. He found himself drawn to writing as a career. Considering 
such a career impractical, his guardians approved his choice of medical training 
at St. Thomas Hospital in London. Here Maugham had the opportunity to 
observe human beings in moments of crisis. His first novel based upon these 
experiences, Liza of Lambeth, relies heavily upon dramatic techniques—parti­
cularly dialogue and nonverbal communication. Understandably Maugham 
turnes to drama and has a successful career on the London stage—refining and 
enlarging his dramatic skills. But the unhappiness of his childhood, the burdens 
of his past returned to him often and he determines to free himself of it all 
by writing an autobiographical novel, Of Human Bondage, his longest and 
most popular work. Subsequently Maugham contributes to the war effort as 
a spy in the British secret service and takes on a special mission to Russia as a 
secret agent—all consistent with his passive life style. Following the war 
Maugham writes of these experiences, continues to write plays and travels ex­
tensively observing, recording, transforming experiences into fiction. Returning 
to the subject matter of his unhappy childhood in Whitstable and the exhilerat- 
ing years in London, he writes a second autobiographical novel. Cakes and Ale. 
In it he turns his powers of observation once more upon himself and his rela­
tionship with others. The result is a novel that is heavily dependent upon the 
narrator’s observations of the nonverbal communications of the other characters.

l^dllgLlcigC 2ACL|L1131L1LH1 CdllllUL UC LlllUCi bLUUU 11 CUlllllICU lU liiv ¿111^
work of verbalization.—The data to be presented in this paper deal with a u 

research with 100perception and interpretation. The results are based on my 
subjects rating a dyadic interaction and the research conducted by niy 
Michael Gold with 100 subjects rating monologs on radio and television.

Development of Verbal/Nonverbal Interactional Features
student

Bates Hoffer and Jeanne Callihan 
Trinity Univ.

The child's acquisition and development of gestures- ;specially illustrators-.
proxemics, haptics, and so on occur over several years and have been hypo­
thesized as partly correlating with the development of certain linguistic com­
petencies. The research reported here deals in depth with a set of 15 children
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videotaped and studied closely over a 9 month period for their
interactional behavior with non-family adults and children

The nonverbal clues in Cakes and Ale develop the novel’s theme—that
The

acquisition
the correlations and noncorrelations between the devpl<i,,,_ * ®^^dy showc
linguistic competence and communicative competence, , behavior.

literary fame forces a writer to repress his creativity. Driffield’s nonverbal

relation of acquisition of illustrator gestures and higher
behavi, 

particular, the
studied as a model for the rest of the research. Statistics, 
will make the presentation more understandable.

jyntactic features
graphs and

cor­
are

still photos

Non-Verbal and Artifactual Communication in a Commercial

Nicholas Clark
Vanderbilt University

behavior reveals this repression.
The nonverbal messages serve both to unmark and to mask Driffield. Facial 

expressions—smiles, winks, looks, and gazes—unmask the usually well hidden 
Driffield; but the character usually hides behind his clothes and clean-shaven 
face—the only nonverbal clues which all the other characters, except the nar­
rator, notice,

Maugham’s skillful use of nonverbal communication makes Cakes and Ale 
an excellent portrayal of the difference between what is meant and what is said 
in conversation.

The topic of this paper is to examine a commercial for its non-verbal । 
tent. The commercial studied advertises Sharp Copiers and was shown

con-

1 on

ABC-WNGE, Nashville, Tennessee, September 8th, 5:48 pm. The commercial 
is divided into four parts. The first three parts show an actor who portrays 
the same man in a sequence of three stages of age and social status : a working 
class businessman; a small middle class businessman; and a sophisticated busi­
nessman. The fourth part of the commercial is a sign off message.

Even though this is only a 30 second commercial, one can easily notice 
the non-verbal and artifactual communication since there is only one actor who 
plays the three roles. In each of the three parts, the actor changes his non­
verbal and artifactual communication to delineate and reinforce the role he is 
playing; The actor shows that Sharp Copiers can grow with a businessman s 
needs along with implying a correlation of success with buying a Sharp Copier. 
The non-verbal communication is focused on the use of arm movements, type 
of clothes, and manner of walking. The latter correlates with both language 
and paralanguage.

Do Older People Need More Personal Space?

Ann Heins and Elizabeth Keil 
Vanderbilt University

This study investigates the claim that older people need more personal space. 
The results disproved this claim. Three age groups were investigated, young 
adult, the middle aged, and the elderly. Other aspects of nonverbal behavior 
are also reviewed, including level of gesticulation, interactional synchrony, and 
the use of illustrators, emblems, and adaptors. The results show that age groups 
have differences in these areas of nonverbal behavior, but the idea that older 
people need more space was not supported.

Linguistic Fluency vs. Verbal-Nonverbal Fluency, and Redundancy vs. 
Complementarity: Toward a Revision of Concepts

“The Unspoken Language of Edward Driffield”

Fernando Poyatos
University of New Brunswick, Canada

Katherine Fell
Texas A&M Tnivcrsitv

Advances in Nonverbal Communication Studies have proven that verbal
language is but one part of the Triple Structure language-paralanguage-kinesics
and that the command of the linguistic structures (whether in the context of

W. Somerset Maugham’s speech impediment and interest m
the theater foreign-language learning, the therapist or business person/client interaction, or

prompted Maugham to focus on visual means of communication in his n
Maugham incorporates patterns of nonverbal behavior in his j,( in 

the characters in Cakes and Ale. These patterns are particularly apP 
Maugham’s use of facial expressions to develop the central character, 
Driffield. Paul Ekman and Wallace Friesen’s study of facial gestures

prompted Maugham to focus on visual means of communication
Maugham incorporates patterns of nonverbal behavior

the analysis of this character.

an ordinary conversation) represents only one aspect of what traditionally has 
been termed ‘fluency’ and ‘being fluent’. It is only by being able to decode other 
people’s verbal and nonverbal behaviors in their peculiar costructuration, and 
by emitting these behaviors ourselves, that true total verbal-nonverbal fluency 
can be achieved, beyond which cultural fluency is indispensable in intercultural 
and intracultural communication, involving somatic as well as environmental 
and attitudinal systems. Fluency entails a series of conscious and unconscious
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Comí

behavioral choices which depends on our fluency quotient 
individual in different degrees according, mainly, to possessed hv 

age (an i~ every
..uuiugiLcii cviiligUIcuioii, anct sor" ^P®^^®nt devel- 

The understanding of the self-regulatory functions of behavior
opmental perspective), psychological configuration, and

son’s own repertoire as well as between the behaviors of speaker 
and the recognition of the qualifiers of the interaction (costr:-- 
sity, and duration of behaviors) are < ’ ' ‘

status.

and
essential for achievine”7J*'^^*‘°"’ 
___  .° '•‘lie

per- 
Hstener(s),

— inieraciive 
of the concept

fluency, for instance, with impaired persons. So it is the revision 
of redundancy, for what often is hastily labeled redundant is act — 
mentary, since it may add information about, for instance the comple.

xxf .kA -.K_ ________ i__i_________ . , , ’ exact Tneaninn-or intention of the other concomitant behaviors, and because
seems to be redudant it may serve to define, for instance, the 
background of the speaker.

™eaning
even where it

cultural or social

Learning to Play the Parts: Language Development as Orchestration

Cecilia K. Yoder
South Oklahoma City Junior College

Language development is conceptualized as a process of increasing differen­
tiation and integration of verbal and nonverbal, linguistic and nonlinguistic 
resources. Too narrow a conceptualization of the process fails to capture the 
flexibility in human communication, flexibility which is apparent and crucial 
even at early stages of language development. This study examines how one 
young child (boy), 16 months; 3 weeks and 17 months; 3 weeks of age exploits 
intonation, voice quality features, gaze, gesture and body movement for regu­
lating interaction with his mother during the transition from idiosyncratic to 
conventionalized language. Regulation involves initiation and engagement as 
well as disengagement and defense. Significant developments include increased 
ability to shift gaze while vocalizing both toward and away from his hearer.

Generative Syntax

Organizer: Henk van Riemsdijk 
Tilburg University

The papers in this working group are highly representative of work in 
generative grammar in recent years. They demonstrate in particular that de­
spite the often highly technical aspects of the theories developed there is a 
great deal of flexibility. For one thing, two of the papers deal with questions 
of Japanese syntax. This is illustrative of the fact that generative grammar has 
ceased to be a theory for English only. On the contrary, work on quite a num­
ber of different languages has shown that increasing the scope of the languages 
studied does not necessarily imply that you have to sacrifice depth of analysis 
and insight.

Another fact emerges quite clearly. A theory is not something which you 
propose and then it will turn out to be either right or wrong. Quite the oppo­
site is true. However interesting, promising, illuminating a theory may be, 
such as, e.g., Chomsky’s recent government-binding theory, there are always 
many questions to be asked and hopefully answered, many problems to be 
solved, many principles to be improved, disproved, or explained away. There 
is a great liveliness in the theoretical and empirical discussions and an enormous 
flexibility in the possibility of debating whichever aspect of linguistic theory. 
What makes the debate a cooperatve and fruitful one is not some theoretical 
dogma but a great sense of common purpose in striving for more and better 
insights into the nature of human grammar.

The talks presented in the working group are typical in this respect. On 
the purely theoretical side, for example, Kamio presents a wholesale alterna­
tive to the bounding theory, which restricts the domain of movement rules. 
Similarly, Hasegawa offers an alternative account for the domain restrictions on 
the relationship between reflexive anaphors and their antecedents. Imai reacts 
to recent proposals to the effect that there is an enormous bifurcation among 
the languages of the world, configurational languages vs. non-configurational 
languages. Perhaps the gap between the two is not so deep after all. My own
contribution presents an example of how one can try to reduce the redundancy
in the theory of grammar, thereby increasing its elegance, by deriving (the ef-

) one principle from another one. Reuland and Marantz discuss ill-under­
stood domains of data, in Germanic and Japanese respectively, trying to make
iect of)

sense out of them in light of recent theoretical proposals.
The comments by the discussants show impressively how well-developed pre-

1379
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sent-day generative theory is. Many of the components of
mar have' attained a rich internal structure and considerabl
At the same time more and more in-depth studies about

the operator and the indexed quantifier as the variable.
Syntax

guages are becoming available. This means that whatevi
some phenomena or some aspect of the theory, he 
vacuum, as used to be the case in the early days of generativ 
within the context of a richly articulated scientific field.

model of 
deductive ,i

says it about

gi’ant-
copy is interpreted as
jn our model, QI operates prior to wA-movement for various reasons. Hence
we 
to

must make sure that the derived position of a moved w/i-word corresponds
the position of the index marking its scope. In the article this is done by the

not in a virtual
Pro but

to have farreaching consequences for the theory and for pard «cannot fail 
phenomena in various languages, and the discussants bring 
clearly.

‘correspondence filter’, which says, essentially, that a scope-marker (such as a 
moved ai/i-word) must govern its own scope index. It was argued that this

our model of the principle which prohibits QR

analyses of 
this fact

principle is the equivalent in
from applying to quantifiers in COMP in the standard model.

very
As a final comment along the same lines, I would like to stress I 

common responsibility which is becoming more and more instrum
’ -»f Tf i-K« _____ . ental in di«-'-J —•'*'**» MixoLx Luiienta in r

cussions of this sort. If the field of generative grammar is to survive and
a certain scientific maturity, it is absolutely essential that
marians accept the fact that their contributions generative

reach
gram­

There is nothing wrong with presenting a
are part of a large enterprise.

In the present paper I will attempt to derive the correspondence filter from 
an independently needed principle of grammar, the Empty Category Principle 
(ECP), which requires that empty categories must be properly governed. The 
central intuition is straightforward: the structural relationship between a wh- 
word in COMP and a scope index is virtually identical to that between a -wh- 
word in COMP and its trace in subject position. The execution of the idea

. , „ - . - analysis of some phenomena
in language X, but the analysis simply cannot and may not evade the

requires a slight reformulation of ECP in terms of chains.

respon-
sibihty of incorporating the results reached for similar phenomena in language
Y nor can it ignore the relevance it has for various parts of the theory. This 
makes being a generative grammarian a much more difficult job than it used to 
be—but that is vzhat becoming a mature science is all about. It means that the

The Notion of Induction and the Constraints on Movement Transformations

experts on English syntax must take into account results from Italian, German, 
Chinese, etc. if they are relevant. It also means that if you come up with 
some alternative (part of the) theory you have the doubly difficult task of 
arguing your position while avoiding the danger of dissociating yourself both 
scientifically and socially from the field. Both the dangers and the positive 
effects of this development are illustrated in the articles as well as in the 
discussions.

Stepping down, now, from the exalted level of the sociology of science, the

Akio Kamio
University of Tsukuba

insights into themain question will always be whether we have gained new 
nature of human grammar. It seems to me quite incontrovertibly the case that 
we have —in this respect— the articles and discussions will speak for themselves.

Several attempts have been made to unify the island constraints proposed 
by Ross and attain a greater generalization. I would like to make one new 
attempt here (in collaboration with Naoki Eukui) to provide such a unifica­
tion. Our proposal is based on the notion of “induction ’, which is approxi­
mately conceived of as the possibility of movement. An induction is provided 
by S for its two immediate constituents, subject № and ADV directly dominated 
by S. This induction allows these two constituents to move unboundedly to 
the left. VI and V2 also provide an induction for the constituents dominated 
by them except for V and V^, respectively. Similarly, N^ also provides an induc­
tion for the constituents dominated by it except for N. Induction from V^ oi 
V^ and induction from N^ are effective within the domain delimited by their

On deriving the correspondence filter from the Empty Category Principle
first cyclic categories above, i.e. S and №, respectively and their first cyclic

Henk van Riemsdijk 
Tilburg University

categories below, i.e. № or S and №, respectively. That is, constituents re­
ceiving a respective induction can move over the domain thus delimited. On 
these assumptions, the following constraint is proposed:
which a constituent is moved must be covered by a continuous domain of

The domain over

In our article ‘NP-structure’ (The Linguistic Review I, 2), WilHanis and
rule, Q^’I propose an alternative to May’s Quantifier Raising (QR) rule- 3

does not move the quantified element, but just assigns a scope index to 
adjoins a phonetically null copy of this index to a containing S. The a J

iiid
led

induction.
It will be shown that a substantial portion of Ross’s constraints and other 

major constraints on movement follow from our assumptions. Finally, the 
bounding theory of Chomsky and others, in particular the Subjacency Condition, 
is examined and will be shown to be inadequate for the movements in certain 
constructions. However, they can also follow from our constraint.
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1. It is basically limited to embedded
On Nonargument subjects

The question to be addressed is why in sentences like (1)
the room a man, there cannot be replaced by it, and in sentences’ Fk ---- -
ordered that everyone should leave, it cannot be replaced by there ’
must explain why in a related language like Dutch, in the -—-

Eric J. Reuland
Groningen

walked into

Any analysismust explain why

wordt

iiiujL cAjjiaiii wiiy 111 ti itiaicu language iiKc UULU!, щ tite Sentence 
ing to (2) the subject is er ‘there’, rather than het ‘it’. This difference^°’^^^^^P°'^^ 
by another difference: there are impersonal passives in Dutch, like ll\ 
gedanst ‘*there is danced’, but not in English. These differences will be h 
to follow from the assumption that in Dutch, but not in English, AG can 
into the VP and assign nominative Case in conjunction with some modification 
of the theory of thematic role assignment. It will be proposed that the presence 
of some position with either abstract or morphological Case in an NP-chain 
not only allows its chain to have a é?-role, but that it is rather such a position 
with Case features which induces the necessity for the chain to have a ^-role. 
A-chains with 2 or more positions with Case features will be ruled out, as well 
as A-chains that have Case, but lack a 0-role. Impersonal passives are impos­
sible in English, since there is no way for the subject not to get Case in struc­
tures corresponding to (3), hence the subject must receive a ^-role. In Dutch, 
lowering AG into the VP causes the structural subject to escape from getting 
Case, hence it need not bear a ^-role. The standard analysis of (1) in which 
[there, a man] is a chain with there carrying the necessary abstract Case will be 
ruled out: since a man clearly has morphological Case such a chain would con-
tain two Case positions in the extended sense. Neither there nor er has Case at 
any stage of the derivation, rather, they emerge whereever AG can assign its
Case to some chain not containing the structural subject position, e.g. a man in 
(1). In (2) the only position to which AG can assign its Case is the subject posi­
tion, hence it. In the Dutch equivalent, AG can move into the VP, assign Case 
to the chain containing the complement in that position. Hence er as a subject. 
*het follows from the Avoid Pronoun Principle, Safir’s Definiteness Effect fo 

■ a chain at Lr,lows from the Extended Projection Principle: [there, a man] is

Raising and Category Types in Japanese

Alec Marantz

I

to a constriic-
In his “Subject Raising” Kuno (1976) draws our attention

tion in Japanese similar to “raising to object” structures in English- 
Three

peculiarities mark this construction: 
clauses headed by adjectives or by a copula plus predicate, although the pre­
dicate adjective is superficially “verbal” in Japanese and the embedded clauses 
in these constructions are finite and contain a complementizer. 2. The passive 
versions of such constructions are restricted to what Kuno calls the “generic 
reading”, but may occur with verb-headed complements. 3. Some verbs which 
do not participate in the raising to object-like constructions but do take sen­
tential complements also exhibit what looks like raising to subject in the passive, 
as in English “John was said to have done that” (cf. *They said John to have 
done that). A new account of raising based on a theory of constituent types 
and on a transitivity condition on grammatical relations explains these 
“peculiarities” of raising-type constructions in Japanese, which actually have 
many parallels in the w’orld’s languages. The solution to 1., which also describes 
the situation in languages like Russian and French, lies in the basic difference 
between adjectives (and other statives) and true predicates, i.e., proposition 
producers. 2. only presents a problem if we wrongly think of sentences as pas­
sivizing, rather than verbs. Independently determinable properties of Japanese 
verbs (e.g., that there are no true raising to subject verbs in the language) taken 
with universal principles predict 2 as well as 3.

On the Significance of ‘Move a and Empty Categories in 
Non-configurational Languages

Takashi Imai
Tsuru University, Yamanashi, Japan

In the recent generative literature, inspired by Hale, the syntax of an ex­
tremely word-order free language has been explored in detail and its theoreti­
cal contribution to generative grammar is remarkable. One assumes that there 
exists a parameter on the typological categories: configurational vs. non-con- 
figurational. Chomsky mentions Hale’s observation that there are no empty 
categories in non-configurational languages. In other words, there are no trans­
formational rules, assuming trace theory in such language.

It is my aim to discuss in some detail the existence of a transformational 
module in non-configurational languages, assuming empty categories. There 
have been some suggestions in the recent literature to the effect that “Move a' 
applies in the LF in non-configurational languages while it applies in the syntax 
in configurational languages.

In particular, I will argue that the existence of a new level of grammatical 
representation over LF is proposed, with special reference to Japanese, one of 
the non-configurational languages.
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Syntactic Theory Working Group 28:

Characteristics of Japanese Expressions in News Reporting

Close examination of Chomsky’s theory (1981) shows that his
concerning the organization of grammar and the system of six

Kinsuke Hasegawa 
Tokyo

leading ideas
Organizer:

principles

Masatake Muraki
International Christian University, Tokyo 

lyoko Hirata,G Kazuko Inoue,2) Keiichiro Okutsu,®’are 
pro- 
sub-

inadequate in crucial respects. Here I will be concerned with some of 1 
perties of an adequate syntactic theory (i.e. one that can fully incorporât^ 
stantial and significant results hitherto achieved, at the same time nr u- 
theoretical framework that can fruitfully guide future research). I ® 
such a syntactic theory must incorporate the following properties:

I. Rule system

adequate syntactic theory (i.e. one that can

a
argue that

1.

2.
3.

Phrase structure rules (not necessarily predictable from lexical 
perties)

pro-

Unbounded and bounded Movement and Deletion transformations 
Cyclic interpretive rules

II. System of principles
1. Generalized A-over-A Principle
2. General Conditions on (Unbounded) Rules based on the notion

‘Degree of Complexity’

In my talk, I will only have time to report 
1974 (^Eigoseinen, Vol 119, Nos 11, 12)), and on

on II 1 (which I proposed in 
I 3 (‘The Syntax of Reflexives,’

Eigoseinen, Vol 124 (1978), Nos 7, 8) in which I argue that the Reflexive Rule 
applies cyclically and explain the behavior of Reflexives in terms of Generalized

outline of II 2 for the sake of reference.A-over-A Principle). I will also give an _____ _________
I believe that it has been proved (by Bresnan and by myself) that unbounded 
transformations do exist, and that no amount of tinkering with Chomsky s 
Bounding Theory can adequately constrain these rules. The basic idea of II 2 
is that we can isolate a few well-defined structural factors contributing to the
Bounding Theory

degree of complexity in the application of unbounded rules. It has been 
that any combination of two such factors leads to ungrammaticahty, i— 
output of an unbounded transformation becomes ungrammatical if the Degree

i.e. the

Discussants:
Masayoshi Sagawa,Masayoshi Shibatani, 

’’Tokyo, ’’Yokohama, ’’Tokyo, ‘’Tokyo and ’’Kobe
/

With a grant from the Hoso Bunka Kikin (Broadcasting Research Founda­
tion), our group (headed by K. Inoue) has been studying the peculiarities of 
the syntax, phonology, style, discourse structure of the Japanese language used 
in radio and TV newscasts and other similar programs. We had many radio 
and TV newscasts and related programs recorded on tape and transcribed. 
Standardization of transcription of spoken Japanese is not simple because our
complex writing system allows us to represent each expression in different ways
depending on which word/morphs are to be represented by kanji or kana. But 
consistency and standardization of transcription is necessary for statistical and 
quantiiicational comparison of different types of newscasts and other programs, 
for comparison of different stations, and for comparison of radio/TV and news­
papers. In order to make iq easier to compare the language of radio and TV 
newcasts with that of the newspaper, the transcription was standardized so 
that kanji is used in the same way as it is used in the newspaper.

The most important are the facts that newscasts on the radio and TV are 
in the desu-masu style (i.e., the polite colloquial style), in contrast to the dearu 
style (i.e., the non-polite expository style) of the newspaper, and that they are 
given orally (even though announcers read manuscripts and rarely compose
their sentences before the microphone). It was found that radio newscasts and

of Complexity assigned to it is equal to or greater than 2.

TV newscasts differ very little in their language though the visual aids (pic­
tures, charts, etc.) of TV had been expected to affect the language in some way 
or another.

The language of the newscasts of NHK (Japan National Broadcasting Cor­
poration) and that of commercial stations were found different in several ways, 
for example, in redundancy (amount of repetition), the number of adjectives 
used (Japanese true adjectives are mostly emotional or evaluative), the amount
of background information provided as introduction to a news item (as re-
ported by M. Shibatani). In general, NHK newscasts use a more formal lan­
guage that gives the impression of objective attitude of the newscaster than those
of the commercial stations. Comparison was also made between regular news-
casts and various types of news commentary. The latter use more informal and

1385
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personal expressions.
In such studies, it is difficult to localize specific problems for 

discourses. K. Inoue focused on the discourse-initial sentences 
their initial parts. A “discourse” here means a single item

comparison of
especially onof news in news-casts. It was found that discourse-initial sentences are often qui^ j — 

contain many embeded clauses, and start with a big noun phrase''^^ 
long non-restrictive relative clause. Such long non-restrictive relativ^^^i^*"'*'^ 
f-Kra d ierAi 1 n i a 1 r^rkcifinn avía nnrmallu iicArl trk rriTZia /  _ 1 

a
inthe discourse-initial position are normally used to give and/or conbrm 

ground information and to prepare the listeners for the following news Th’the back-
may be a characteristic of verb-final languages. It contrasts sharply with " 
in English. After the discussion, one of the audience suggested that 
study discourse-final sentences and see if they show any interesti 
especially with respect to sentence-final elements of modality.

we also
ng feature.

Okutsu examined the passive constructions in newscasts. It was found that 
indirect passives (adversative passives) are almost non-existent in newscasts and 
that most of the passives are direct passives whose subject is inanimate and 
whose passive agent is deleted. This can be explained by the fact that Japanese 
transitive structures are most likely to require an animate subject and imply 
that the speaker’.s empathy is on the referent of the subject. Passive structures 
are often chosen in order to show that the newscaster is impartial and objective. 
Some questions were raised in the discussion period as to the division of the 
empathy focus Okutsu claims to be brought about by passivization when the 
passive has an inanimate subject and an 
needs further investigation.

overt animate agent. This clearly

One of the findings of Sagawa’s study was that an identical expression (NP 
or VP) is not always deletable just because it is identical to a preceding expres­
sion, but that there are crucial cases where identical expressions must be re­
peated. Their deletion at least requires that the semantic content of the t'vso 
clauses that contain them be closely related. Hirata’s study on the choice of 
wa and ga shows that it cannot be explained just by topic-comment and old-new 
information structure, but it also depends on whether and to what extent the 
event reported had been expected. Many of the audience responded to t ns. 
Some of them suggested that the types of the predicate should also be taken into 
account.

We had an audience of over 90, and there were no vacant seats.i. The dis-
lively,cussion, which started at 18:00 and which was to close at 18:30, was veiy 

raised, and vain- and continued until 18:45. Many stimulating questions were
able comments and suggestions were presented (including comments 

thefrom
by Mr. Yano. 

Hubbardpoint of view of language typology by Mr. T. Tsunoda, comments 
Ms. M. Ohso, Mr. K. Okuda, Mr. T. Hashiuchi, Mr. K. Flala, Ms. M 
and many others).

“Ga or wa for new referents in a discourse’ 

lyoko Hirata
Tokyo

Examining some TV and radio newscasts, we notice that the choice between 
ga and wa for a new referent which appears in the subject position of a sentence 
reveals the following stylistic peculiarities of news reporting.

1) The "discourse topic” of a news item is always “something happened,” 
and the information structure of its discourse initial sentence is NEW NEW, 
where the first term designates the subject and the second the rest of the 
tence. In such a case, we expect the subject to be marked by ga.

Nearly a half of the discourse initial sentences in our data, however.

sen-

are
found to have subjects followed by wa. The thematic wa is freely used to mark 
referents in the subject position if they are famous enough to be assumed to be 
known to everybody. If ga is used in such cases, the listener tends to feel that 
the speaker has underestimated the state of his general knowledge and imposes 
information on him. Thus, the function of wa in these cases is to decrease the 
mental distance between the speaker and the listener.

2) Nearly half the NEW referents which are introduced in the middle of a 
discourse are marked by wa if they are regarded to be related to the discourse 
topic.

Since these characteristics can also be found in news items in the newspaper, 
we many conclude that they are characteristics of public news reporting.

References
Inoue, Kazuko. 1982. “.An interface of syntax, semantics, and discourse structure." I.ingun 'S'J- 

121-162.
Keenan, E. O. and B. B. Shieffelin. 1976. “Topic as a discourse notion: a study of topic in the 

conversations of children and adults.” in Li. C. N. (cd.). Subject and Topic. 337-384.

“Sentences with multiple embedding in news reporting”

Kazuko Inoue
International Christian University

Various characteristics of Japanese expressions used in newspapers have been 
studied in terms of syntactic structures and their discourse functions (Inoue 
1979, 1982). Almost the same characteristics are found in the NHK news re­
porting, although it is necessarily in the oral style. Use of long sentences with
multiple embedding, one of the characteristics of the Japanese news broad­

use of polite forms in
casting, is chosen for the topic of this paper and studied from the structural 
and functional points of view. Related topics, such as
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“On the stylistic differences between NHK and
commercial broadcasting stations”

embedded clauses, are also discussed.

References
Inoue, Kazuko, 1979. “A study of discourse initial sentences”, in Inotie 

cal and empirical study of basic Japanese syntactic structures. (cd.) Report on
Inoue, Kazuko, 1982. "An interface of syntax, semantics, and discourse 

121-162. structures",

iheoreti- Masayoshi Shibatani 
Kobe University

“Why passive?—From the point of empathy”

Keiichiro Okutsu
Tokyo Metropolitan University

It has been widely accepted that the so-called hizyoo-no-ukenti (i.e. passive 
with an inanimate subject) does properly belong to the Japanese language, but 
has become common because of the influence of foreign (especially European) 
languages, and that it is better to avoid it.

However, it was found that about 80 percent of the passives in TV and 
radio newscasts are hizyoo-no-ukemi. It seems quite natural in Modern Japa­
nese that when the empathy is on the object of a transitive verb, the sentence 
is passivized so that the object become the passive subject. Further discussion 
will be on the important function of hizyoo-no-ukemi in Modern Japanese.

Comparing some of the 7 p.m. newscasts of NHK-TV (NHK: Japan Na­
tional Broadcasting Corporation) with the corresponding newscasts of NTV 
and TBS (commercial broadcasting stations) of the same day, we notice the 
following differences in the style.

1. NHK is more redundant than commercial stations. NHK uses many 
more words in giving background information before giving new information.

2. The style of NHK is more formal, impersonal, and assertive. It uses very 
few’ adjectives. Commercial stations try to be concrete and vivid, and use more 
adjectives, onomatopoetic words, mimetic words, syuzyosi (sentence-final 
particles).

3. Nominalized constructions and non-restrictive relative clauses are much 
more common in NHK newscasts than in those of commercial stations. With 
some statistical data, these differences will be analyzed further and discussed.

“On Deletions and Repetitions in Discourse”

Masayoshi Sagawa 
Hosei University

The purpose of the present paper is to observe the data taken from the
number of private stations) andbroadcasting in Japan (not only NHK, but a 

to elucidate some of the principles constraining deletions and repetitions.
The paper considers exclusively relations between two consecutive sentences, 

as a first step, disregarding deliberately larger units in discourse such as para 
graphs or whole discourse. With respect to the data, the paper makes tw 
fundamental distinctions; one between prepared (that is, read) announcem
and spontaneous and free talking, and the other between literal (that is, unnece 
c\ ______„„J :______j;____________ui.________ ____________ _____ z^Kcf-rvationS cansary) repetitions and indispensable repetitions. Interesting observations -- 
made, from the viewpoint of discourse principles, in spontaneous talking 
indispensable repetitions.

and
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ATTENTION » It В T $ И
Each participant who has paid the registration fee receives a Congress bug 

containing the following items:

1. Your name plate (which replaces the participation card and badge 

announced in the third circular; you should wear your name plate 
visibly during the congress; access to the lecture halls and rooms are

permitted only to participants wearing Hue name plates);

L Congress Program (which is the final circular containing the most up- 

to-date information);

X List of Partkipaati (carrying names and addresses of participants whose 
final registration cards reached the ICL 1982 Office before August 15. 

1982; those arriving afterwards will be listed in the Proceedings);

4. Abstracts of SectioB Papers and WorUag Groups;

S. Preprints of the Plenary Scsston Papers (only for those people from 

overseas whose regiuration fee reached the Congress account after 
June I, 1982; all the other people should have received a copy already; 

those who have lost it can obtain an extra copy for 1500 yen at the 

Congress Office).
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PART I: INFORMATION. ORGANIZATION, PROGRAMS 
r40*5t. la«.

GENERAL INFORMATION

INFORMATION:
ICL 1982 Office. Gakushuin University. Mejiro 1-5-1, Toshima-ku, Tokyo. 

Japan-171.

TRAVEL and ACCOMMODATIONS:
Japan Tourist Bureau. Foreign Tourist Department, Convention Center. 
13-1. Nihonbashi I-chome, Chuo-ku. Tokyo 103, JAPAN.

TIME AND PLACE OF THE CONGRESS:
The 13th International Congress of Linguists will be held at the Nippon 
Toshi Center (Hirakawa-cho 2-4-1, Chiyoda-ku. Tokyo/Japan-102; Td: 

03-265-8211) from August 29 to September 4, 1982. under the auspices 

of the CIPL (headquarters at the Hague).

RECEPTION:
A reception will be held for all participants and their accompanying per­
sons from 18:00 to 20:00 on Sunday. August 29. 1982 at the Akasaka 

Prince Hotel, just opposite the Nippon Toshi Center.

^■HRinBiltW: 1982^8 fl29B (B)

REGISTRATION FEE:
Those participants from overseas who have not been able to pay the fee 

beforehand are requested to pay 30,000 yen at the REGISTRATION FEE 

desk and receive the Congress bag. No travellers checks are accepted.

30,000 n = уз'и

BANQUET: /<>^9 h
Those who wish to attend the Banquet on Wednesday. 19:00-21:00. Sep­
tember 1, 1982. are requested to pay 10.(Ю0 yen at the BANQUET desk 

on Sunday or Monday, August 29 or 30, 1982. The banquet will be held 

at Room В A C in the Nippon Toshi Center.

r 10.000 ntr® я »в

(В) й* 8 ЯЗОН (Я) A:?f. -УГ ► В85(19Я 1 В (*)

19:00 Й»Ь 21:00 BitT. «ЯгИ В у Л-ОфО Room ВАС

s 
h9
S’ 
9 'S 
rt 
(Л 
(A

s 
b)
rt
S* 
5*

OmCE HOURS of the CONGRESS OFFICE: 

t 9 -c-r.

The ICL 1982 Office ai Gakushuin University will move to the Congress 

Office at ihe Nippon Toshi Center on Saturday morning. August 28, 1982. 

The Congress Office is open:
10:00—20:00, Sunday, August 29. 1982;
9:00—20:00. Monday, August 30 through Friday. September 3, 1982;

9:00—14:00, Saturday. September 4, 1982.

EXCHANGE:
Only Japanese YEN (V) is accepted at regular stores and resuuraots. 

Since the banks are closed on Saturday afternoons and Sundays, you are 
advised to change foreign currency into Yen al the airport or in big hotels 

al least for the first few days.

REFERENCE ROOM which was announced in the 2nd circular to display 

the manuscripts of the speakers at section meetings will not be provided due 
to space limitations. So. the section speakers need not send us manuscripts. 
Instead, please prepare your manuscript according to instructions given 

under the item SECTION MEETINGS.

ACCOMPANYING PERSONS: HRt*
who wish to have privileges to attend the Opening session and supple­
mentary programs are requested to pay 3.000 yen at the ACCOMPANY­

ING PERSONS desk and receive an orange name plate.

MAKING ADDRESS AFTER THE CONGRESS: 

ICL 1982 Office. Gakushuin University.
Mejiro 1-5-1. Toshima-ku, Tokyo. JAPAN-171

6

О ОС



£

The ICL 1М2 Овсе at Gakushuin University wilt function after the Tokyo 

Congress up to the time of publication of the Proceedings. Regarding mail 

coming after the Congress, only letters which do not require additional 

postage will be forwarded.

«

HACHKTTI JAPON
iUtW:

I* Ргакай *l»a«■Ulre
1.3 Praar* ta Direct

Ci'iliaitiaa Praacaiaea 

l.e Praacaia et la Vie 
Le Praacaia accelér*

*1.« PraacaiK r( la prafraaiaa

«UTKíTRiueizít,

OmeULLY REPRESENTED UNIVERSITIES» ACADEMIES AND 

SCIENTinC SOCIETIES

Association Internalionale de Linguistique Appliquée (Wolfgang Kiihlwein)

Indogermanische Gesellschaft (Ernst Risch)
International Society of Phonetic Sciences (Milan Romporll)
Socieias Lingüistica Europaea (Jaiek Fisiak)

ARGENTINA

Concejo Nacional de Investigaciones Cientiheas y Técnicas. Btænos Aires 

(Beatriz Lavandera)

AUSTRALIA

Australian Academy of the Humanities, Canberra (F. H. Mares)
Australian National University, Canberra (Anna S. Wierzbicka. Steph< 

Wurm)
Monash University, Clayton (Göran Hammarsiröm)

ten

aa iaaaa:
Graaa* HACHETTE
1.РЛ BEl.I.t:» LETTRES
BORDAS' Dl NOD'GAl'THIMI- VILLARS 
cut el SEDES
CLI'H DP. L'HONNETE HOMME

BANGLADESH

Rajshahi University (Mahmud Shah Qureshi)

niWER KRDMTION
RiHNl I)
PLAMMARIO!«

EINTIONS COlXtNA
hlFP EINT

PtIANCE EXPANSION
GARMPJt INTER POREM PAYOT 
1/ЕГО1ЛУЕ'Е<'О1.Е DES i/tlSIRS
IXtVP. ME TENDER PAYOT
riBMCATioNs oaiENTALiRTE-s w: ралхгк 
WEBER

»ДЙЯ Л>1 J r e(MW KM

BELGIE / BELGIQUE

Académie Royale de Belgique. Bruxelles (Maurice Leroy)
Facultés Universitaires N. D. de la Paix. Namur (M. Hanot)
Koninklijke Academie voor Wetenschappen. Leiteren en Schone Kunsten 

van Belgie, Brussel (René Derolez)
Université Catholique de Louvain (J. Heiderscbeidi. René Jongen)
Université de Liège (Léon Wamant)
Universiteit Antwerpen (Th. Venikeleer)
Vrije Universiteii Bnissel (Sera de Vriendt)

BULGARIJA

Butgarska Akademija na naukite (V. I. Georgiev)

BUNDESREPUBLIK DEUTSCHLAND

Akademie der Wissenschallen. Gottingen (Giinter Neumann) 
Bayerische Julius-Maximilians-Universitäl. Würzburg (Martin Lindauer) 
Freie Universität, Berlin (Bemfried Schleraih)
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Johann Wolfgang Goethe-Universität, Frankfurt (Horst D. Schlosser) 

Ludwig-Maximilians-Universität, München (Theo Vennemann) 
Rheinisch-Westfalische Technische Hochschule Aachen (Burghard Rieger) 
Rheinische Friedrich-Wilhelms-Universiläl. Bonn (Johann Krtobloch) 

Ruhr-Universität Bochum (Helmut Schnelle) 
Technische Universität. Berlin (Rolarxl Posner) 

Universität Bielefeld (Werner Kummer) 
Universität Bremen (Johannes Bechert) 
Universität Erlangen-Nürnberg, Erlangen (Arnulf Stefenelli) 

Universität Hamburg (Els Oksaar) 
Universität Heidelberg (Robert Schmiit-Brandt) 
Universität Regensburg (Klaus Matzel) 
Universität des Saarlandes, Saarbrücken (Wolfram WilB) 

Universität Stuttgart (Christian Rohrer) 
Universität Tübingen (Eugenio Coseriu) 
Universität zu Köln (Christian Lehmann) 
Westfälische Wilhelms-UniversiUt, Münster (Franz Hundsnurscher)

CANADA
Canadian Association of Semiotic Research (Fernando Poyatos) 
Memorial University of Newfoundland, St. John's (John Hewson) 

The University of Manitoba, Winnipeg (H. C. Wolfart) 

Université de Montréal (André Cías) 
University of British Columbia, Vancouver (Dale Kinkade) 

University of Brunswick (Fernando Poyatos) 

University of Ottawa (E. K. Koerner) 
University of Toronto (Ivin Kalmir)

CESKOSLOVENSKO

Karlsunivenital. Praha (Milan Romporll)

DANMARK
Del Kongeiige Danske Videnskabernes Sebkab, Kpbenhavn (Eli Fischer-

Jprgensen)
Handelshpfskolen i Aarhus (Sven-Olaf Poulsen)
Universität i K0benhavn (Jörgen Rischei)

Universität Odense (Jacob Mcy)
University of Aarhus (Henrik Holmbp)

EIRE

University College Dublin (Conn. R. О. Cleirigh) 

University College, Ma Nuad (Pédraig O’Fiaonachta)

ELLAS

The University of Athens (George Babiniotis) 
University of Thessaloniki, Philosophic Faculty (M. Setatos)

ESPAÑA

Ministerio de Educación (Eulalia Rodon)
Sociedad Española de Lingubtica. Madrid (Eulalia Rodoo) 

Universidad de Madrid (Francisco R. Adrados) 
Universidad de Valladolid (Francisco Marcos>Marin) 

Universidad de Vitoria (Luis Michelena)

FRANCE

Académie des Inscriptions et Belles-Lettres (Gilbert Lazard) 
Université d’Aix-Marseille 2, Luminy (Benoit de Comulier) 

Univenité de Nantes (Jack Feuillet) 

Université de Nice (Gabriel Manessy) 
Université de Paris 7 (Maurice Gross) 
Université de Paris-Sorbonne (Paul Valentin) 

Université de Poitiers (Claude Hagège) 
Université de Strasbourg (Claude Tchekboff)

GHANA

University of Ghana. Legón (Gilbert Ansre)

GREAT BRITAIN

School of Oriental and African Studies (R. H. Robins) 

University of Cambridge (P. H. Matthews) 
University of Edinburgh (R. David Clement) 
University of Leeds (Peter Roach) 
University of Manchester (N. Collinge) 
University of Oxford (Roy Harris) 
University of Reading (F. R. Palmer) 

University of Salford (M. B. Harris) 
University of Sheffield (F. C. Stork)
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s
INDIA

Asiatic Society, Calcutta (Satya Ranian Banerjee)
Bañares Hindu University, Varanasi (R. R. Mehrotra)
Calcutta University (Bhakti P. Mallik)
Central Institute of Indian Languages. Mysore (D. P. Pattanayak)

Indian Council of Social Science Research (Bh. Krishnamurti, D. R. Pat* 

lanayak. R. R. Mehrotra)
University of Saugar (B. D. Mishra)

ISLAND

Hiskóli Islands (H. Benediktsson)

ISRAEL

Bar-Han University, Ramat-Gan (Menachem Zvi Kaddari) 
Israel Academy of Sciences and Humanities (Haiim B. Ros^n) 
The Hebrew University of Jerusalem (Haiim B. Ros^n) 
University of Haifa (M. B. Dagut)

ITALIA

Accademia dei Lincei (Giuliano Bonfante)
Accademia della Crusca, Firenze (Carlo Alberto Mastrelli) 
Societi di Linguistics Italiana (Francesco Sabatini) 
Societi Italiana di Glottologia, Pisa (Tristano Bolclli) 
Universiti degli Studi di Bologna (Luigi Heilmann) 
Universitk degli Studi, Firenze (Carlo Alberto Mastrelli) 

Universiii degli Studi, Pisa (Tristano Bolclli) 
Univenitk della Calabria. Cosenza (Nora Galli de' Paratesi) 
Universita di Pisa (Antonio Zampolli) 
Universtti di Torino (Giuliano Bonfante)

JAPAN

The Japan Academy (Shiro Hattori) 
Linguistic Society of Japan (Shigeo Kawamoto)

JUGOSLAVIJA

Svcutiliyc u Zagrebu (Rudolf Filipovi<)
Jugoslavenska Akademija inanosti i umjetnosti, Zagreb (Rudolf Filipovit) 
Univenity of Novi Sad (Milorad Radovanovic)

12 —

KOREA (Daehan Minkuk) 

University of Seoul (Duk Ho Lee)

MAGYARORSZAG

Hungarian Academy of Sciences, Budapest (Peter Hajdu, J. Harmatta, 
Ferenc Kiefer, Gybrgy Szépe)

Hungarian National Committee for CIPL (Jôzsef Herman)
Karl-Marx-Univenity of Economics, Budapest (Ferenc Kovirs)
University of Budapest (Istvan Szathmari)
University of Debrecen (Béla Kilmin)
University of Szeged (Andris Rôna-Tas)

NEDERLANDS

Universiteit Amsterdam (Simon Dik)

NEW ZEALAND

Victoria-University. Wellington (M. J. Cresswell)

NIGERIA

University of Ibadan (A. Barngbojc)

NORGE

Univeraitetet i Oslo (E, Hovdhaugcn)

ÖSTERREICH

Universität Graz (Norman Denison)
Univenität Innsbruck (Wolfgang Meid)
Universität Klagenfurt
Univenität Linz (Herwig Krenn)
Univenität Salzburg (Mario Wandruszka)
Universität Wien (Wolfgang Dressier) 
Wirtschaftsuoiversität Wien (Erich Web)

PHILIPPINES

University of the Philippines, Quezon City (Cesar A. Hidalgo)

POLSKA

Universytet Jagiellonski, Kraköw (Stanislaw Urbanczyk)
Polnische Akademie der Wissenschaften, Kraköw (Stanislaw Urbanczyk)

- 13 -
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Uniwersytet Gdaiiski w Gdaiisku (Leszek Moszyñski)
Uoiwersytet im. Adama Mickiewicza, Poznan (Witold Maikzak, Ruta 

Nagucka)

ROMANIA

Soebtaua de Sludii Clasice din Republica Socialbta Romania, Bucurcfti 
(A. Graur)

Societatea Romania de Liogvbtica, Bucurefti (A. Rosetti)
Universitatea din Bucurefti (Emanuel Vasiliu. Tatiana Slama-Cazacu)

TOGO

Université du Bénin, Lomé (Issa Takassi)

TOUNISIA

Université de Tounis (Abdesselem Mseddi)

URUGUAY

Universidad de la Republica, Montevideo (Adolfo Elixaincín)
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SCHWEIZ / SUISSE / SVIZZERA

Schweizerische Sprachwissenschaftliche Gesellschaft (Roland Ria)

Universität Basel (Heinrich Löffler)
Universität Bern (Georges Redard)
Universität Zürich (Emst Risch)

SSSR

Akademija Nauk SSSR. Moskvs (B. A. Serebrennikov, Viktorija N. Jar* 

ceva. V. M. Soincev)

Akademija Nauk GSSR, Tbilisi (T. V. Gamkrelidze) 
Akademi|a Nauk LSSR, Vilnius (V. P. Maiiulis) 

Univenittt, Moskva (V. P. Vomperskij)
MGPIIla im. M. Toreza, Moskva (G. V. KcHSanskij)

SUOMI / FINLAND

Helsingin Kauppakorkcakoulu, Helsinki (Heikki J. Hakkarainen)

Turun Yliopisto, Turku (Osmo Ikola)
Universität Jyväskylä (Aimo Sakari) 
Univenität Oulu (Pauli Saukkonen)

USA

American Anthropological Association, Washington (Thomas Sebeok) 
American Association of Teachen of German (Herbert Penzl) 
American Oriental Society, New Haven (Henry Hoenigswald) 

Emory University, Atlanta (James V. McMahon) 
Massachusetts Institute of Technology, Cambridge 

Indiana University, Bloomington (Thomas Sebeok) 
Linguutic Society of America (Victoria Fromkin) 

Michigan State University, East Lansing (Ruth Brend) 

Semiotic Society oi America, Bloomington (Henry Hiz. Thomas Sebeok) 
The Univeraity of Connecticut (David Michaeb) 
The University of Hawaii at Manoa. Honolulu (Stanley Starosta) 
The University of Texas at Austin (Edgar Poloro^, David DeCamp) 

University of California at Berkeley (John J. Obala) 
University of lllinob at Urbana-Champaign (Braj B. Kachru) 
University of Pennsylvania. Philadelphia (Henry Hoenigswald) 

Univenity of Yale (Isidore Dyen)

SVERIGE

Göteborgs Universität (Osten Dahl) 
Lunds Univcrtiiet (Bertil Malmberg) 
Uppsala Universitet (Johannes Söderlind)

THAILAND

Chulalongkorn University (Vichin Panupong)

VENEZUELA

Universidad Católica Andrés Bello, Caracas (Fernando Arellano)

- 15 -
- 14 -

О



i

MoBday, AagMt 3«, 1992
9:00— 9:30

PROGRAMS УО/9АОЖ9

PLKNARY SESSIONS

The Xlllth lotematiooal Congress of ijngii»«*« is highlighted by the 
following right plenary asarions, supplemented by 20 section meetings and 

25 working groups.

Ур (У 9-9“ М- •

t»;-. ./) -c-t. -tc-ciiissoipftoaBMjtoeaw^attvsK-tí 
в.»от--»с-э1-хйЛ4-е>оа«о»П«л!«»<гШвЬМЖ*:»вЬ

PLENARY REPORTERS are requested to submit their manuscripts (maxi* 

mum 20 pages, doubloepaced; revised, shortened or lengthened from the 

preprinu, if necessary) to the Congress Office by noon, Saturday, September 
4, 1982. If a revised version is not submitted, the text of the preprints will 
be published in the Promihap

Eodi ptcaary chabpanon is assisted by a Japanese colleafiie (indicated in 

square brackets ( p.

SanSay, Ai^ 29, 1M2

10.00—18:00

18:00—30:00

Raglatmiaa at Rooms DAE, Nippon Toshi Center, 
Tokyo
Please receive your namt piate and congress beg eoo' 
taining congress materials.

Rceeprion at Royal HaU, Annex 5th floor, Akasaka 
Prince Hotel, just opposite the Nippon Toshi Center

- 16 -

О 
00

Ûpralai Careaaony at HaU [Pretider: Kaxuko Inoue, 
Secretary>Geoeral of the Congress)

opening of the Ceremony

Greetings Prof. Shlrô Hattori, President of the Congress

Prtrf. Shigeo Kawansoto, President of the Linguistic Society of 

Japan
Prof. Robert H. RoMas, President of the Comité internatMxiil 

Permanent des Linguistes
Hb Imperial Hlghaem the Crown Prince of Jap« 

Congratulatory Messages The Hon. Mr. Неф Ogawa, Minister of Educa-
Addre»

Cloting ot ÜM Ceranoay

9:30—12Л0

tioxa. Science and Culture
Prof. KAjl FnaUml, President of the Science 

Council of Jepan

(1) PlMvy Sut— on Srataz аЫ Swtlw, at Hall

Chahporsoa: Akha Ota, Tokyo (F. Lobo)
RaporSsTK

Tataiy GIvAa, Oregon
I'JTPOlocy *hd Functional Domains.

Sasama Kaao, Harvard
Principles of Discourse Deletion.

Мануоеи ShRtoHl, Kobe
Toward an Understanding of the Typtriogy and Function of 
Case-marking.

]4:00-*16;30 (2) fltaary Srarirm oo Syntax, at HaU

Ckakfmoa: Rcak raa IUMm4l|k, TUbur, (K. Hutgiw,] 

R^orteva:
Antokaa CaMott, Para

Rôles des représentatiooa métalinguistiquea en «y«*««» 
Sfasea C. DR, Amsterdam

Some Basic Principles of Functional Grammar.
RkhanI Hadsen, London

Word Grammar.
Thomas Waanw, Stanford

Idioms: An Interim Report.

s 
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Taaaday, Aa«ait 31, 19*2

9:30—12:00 (3) Planwy Sfarina oo Smaatlra, al Hall

ChabVanon: 

Rapartam

Fmk R. Рйаиг. Readiof [Y. Ikecami]

OTga ftkhtoSBOTB. Moskva 

Semantics.

Mmfrad Blerwtoch, Berlin (DDR) 

Formal and Lexical Semantics.

Eageato Coaeria, Tubingen

Pour et contre I’analyie séraique.

Roger Schaak, Yale

Integrating Semantics and Pragmatics.

14.-00—16:30 (4) Pkury Sirtna oo Maafhnhip, at HaU

Ckabpcfsen: VicSoria FransUs, Loa Angrieges (Y. Nagashima) 

Raporicn:

Marit ArenoE, New York

Potential Words, Actual Words, Productivity and Frequency.

Welfgwq U. PrssriiT, Vienna

On Word Formation in Natural Morphology.

JadMh N. Levi, Illinois

Complex Nominals: New Discoveries, New Questions.

AnoM M. Zwicky, Ohio

An Expanded View of Morphology in the SynUx-Phooology 

Interface.

Wateaaday, Saptemhar 1, 19fl2

Free aU day. Excursions.

19:00—2100 ■aataat (10,000 Yen per penoo) 

at Rooms ВАС, Nippon Toahi Center

Thnrsday, ScptcadMT 2, 19t2
9:30—12.-00 (S) PlcBVy Sawtoa on Pbonctks and PboMthvy, at HaU

Chabpciaoa: Herbert Peari, Berkeley (H. Fujisaki]

Reperten:

Eagiak 1. A. Henderson, London

Phonetics and Phonology in the Eighties: Prospeett and 

Problems.

Dae LcUstc, Ohio

The Role of Prosody in the Internal Structuring of a Sentence.

John J. Ohala, Berkeley

The Pbmiological End Justifies Any Means.

12:30—13:30

1400—16:30

СемгЫ АавеааЫу et tbe CIPL. 

at Halt

(O Plaiwy Saarioa on HlMorical Lb(aMca, at Hall

? 
3 
Ч 

гг 
S

s
м
Se

CKbpirsoa ThoniM V. Tbilisi [K. Matsumoto]

Reporterst

Theodora Bynoa, London 

Syntactic Reconstruction: A Case Study and some Implica­

tions.

Aatoalo Tovar, Madrid

Linguistic Similarity and its Significance: Comparative Proce­

dures.

Calvert WriUaa, Harvard

New Directions in Indo-European: Historical Comparative

Linguistics and its Contribution to Typriogical Studies.
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Friday, September 3, 1992
9:30—12:00 (7) Pleaary Sewioa oo PsycboUagaiMki, at Hall

Chakrperson: Walborga von Rafler-Eagd, Nashville (T. Kunihiro) 
Reporters:

WKIem J. M. Levcit, Nijmegen
The Speaker's Organization of Discourse.

Eb Oksaar, Hamburg
Historical and Methodological Problems of Psycholinguistics 

and Selected Topics in the Field of Language Acquisition and 
Multilingualism.

Tatfaau StoBB-Caaen, Bucurcfti
Psycholinguistics and Linguistics: Old Relatioaships and Pro­
mising Prospects.

SECTION MEETINGS

Each sectloB cbairpersoa is assisted by a Japanese colleague (indicated 

in square brackets ( ])■

Please coafini the dne of yoar presentatioe. There are minor changes 

in the time givoi in the third circular.
There are 20 Section Meetings. Each speaker should be strictly punc­

tual, i.e. should finish his/her presentation in 18 minutes including discus­
sion so that the next speaker can begin on time. If a principal speaker 

cannot attend or does not show up at the specific time indicated, the first 
alternate automatically ukes his/her place. The following time-table is

14:00—16:30 (8) Pleaary Seaaioa on SocMbicaiatka, at Hall
Chairperson: Wcroer Winter, Kiel [T. Shimomiya)
Reporters:

EJoar Haogca^ Harvard
The Rationale of Language Choice.

Joheoe KnoMock, Bonn
Soziolinguistische Probleme in der BundesrepuMik Deutsdi- 
land

WnfauB F. Mackey, Laval
Sociolinguistics: The Past Decade.

subject IO minor changes.

All principals and alternates listed below for Section Meetings are
requested to prepare a manuscript (double space, maximum 5 pages) and 
submit it to the Congress Office after you have read it, by noon Saturday. 
September 4, 1982. Please note that presenting a paper in absentia is not 

permitted, and that only the papers actually read at the Congress will be 
printed in the Proceedings. In order to minimize the cost of printing, 
graphs (if any) should be photo-ready beforehand and submitted together 

with the manuscript (graphs should be included within the 5 pages, with

о

Satarday, Septeaabcr 4, 1982 

9:30—12:00
ClaalBg Ccremoay Presiders: Tsuyoshi Nara, Yuriko Ohtsuka
Overviews of the Plenary Sewioas A. Ota. H. van Riemsdijk, F. R.

Palmer, V. Fromkin, H. Penzl. T. V. Gamkrelidze, W. von Raffler- 
Engel, W. Winter

Qoahig Addresses

12:90 Saturday, September 4, 1982, is the deadline for submitting the papers 

(to be printed in the Procecdbgs) to the Congress Office.
1.
2.
3.

Plenary aesdoa papers (maximum 20 pages, double-spaced)
Sectloa papers read at the Congress (maximum 5 pages, double spaced)
Saasaaaries of working poops by organizers (maximum 5 pages, double­

spaced)

- M -

Moaday, Aafast M, 1982, 17:00—21:00

1. Recent History of LiacBlstics (Section 9) Room C 

Chairpersons: E. Haugen, K. Koerner [K. Inoue, M. J. Hashimoto]

17:00

17:20

17:40

18:00

18:20
18:40
19:00

19:20

19:40
20:00

20:20

20:40
tics.

(alternates)

K. Koerner, Ottawa: A Critique of Recent Histories of Linguis­

tics.
W. Bahner, Berlin: “Paradigme” ou "courant" dans I'histoire des 

sciences du langage?
J. Riscbel, Kdbenhavn: The Abstractness Paradox in Hjelmsleviao 

Linguistics.
T. Scharadsenidse, Tbilisi: Jan Baudouin de Courtenay und die 

moderne Spracbwissenschaft.
M. Mafavariani, Tbilisi: Linguistics in the 1980's.
R. fiugarski, Beograd: Towards Integration io Linguistics.
R. Harris, Oxford: The Speech-Communication Model io 20ih 

Century Linguistics and its Sources.
W. T. Gordon, Halifax: Saussurean Structuralism and J. R. Firth. 

A Reassessment.
W. A. Cook, Georgetown: Case Grammar Theory, 1982.
L. Wald. Bucureyti: Aspects of the Relatioo between Logical and 

Historical Approaches in the History of Linguistics.
K. L. Pike, Texas: The Future for Unit-in-Context: The Tag­

meme.
V. P. Vomperskij, Moskva: From the History of Russian Linguis-

1.

2.
3.

C. R. EXiminguez. Argentina: The Boundaries of Theoretical Linguis­

tics.
K. Ezawa. Tiibingen: Gabeleniz und Sekiguchi.
T. Bungarten. Hamburg: Historische Perspektiven und künftige An­

forderungen an die Fachspracbenforschung.

Moaday, Аа(«Ы 30, 1982, 17:00—21:00

2. Syntax aad Semaatks (Section 1) Hall

Chairpersons: R. E. Longacre, G. Bedell [T. Matsuda, K. Hasegawa]

17:00 
17:20 

17:40 

18:00

R. Erguvanli, Istanbul: Some Aspects of Negation in Turkish. 

Lee Kee-dong. Yonsei: Nominalizations in Korean.
H. Kridalaksana, Indonesia: Oo Reciprocity.
Lee Kiyoog, Seoul: A Montague Grammar for Case Languages.

- 22 -

ample space).

I. Syntax and Semantics

2. Syntax
3. Semantics
4. Morphology
5. Phonetics and Phonology

6. Historical Linguistics

7. Psycholinguistic
8. Sociolinguistics
9. Recent History of Linguistics 

(state of the art and future 

perspectives)

10. Word Semantics
11. Linguistic Universals and

12.

13.

14.
15.

Typology
Dialectology, Linguistic Geo­
graphy
Textlinguistics (Discourse
Analysis) T + x
Pragmatics
Language and Literature

16. Writing Systems
17. Language Acquisition and 

Language Learning

IS. Language Planning
19. Linguistics and the Computer

20. Semiotics £-9^18

- 2. -

18:20

18:40 

19:00

19:20

19:40

20:00

20:20
20:40

M. Bily, Lund: The Remarks on the Governntent-bioding Theory 

and Anaphon.
S. Oshima, Kochi: On a Possible Extension of the Seq;« Theory.
S. Ohye, Kyushu: Some Peculiar Utes of the Particle no io 

Japanese.
Yang In-seok, Seoul: On the Interaction of /lAr-expreasions and 

Negation.
D. Willems. Ghent: On the Search of Constants in Verbal Poly­

semy.
I. A. Mel’iuk, Montréal: Meaning-text Linguistic Models and the 

Role of the ETictionary in Linguistic E>escription.
D. C. Ferris, Toronto: The Semantic Value of Syntactic Relations. 
R. Zuber, Paris: Semantic Restrictions on Certain Complemen­

tizers.

(altematea)

I.

2.

3.

5.
6.
7.

8.

9.

h9

p 
3

ê
2 

at

c*6Г

h9

? 
3

S w 
rt
S* 
5Г

A. Lemaréchal. Poitkrs: Semantics of Parts of Speech and Semantics 

of Rdations.
A. Boone, Brussel: On problime d'équivalence sémantique: les nomi> 

oalisatKms.
Shin Hyon-sook, Sangmyeog: The Pragmatic Functioo of the so- 

called Object Marker -ul in Korean.
O. Nobuhara, Kyoto: Empathy and Postpositions. A Case Study 

from J^wncae.
T. Yasutake, Nagoya: Givenness, Definiteness and Faclivity.

M. Sano, Tsukuba: Wh-movement and Markedness.
Miao Chin-ao, Hong Kong: Towards a Description of Semantic

Structure in Modern Standard Chinese.
W. van Langendonck, Louvain: Predicative Adnominal Adjuncts in

a Semantic-Syntactic Dependency Network.

M. H. Klaiman, Arizona: 

Japanese.

Affectiveness and the Voice System of

Moaday, Aafwt 30, 1982, 17:00—20:20

X Hlstortcal Lingwisdes (Section 6) Rooms DAE

Chairpersons: G. Bonfante, W. Meid (R. Honi, T. Shimomiya) 

17:00 H. B. Rosen, Jerusalem: Diachronic Syntax and the Revival of 

Hebrew.
17:20 H. Penzl, Berkeley: Graphemischer “Figuralismus" und die Metho­

den der historischen Phonologie.

- 23 -
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17:40 E C. PolomA, Texas: The Dialectal Poaition of Germanic willtin 

West-lndo-Eun^tean.
18:00 D. K. Nylandcr, McGill: The Nature of Syntactic Change in a 

Creole Language.
18:20 I. Dyen. Yale: Towards a History of the Sulawesi Languages.
18:40 C. E W. Jenewari, Nigeria: Toward a Diachronk Theory of Ijo 

Gender.
19:00 R. Neuberger-Donath, Israel: E>ie Funktionen des Optativs in ab-

hängigen Aussagesätzen. 
19:20 A. S. Mel’nihik. Kiev: Some Theoretical Problems of Historical

Linguistics.
19:40 K. Noda, Nagoya: Ergativity in the History of Persian.
20:00 M. Ogura. Berkeley: Word Frequency and Lexical Diffusion in 

ModE Shortening.

МоМцг, Ача« 38, 1982, 17:00—20:20 

4« Weed ScanBtfes (Section 10) Room B

Chairpersons: W. Bahner, D. Wunderlich [T- Kunihiro)

17:00 L. Lipka. München: A Multi-level Approach to Word-formation.
17:20 M. G. de Boer, Utrecht: A Lexkal Entry for Function Words.
17:40 A. Newman, Jerusalem: Hebrew Verbs of Dress.
18:00 B. Ralph, Göteborg; Ordinary Language as Metalanguage in Word 

Semantics.
18:20 S. Kubo, Matsuyama: Lexical Semantics in Montague Grammar.
18:40 L. Minajeva, Moskva: The Semasiological Analysis of a Word in 

terms of Lexicológica] Phonetics.
19:00 R. Chatterjee, Singapore: Chomsky and Wittgenstein on Word 

Meaning.
19:20 W. KQhlwein. Trier: A Sodosemiotic Approach to Contrastiv« 

Lexicology.
19:40 K. Schildmann. Bonn: Envisaging an Historical Grammar of 

Sumerian.
20:00 A. Burkhardt, Darmstadt: The Principles of Pragmatic Word- 

Semantics.

Мш8ву, AagMt 38, 1982, 17:00—19:40

S. Pra^atics (Sectioa 14) Room A 

Chairpersons: J. Hinda (M. Muraki)

17:00 D. E Cooper, Surrey: Metaphor.
17:20 Th. R. Hofmann, Toyama: Why Must there be a Semantic Rq>- 

resentation?
17:40 H. Haverkate, Amsterdam: The Problem of Direct and Indirect 

Speech Acts.
18:00 J. Verhaar, Spokane: Two Aspects of Pragmatics: Topicality and 

Iconkity.
18:20 E Parret, Louvain: Shifting In and Shifting Out.
18:40 A. Ueda. Tokyo: The Co-operative Principle. Maxims and Langu­

age ^tecifleity.
19:00 A. Mittwoch. Jerusalem: Rules for the lU-Mannered?
19:20 D. R. Vanderveken. Quebec: Illocutionary Force and Meaning.

Momlay. Aognet Э0, 1982, 17:00—18:20 

8. ScaUotica (Sectit» 20) Room F 

Chairperson: S. Kawamoto 

17:00 B. Schlerath, Berlin: Language and Musk. 
17:20 F. Poyatos, New Brunswick: Forms, Functions and Applications 

of Paralanguage as a New Muhidiaciplinary Area.
17:40 Y. Tohyama, Tokyo: A Semiotic Analysis of Meeting and Parting 

Rituals in Japanese and English.
18:00 J. Pesot, Quebec: The Genesis of Language in the List of Peir- 

cean Semiotics (in French).

Тмо8цг, Aotoat 31, 1982, 17:00—21:00 

1. Syntax (Section 2) Hall

Chainwrsons: A. Bamgbote. W. O'Neil (Y. Ohtsuka]

17:00 M. Montalbetti and M. Saito, MIT: Tough Constructions and the 

OCriterion.
17:20 S. Starosta, Hawaii: Patient Centrality and English Verbal Deriva- 

tion.
17:40 E J. Reuland, Groningen: On Mixing Configurational and Non- 

configurational Properties.
18:00 K. Matsumura. Tokyo: Quasi-relative Clause in Mari.
18:20 Henn-Memmesheimer, Duisburg: What PoMibiJiiies are Offered 

by Different Theories of Grammar for (he Contrastive Description 

of Nonstandard Syntax?

S’ 
s 

‘ïî
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18:40 T. Imai. Yamanashi: ECP and the Distribution of Empty Cate­

gories.
19:00 S. Miyara, Okinawa: Reordering in Japanese.
19:20 K. S. Yadurajan. Hyderabad; The Open Path Condition.
19:40 J. Bailard, UCLA: The Role of Word Formation Rules in the 

Causative Constructions of Non-Configuratioiial Languages.
20:00 Lee Chung-min, Seoul: Conditional Constructions in Korean.
20:20 S. Tonoike and J. A. Bizassa. Tokyo: Multiple Argument Noun 

Phrases and Case in Japanese.
20:40 M. Saltarelli, M. Azkarate, D. Farwell, J. Ortiz de Urbina. Illinois: 

On the Syntax of Free Word Order Languages; Evidence from 

Basque.

17:40 Lee Ik-hwan, Seoul: Syntax and Semantics of Imperative Sentences.
18:00 D. Zaefferer. München: Semantics of Sentence Mood io Typo­

logically Differing Languages.
18:20 M. S. Anwar. Kuwait: Intentional Semantic Adaptations.
18:40 A Costächescu, Craiova; Remarks on Nominalization in a Mon­

tague Grammar.
19:00 B. Rieger, Aachen: Generating Cormotative Dependency Trees of 

Fuzzy Word Meanings.
19:20 F. Heny and D. Wheeler. Groningen: A Categorial Analysis of 

Japanese Tone.
19:40 P. Weingartner. Salzburg: Weak Relevant Logic for Natural Lan-

S’ 
3 
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w 
rt 
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E?

Toeeday, Aagmt 31, 1982, 17:00—20:20

guage.
20:00 N. Danielsen, Odense: 

Language Sentences.

A Disseminatioaal Analysis of Human

X Hbtorlcai Lbagaiatfes (Section 6. continued) Rooms DAE 

Chairpersons: I. Dycn. E. Pulgram [K. Matsumoto]

17:00 S. J Keyser and W. O’Neil. MIT; The Reduction of Optionality 

and Language Change.
17:20 B. de Cbenc, Tokyo: Morphological Segmentatiem and Reaeg- 

mentation.
17:40 P. M. Tiersma, San Diego: Rule Recession and Rule Loss.

20:20 I. Bellert, Quebec; Lexical Features of Linguistic Quantiften and 

Well-Formedness of Logical Forms.

Tocaday, Aagaat 31, 1982, 17:00—21:00

18:00 B. H. Bichakjian. Nijmegen: 
Change.

Natural Selection and Linguistic

4. Socloibguistics (Section 8) Room C 

Chairpersons: G. Nickel, A. Elizaincin (F. Lobo)

17:00

18:20 W. Meid, Innsbruck; The Indo-European Lexicon and its Usage 

as a Problem in Reconstruction.
18:40 G. Bonfante. Roma: The Tocharian Accent.
19:00 B. Sundby. Bergen: The Codification of Prescriptive Grammar.
19:20 O. N. Trubaicv, Moskva: Slavs and Indo-Europeans from the 

Etymological Viewpoint.
19:40 N. A. Syromjatnikov, Moskva: Proto-Japanese Phonetic Laws.
20:00 S. R. Banerjee, Calcutta: Some Problems of Historical Linguistics.

Teesday, Auguat 31, 1982, 17:00—20:40

3. SeaMBtks (Section 3) Room A

Chairpersons: H. Kufera. M. Radovanovir {Y. Ikegami)

I7:(X) J. C. Choul, Dalhousie; Formal and Non-formal Conditions on 

Semantic Paraphrase.
17:20 J. Schröpfer, Heidelberg: Comparative Onomasiology and Seman­

tics.

M -

17:20

17:40
18:00

18:20 

18:40

19:00

19:20

19:40

20:00 

20:20

A. Elizaincin: Montevideo: Variation/Variability within a Lin« 

guistic Contact Domain.
J. Omstcin-Calicia. Texas: Linguistic and Social Aspects of 

Pachuco Caló.
O. Uribe-Villegas. Mexico: Sociolinguistics in IISUNAM.
Li Jen-kuei. Taipei: Linguistic Variations of Different Age Groups 

as Mechanism of Linguistic Change.
B. Hoffer. Trinity: Cross-Cultural Sociolinguistic Profflex.

S. Ide. Tokyo: Two Functional Aspects of Politeness in Women's 

Language.
R. Filipovid. Zagreb: Pseudo-Anglicisms. A Sociolinguistic Ana­

lysis.
I. Broch and E. H. Jahr. Tromsd: Russenorsk. the Rus.so-Nor- 

wegian Pidgin. New Findings.
G. LeitfKr. Berlin: Indian English, a Critique of Ethnographic 

Analysis.
P. Nelde, Brussels: Three Issues on Languages in Contact.
J. Penfield. Texas: A Socio-cultural View of Language Contact.

- 27 -
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20:40 N. F. Alieva, Moskva: Predicative (Shifter) Categories in Some 

Languages of Analytical Type.

Т>м4ау, AüfiMt 31, 1982, 17:00—19:00; 19:00—21:00

5. Laagnagc a*d Lhcratiire (Section 15) Room F

Chairperson: R. R. Mehrotra (T. Nara]

17:00 J. Sciderlind, Uppsala; The “Tone" of a Text io Linguistic Terms.
17:20 J. L. Heny, Groningen: Metricality and Complexity in Verse.
17:40 A. Betteo, Regensburg: Language in Modem Drama, compared 

with spoken discourse.
10:00 G. P. Boguslavskaja. Saransk; Grammatical Unexpectedness in the 

Belles-Lettres Style.
18:20 M. K. Hiraga, Tokyo: Meupbor and Poetry.

18:40 V. Kukharenko. Odessa; Linguosiylislic Analysis of the Language 

of an Author.

S'. Uagnlattcs aad the CompMer (Section 19) Room F

Chairperson: H. Spang-Hanssen (T. Ishiwata]

19:00 C. P. Browman, O. Fujimura, E. L. Ohira. Bell Laba: Demisyl- 

tabic Synthesis by Rule using Lingua.
19:20 0. Vollnhals. Munchen: Utilization of a Commercialized Linguis­

tic Data Bank System for the Electronic Storage and for the Auto­
matic Production of Dictionaries.

19:40 H. Frank. Paderborn: Computer-based Information Retrieval by 

means of ILo-Summaries.
20:00 Y. Kusanagi, Tsukuba: A Model of Automatic Analysis of Time- 

related Expressions in Japanese.
20:20 J. Seppinen. Helsinki: Hierarchic Class Networks.
20:40 I. Bitori, Koblenz; Proceu Based Model of ¡.anguage, 

(alternate)
L. R. Smith, Newfoundland: An Electronic Linguistic Consultant.

Tveeday, Angwt 31. 1M2, 17:00—18:40; 19:20—21:00

8. Word Semantics (Section 10, continued) Room B 

Chairperson; I.-S. Yang (K. Inoue]

I7:(X) A. Syrkin, Jerusalem; Some Notes on Upaniiadic Etymologies.

- a -
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17:40

18:00

18:20

H. Kakehi. Kobe: Onomatopoeiic Expressions in Japanese and 

English.
F. Bakos, Budapest: Denomination and Contrastivity. Semantic 

Typological Research of a Group of Compound Nouns io Rom> 

ance, Germanic and Slavonic Languages.
L. Cseresnyési, Szeged, and J. Hidasi, Budapest; Some Problems 

of Homonymy.
L. Warnant, Liège: Principes de cinéto*syntaxe.

8'. Receat History of Ungviatica (Section 9, continued) Room В 

Chairperson: J. Rischel (T. Matsunami]

19:20

19:40
20:00
20:20
20:40

J. Hewson, Newfoundland: Content and Expression from Sa'js- 

sure to the Present.
W. Moskovich, Jerusalem: Jewish Interlioguistics.
I. Kalmir, Toronto: The Phoenix of Linguistic Evolution.
V. Tauli, Uppsala: The Future 'Paradigm' of Linguistics.

U. Baitchura, Leningrad: On the Contribution of Tatar Scholars 

to General Linguistics.

WcdhHsday, Septenber 1, 1982

Free bU day. Excnnlotu. 

19:00—21:00 Banquet (TIO.OOO.— per person)
at Rooms ВАС, Nippon Toshi Center

Thersday, Scpteniter 2, 1982, 17:00—21:00

1. PtMnctics and Phonology (Section 5) Room A

Chairpersons; C. Hagège. P. Kiparsky [Y. Ohtouka, S. Haraguchi] 

17:00 Z. Simada, Kitazato, and J. Gauffin, Stockholm: An Examination 

of the Area of Tongue-Palate Contact in Swedish Dental Stop 
Production.

17:20 J. Gvozdanovid, Amsterdam; Patterning of Distinctive Features in 

Relation to Variability.
17:40 D. C. Walker, Ottawa: Chain Shifts in Canadian French Phono- 

logy-
18:00 Y. C. Morin, Montréal: La (dé)nasalisation en français: phono­

logie ou morphologie?
18:20 H. Kusakabe, Tokyo; An ExplanatK») of the Japanese Accentua­

tion by the Dual-toneme Scheme.

(О 
00 
hd

18.40 Lee byung-gun, Scoui: Ihu Contr<i*rc!»iruvlurinb Constraint.
19:00 N. Davidsen-Niclscn, K0benhavn: Phonological Neutralization.

19:20 G. Bedell, UCLA: Chukchi Vowel Harmony.
19:40 M. Ohala, San José; Acoustic and Perceptual Correlates of Stress 

in Hindi.
20:00 T. Matsushita, Gifu; Exceptionality of Norman-French Loanwords 

to Open Syllable Lengthening in Middle English.
20:20 T. de Graaf. Groningen: Vowel Duration and Vowel Quality.
20:40 Y. Homma, Osaka: Rhythm of Tanka, Short Japanese Poems.

Thursday, September 2. 1982, 17:00—20:20

2. Lbigaistic Universab and Typology (Section 11) Room D 

Chairpersons; V. Jarceva, S. Wurm (J. Ikegami]

17:00 C. Lehmann, Köln: The Present State of Linguistic Typology.
17:20 L. Dezsö, Debrecen: Universal and Typological Studies. Differ­

ences in Methods.
17:40 C. Hagège, Paris; Linguistic Universals as General Tendencies.
18:(X) S. Shaumyan, Yale: Ergativity, Syntactic Typology and Universal 

Grammar.
18:20 T. Tsunoda. Nagoya: A Redefinition of 'Ergative' and 'Accusa­

tive'.
18:40 E. Tiffou, Montréal; Les constructions passives en bourouchaski.
19:(X) K. J. Howell, Florida: Object-initial Languages and their Implica­

tions for Word Order Universals.
19:20 G. Lazard, Paris: A Possible Universal. A Dichotomy of Actaoce 

Constructions according to Categories of the Object.
19:40 M. V. Jankolvili, Tbilisi: Basic Structure of the Sentence as

Universal.
20:00 1. G. Melikiivili, Tbilisi: Universal Relations between the Reso­

nance Features and Sonorant Phonemes.

Thursday, September 2, 1982, 17 00—20:20

3. PsycboUnguktlcs (Section 7) Room E

Chairpersons; H. Goodluck, G. Pridcaux |A. Kamio]

17:00 G. P. Prideaux, Alberta; The Relative Accessibility of Cognitive 

Strategies.
17:20 J. F. Kess and R. A. Hoppe; Victoria: The Interaction of Bias 

and Context in Ambiguity Detection.

30 -
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17:40 V. Fromkiii. UCLA: Un Models of Linguistic Performance.
18:00 L. Scliar-Cabral, Brazil: Development of Narrative Competence in 

Children.
18:20 T. M. Walsh and K. C. Diller. New Hampshire: Neurolinguistic

Feature Detection in Wernicke's Area.
18:40 A. Kamio. Tsukuba, and K. I. Harada, Nagoya: A Repetition

Experiment on Children's Comprehension of Complex Sentences 

in Japanese.
19:00 D. Gunzburger, Utrecht: Quantification of Linguistic Expectancy 

by means of Frequency Estimation Tests.
19:20 E. R. Gammon, Fresno: English Quantifiers and the Perception 

of Risk.
19:40 P. Sgall, Praha: On the Notion of the Meaning of the Sentence. 
20:00 K. H. Hummel, Montréal; Bilingual Memory for Prose.

Thursday. September 2, 1982, 17:00—21:00

4. TextUagttistics, Discourse Analysis (Section 13} Room b 

Chairpersons: C. Wicnold. T. Slama-Cazacu lA. Kawashima, T.

Kaneko]

17:00

17:20

17:40

18:00
18:20
18:40

19:00 

19:20

19.40

20:00

20:20 

20:40

В. L. Dubois, New Mexico: Function of Intonation Contours in 

Biomedical Speeches.
R. E. Longacre, Texas: Spectrum, Profile and Constituent Struc­

ture in Text Analysis.
T. H. Wilbur. UCLA: Grounding io Basque Sentence and Dis­

course Structure.
A. Neubert, Leipzig: Discourse Analysis of Translation.
U. Fries, Zürich: Diachronic Textlioguistics.
S. K. Maynard, Connecticut: Flow of Discourse and Linguistic 

Manipulation.
B. R. Lavandera, Argentina: The Harmonics of Discourse.
G. Wiggen, Elverum: Spontaneous Dramatization in Semi-Formal 

Conversation.
Van de Velde, Antwerp: Coherence Relations in Texts and In­

ferential Processing.
K. Fiala, Praha: Sentence Delimitation and Sentence Order in 

Japanese.
M. Langleben. Jerusalem: On Dialogic Interaction.
P. Saukkonen. Oulu. What are the Main Semantic-Pragmatic Fea-

tures of Stylistic Text Types?
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{alternates)

I.

2.
3.

4.

E. A. Berendt, Chiba: Strategies in Japanese and English Dyadic 
Discourse.
C. M. DeWolf, Chiba; Translation and Transmediation.
K. Facey, London; Japanese Refiexivization and Psychological Seman­
tics.
G. Kd&anskij, Moskva: Communicative Basis for Adequate Inter­

pretation of Text Semantics.

IK;IK) C. Y. Ning, Heilongjiang: From Nonlinear Realistic Grammar to 

Linear Formal Grammar.

h’. Semántica (Section 3. continued) Hall 

Chairperson: S. Starosta (T. Matsuda]

18:40

Thoradsy, Septeaber IWJ, 17:00—18:00; 18:20—20:00

5. Language Plannhig (Section 18) Room C 

Chairperson: H. Benediktsson (S. Morita)

17:00 
17:20

17:40

A. Bamgbo^e, Nigeria: When is Language Planning not Planning? 
G. Nickel, Stuttgart; Contrastive Linguistics, Enor Analysis and 

their Relevance for Language Planning including Language Mini­
mization.
F. Marcos-Marin, Madrid: The Problem of Language Reform in 
XVlth Century Spanish.

S'. Sociolinguistics (Section 8. continued) Room C 

Chairperson; H. Benediktsson (S. Morita]

18:20

18:40
19:00

19:20
19:40

S. Nagara, Michigan: Componential Analysis of Lexical Structure 

of Pidgin Languages and Sociolinguistic Factors Affecting their 

Acquisition.
C. Stieblich, McGill: Accommodation in Interpersonal Encounters.

R. R. Mehrotra. Bañaras: Personal Names in Hindi.
Wang E>e-chun. Shanghai: Rules of Speech and Object of Stylistics. 
M. Nishimura, Pennsylvania: On Intrasentential Code-Switching 
in Japanese/English.

Thanday. Sepiember 2. 1982, 17:00—18:20. 18:40—20:00

8. Syntax (Section 2, continued) Hall 

Chairperson; S. Starosta (T. Matsuda]

17:00 L. Szabd, New Brunswick: Unmerited Values in Languages. The 

Example of MaUdu.
17:20 K. Masunaga, Harvard: Bridging.
17:40 E. Pontes, Brazil: Anacoluthon and "Double Subject" Sentences.
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17:00 M. Sudo, H. Yoshioka. S. Kiritani, M. Sawashima, Tokyo; On the 

Articulation of Japanese /r/.
17:20 M. R. Smith, Connecticut: A Complex Acoustic-Phonetic De­

scription of Word Stress.
17:40 M. P. R. Van der Broecke and 1. Stoop. Utrecht: A Posteriori 

Consonant Features in Inner Speech.
18:00 Lee Hyun-bok, Seoul: A Critical Appraisal of the IPA Cardinal 

Back Vowels by the X-ray Microbeam System.
18:20 U. Bortolini, G. Pini, G. Zilli, F. E. Ferrero, Padova: Dimensions 

of Perception for Italian Consonants: Multidimensional Analysis.
18:40 Yan Xue-qun, Huazhong: On the Chu People, the Chu Dialect, 

and the Chu Phonemic System.
19:00 Kim Suksan, Seoul; On the Compensatory Lengthening .

19:20 M. H. Ibrahim. Jordan: On the Contrast between /a/ and /«/ 

in Modem Arabic.
19:40 M. Sherard, Kyoto: Phonological Diversity and Sound Change in 

Shanghai.
20:00 R. P. Dixit, Louisiana: On Defining Aspiration.
20:20 P. Marlin, Toronto: Phonetics and Phonology. The Example of

20:40

Intonation.
K Shimizu, Nagoya, and M. Dantsuji, Kyoto: A Study on the 

Synthesis and Perception of /r/ and /1/.

Friday, September 3, 1982, 17K)0—19:40; 20:00—21:00

3. Dlakctology, Ungobdc Geography (Section 12) Room C

Chairperson: B. A. Serebrennikov (T- Koizumi]

17:00 V. Panupong, Bangkok: Word Geography in Nakhon Ratchasima.

17:20 F. Inoue, Tokyo: New Dialect and Linguistic Change.
17:40 T. Ogino, Tokyo; Computer-aided Analysis of Field Survey Data.
18.00 W. Viereck, Bamberg: Presentation and Interpretation of English 

Dialects. Computer-assisted Projects.
18:20 Ting Pang-hsin. Taipei: Some Aspects of Tonal Development in 

Chinese Dialects.
18:40 R. D. Clement, Edinburg; Scottish Gaelic Preaspiration.
19:00 B. A. Serebrennikov, Moskva: On Areas of Meanings.

19:20 M. A. Awwal, Bangladesh; The Chakma Dialect.

3'. Uatvenali and Typology (Section It. continued) Room D

Chairperson: M. J. Hashimoto (N. Tsuji)

o

19:00
19:20

19:40

J. S. Gruber, Nigeria; Lexical and Conceptual Semantic Cate­
gories.
E. Vasiliu, Bucurefti: Modality and Existence.
L. Theban, Bucureyti: From Universal Semantax to Romanian 
and Japanese Syntax.
Tung Chao-hui, Taipei: Expansion and Identification of Reduced 

Nominals in English.

Friday. Sep<enbcr 3, 1982, 17:00—20:40

1. MiNpbology (Section 4) Room 8 

Chairpersons: H. Rosén, L. Lipka |Y. Nagashima]

17:00

17:20

17:40

18:00

18:20

18:40
19:00

19:20

19:40
20.00

20:20

A. Marantz, Harvard: Restricting the Power of the Morphological 

Component: Reduplication in Southern Paiute.
D. Wunderlich, Düsseldorf: On the Compositionality of German 
Prefix Verbs.

P. Barbaud. Quebec: About a Tendency to Feminize in French 

Canadian.
E. D. Cook, Calgary: Phonologically Conditioned Alternation 

Morphologically Conditioned Alternation.
V«.

I. R. Smith, Singapore: Morphological Operations, Historical 
Evidence and English q.
A Jerejtan. New York: The Role of the Morpheme in Armenian. 
O. Schwarzwald. Israel: Gender Distinction and Feminine Forma­
tion in Modern Hebrew.
V. M. Alpatov, Moskva: On Linguistic and Psycholinguistic Mean­
ing of the Notion of Word.
R. van Zonneveld, Groningen: Categorial Morphology.
J. van Marie, Amsterdam: On the Paradigmatic Dimension of 
Morphonological Productivity.
M. A. Gabinskij. KiUnev; Allautemy and its Place in a Linguistic 
Structure.

Friday, September 3. 1982, 17.00—21:00

2. Phonetics and Phenology (Section 5, continued) Room A 

Chairperson: O. Fujimura. G. Kolianskij )K. I. Harada, M. Sugito)
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20:00

20:20

20:40

V. Jarceva, Moskva; Typological ResUictions of Syntactic Am-

biguity.
A. E. Backhouse, Monash: Lexical Stratification and Modern

Japanese.
J. R. Wirth, Wisconsin: Toward Universal Principles of Word 

Formation.

Friday, September 3, 1982, 17:00—21:00

4. Language AcquUtioa and Language Learning (Section 17) Hall

Chairpersons: C. J. Bailey, D. Steinberg [F. Lobo. T. Kunihiro]

17:00 L. I. Soudek and M. Soudek. Illinois: Mental Lexicon in Second 

Language Learning.
17:20 B. Lust, T. Wakayama, H. Hiraidc. W. Snyder, M. Bergman, 

Cornell and Yokohama; Comparative Studies on the First Lan­

guage Acquisition of Japanese and English.
17:40 Li Shu-wen, Yanbian; The Development of Communication Skills.
18:00 S. Flynn, MIT: Comparison of Japanese and Spanish Speaken 

Acquisition of English Restrictive Relative Clauses.
18:20 J. S. Lin and L. M. Stanford, Alberta; Bilingual Children's Acqui­

sition of Five English Derivational Processes.
18:40 G. Wienold, Konstanz: Linguistics-based Revision of Foreign Lan­

guage Teaching Materials.
19:00 S. Miyagawa and G. Walker, Ohio; Self-sustaining Dialect.
19:20 D. R. Hall, Malaya; The Developmental Theory of Language

19:40

Teaching.
A. Szenigybrgyviri, Budapest: Dual-plane Strategics in Foreign 

Language Learning.
20:00 G. Francescato, Trieste: Remarks on Children Bilingualism.
20:20 B. Lust, Y. C. Chien, L. Mangione, Cornell: First Language 

Acquisition of Mandarin Chinese.
20:40 Flores d’Arcais, G. B. Nijmegen: The Acquisition of SemanUc 

Knowledge; The Connectives.

(alternates)
I. G. Gagné. Montréal: Learning the Standard Variety of a Mother

Tongue in School.
2. K. Ohama. Tokyo; Development of Japanese Vocabulary in Bilin­

gual Children.
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Friday, September 3, 1982, 17:00—19:40

5. Writing Systems (Secboo 16) Room E

Chairperson: G. Francescato [T. Nishidaj

17:00 S. Morag, Jerusalem; Motivation and Methodology in Reforming 

Writing Systems.
17:20 Gong Hwang-cbemg. Taipei: Chinese Elements in the Tangui 

Script.
17:40 Y. Yosimati, Hamamatsu: Proper Characters and Vowel System 

of the Old Japanese Language.
18:00 D. Nerius, Rostock: On the Linguistic Foundations of the Use of 

Capital Letters.
18:20 G. James, Exeter: Principles in Script Form: Applied Folk Lin­

guistics.
18:40 I. S. Mackey, Laval: Programming Incrementally Integrated Mini 

Alphabets.
19:20 J. M. Wilding, England: Which Way to Jupiter?

— M —

Moaday, Auguat 38, 1982, 10:30—15:30
(1) New latcrdbcIpUnary Penpeedvee la Lbguistics through Nonverbal

Communlcatioo Studies. (No. 2) Room В 
Organizer: Feraaado Poyatos, New Brunswick

Discussants: Thomas Bruneau, Guam; Hanne Martinet, K0benhavn; 
Helmut Morsbach, Glasgow; Harvey Taylor, Beijing; 

Walburga von RafRcr*Engel, Nashville; Fernando Poyatos.

(2) Speech Production. (No. IS) Room D 
Organizers: James H. Abba, Madison; Oaamn Fujimura, Bell Labs

Discussants: James H. Abbs; Osamu Fujimura; K. S. Harris, New 

York; Fredericks Bell-Berti, St. John’s; Betty Tuller. New 

York; D. A. Dinnsen, Indiana; Hajime Hirose, Tokyo; 

Mark Y. Liberman, Bell Labs; S. E. C. Ohman, 
sala; Peter F. MacNeilage, Texas; S. Kiritani, H. Hirose. 
M. Sawashima. Tokyo; John J. Ohala, Berkeley; Hiroya 

Fujisaki. Tokyo.

(3) Paltema of Language Impairment In Aphaab (No. 20) Room C

Organizer; Sumiko Saaanuma, Yokohama
Discussants: Sumiko Sasanuma; John A. Bisazza, Tokyo; Florian 

Coulmas. Tokyo; Akio Kamio, Tsukuba; Hanna Ulatow- 

ska, Texas.

(4) Origin of Japanese (No. 23) Room A
Organizer: Kazuo MabucU, Tokyo
Discussants: Lee Kimoon. Seoul; Shichiro Murayama, Tokyo; Su­

sumu Ohno. Tokyo: Nikolaj A. Syromjatnikov, Moskva; 
Karl H. Menges, Wien; Kim Kong-chil, Cheju; Liszid 

Szabd. New Brunswick; P. Kothandaraman, Madras; 

Takao Kawamoto, Jdetsu: Kdji Atarashiya. Sapporo; (Roy 

A. Miller, Seattle).

WORKING GROUPS

Z У /к--/ií-t - ií-f Ч - -rfc-OV'-CftiOifia

Working Groups differ from Section Meetings in that their content and 

structure are planned by a single person. The time available is five hours 
for each group. Discussants were chosen by the organizer. Please note 

that the schedule for working groups was changed from the previously 

announced evening sessions due to space limitations and the strong wish 
of the organizers to have more time for discussion.

ORGANIZERS of Working Croups are requested to submit a summary 

(double spaced, maximum 5 pages) to the Congress Office by noon Satur­
day. September 4. 1982. The already received half-page abstracts (in blue 
paper) by discussants will be printed in the Proccedkaga following the sum­
mary by the organizer. The organizen are encouraged to publish elsewhere 
longer papers by themselves and discussants.
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(6) Mood Hd ModaIHy (No. 24) Room E 

Organizer: Frank R. Ра1пкг, Reading

Discussants: Frank R. Palmer; G. P. Boguslavskaja, Saransk; Walter 

A. Cook. Georgetown; Thomas R. Hofmann, Toyama; 
Beatriz R. Lavandera, Buenos Aires; Daniel Vanderveken. 

Quebec: Co Vet, Groningen.

Tuesday, August 31, 1982, 10:30—15:30

(I) Unlvenab of Linguistic Action (No. 4) Room C 
Organizers: Florian Conlams, Tokyo; Hartmut Haberiaad, Roskilde;

IMscusaants:

Jacob Mey, Odense; Jef Vcnckaerca, Berkeley
F. Coulmas; H. Haberland; J. Mey; J. Verschueren; 

Thomas Ballmer. Bochum; Steven Davis, Simon Fraser; 
Thorstein Fretheim, Trondheim; Henk Haverkate. Am­
sterdam; Thomas R. Hofmann, Toyama; Naomi Miyake, 

San Diego; Joyce Penfield. Texas; Danny D. Steinberg. 

Hawaii.

(2) Fachapvacbew uud Kommunlkatlonskottfilktc In der moderwea GescH- 

achaft (No. 7) Room F
Organizer; Tbeo Buagarten, Hamburg
Discussants; Theo Bungarten; Helmar Frank, Paderborn; Tatsuo 

Miyajima. Tokyo; Herbert Penzl. Berkeley; Ingemar Pen-

son. Lund; Inger Rosengrcn, Lund.

(3) Syucbronlc Proccsaes in Language Contact Sitnatious World-wide: A 

Focus on Generalizations and Universals (No. 11 ) Room D

Discussants:

I
I

(S) The Present State of Proto-lado-Enropeaa Studies (focus on phono­

logy) (No. 25) Room F
Organizer: Edgar C. Poloaie, Texas

Nishimura, Pennsylvania; Adolfo Elizaincin, Montevideo; 
Marvin Herzog. Columbia; Walburga von Raffler-Engel, 
Na.shville; Bates L. Hoffer. Texas: Edgar C. Polomi, 

Texas.

Discussants: Edgar C. Polomé; Haiim Rosen, Jerusalem; Alexandr 
S. Melnièuk, Kiev; Thomas V. Gamkrelidze. Tbilisi; 
Vjaieslav V. Ivanov. Moskva; Antonio Tovar, Madrid; 
Bemfried Schlerath. Berlin; V. A. Dybo. Moskva; Robert 
Schmitt-Brandt. Heidelberg; F. Rodriguez Adrados. Ma­
drid; Françoise Bader. Paris; Thomas Markey, Michigan: 
Wolfgang Meid. Innsbruck; Giuliano Bonfante, Roma.

- M

(4) Language Contact bi Europe. Section A: Historical Stratalinguistic 

Aspects (No. 12) Room E
Organizer: P. Sture Urcland, Mannheim

P. Sture Ureland; Istvan Bitori, Koblenz; Hans Goebl.Discussants:
Regensburg; Hont Munske, Erlangen; Baldur Panzer, 

Heidelberg; Häkon Jahr. Troms0.
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Organizer; Jacob L. OrnstcIn-GaUcla, Texas
J. L. Ornstein-Galicia; Joyce Penfield, Texas; Miwa

I (O
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(49 Language Cootnet ta Europe. Section B: Synchronic Aspects of Langu­

age .Switching and Language Shifting (No. 13) Room E 

Organizer: p. U. NcMc, Bruxelles
Discussants; P. H. Nelde; Richard Trim. Bruxelles; Rudolf Kern, 

Chaumont-Gistoux: Walburga von Raffler-Engel, Nash­
ville.

Please note; Language Contact in Europe. Section A (4) and Sec­
tion В (4*) are combined into one session. The time allowed is 10- 

30—16.30.

(5) latonatton (No. 16) Room В 9:30—16:30

Organizers: Hiroya FujtsaU, Tokyo; Eva Gardtag, Lund 

Speakers; .Н. Fujisaki; E. Girding: Arthur S. Abramson. Connecti-

cut; Gdsta Bruce, Lund; Keikichi Hirose, Tokyo; Karen 
H. Kvavik, Wisconsin; Ilse Lehiste, Ohio; Mark Y. Liber­

man, Murray Hill; John J. Ohala, Berkeley; Sven Ohman, 
Uppsala; Miyoko Sugito, Osaka; John *t Hart. Eind­
hoven; Nina Thorsen. Kdbenhavn; Zong-ji Wu. Beijing.

(6) Generative Syntax (No. 27) Room A. 9:30—13:00

Organizer: Henk van Rienudijk, Tilburg

Papers will be distributed before the Congres.s. They will become 

available in July for a nominal fee. It will be assumed at the Con­

gress that participants have read the papers. Interested peoj^e should 
write to; Yukio Otsu, 1-16-17 Omori Minami, Ota-ku, Tokyo 143 
JAPAN.

(2) The Uae of Script Frame ta Linguistic Semantics (No. 6) Room B 

Organizer; Victor Raskta, Purdue
Presenters: Ferenc Kiefer, Budapest; Victor Raskin. Purdue; Roger 

C. Schank. Yale; Deborah F. Tannen. Georgetown.
Participants: above and Renate Bartsch. Amsierdam; Charles J. Fill­

more. Berkeley; Jerry L. Morgan, Illinois; Yorick Wilks. 
Essex; Vladimir A. Zvegincev. Moskva

(3) Socioltaguistlc Surveys ta Asia (No. 10) Room C 

Organizer: Raja Ram Mehrotra, Varanasi

Dtscussants;

Discussants: H. van Riemsdijk: Kinsukc Hasegawa, Tokyo; Alec 

Maraniz, Harvard; Akio Kamio, Tsukuba; Takashi Imai. 
Yamanashi: Noriko Kawasaki, Tokyo; Ryuichi Washimi, 
Tokyo.

R. R. Mehrotra; Takesi Sibata. Tokyo; Bh. Krishna­

murti, Hyderabad; S. V. Shanmugam, Annamalai; K. 
Karunakaran. Annamalai; Rodney Moag, Ann Arbor; 
Anwar S. Dil, San Diego; Toemskadi Krishnamara, Chu­
lalongkorn.

(4) Shared ILaowiedge In Language Use (No. 17) Room D 
Organizers: John Hfads, Pennsylvania; Jeanette K. Gundel, Minnesou
Discussants:

Wednesday, September 1, 1992. 16:00—18:30 

of JapaneM Expressions in News Bep^wtog (No. 28) 
Room D
Organizer: Masatake MuraU, Tokyo

J. Hinds; J. K. Gundel; Ellen Prince, Pennsylvania; 
Dieter Wunderlich. Dusseldof; Joseph Kess and Ronald 

A. Hoppe. Victoria: Florian Coulmas. Tokyo; Jerry R. 
Hobbs: G. P. Boguslavskaja. Saransk.

Discussants: Kazuko Inoue. Keiichiro Okutsu, Masayoshi Sagawa. 
Masayoshi Shibatani, lyoko Hirata, Tokyo.

(5) Structural TransMoas and Typological DivenMes ta Stau-Tibetaa 

(No. 19) Room E

Organizer: Mantaro J. Hashimoto, Tokyo
Discussants:

Thursday, Se^cnber 2, 1992, 10:30—15:30

(1) LiBfubtk Theory and Language Acquisition (No. 5) Room A
Organizer: 
Speakers:

Discussants :

Yuklo Otsu, Tokyo 9:30—16:00
Helen Goodluck, Madison; Kazuko 1. Harada, Nagoya: 

Barbara Lust. Cornell: Alec Marantz, Harvard; Thomas 

Roepcfi Amherst; other speakers will be announced later.
Masayuki Ike-uchi, Nagoya; (Thomas Wasow, Stan­

ford); (Kenneth Wexler, California); Henry Hamburger. 
Naval Research Laboratory.

- 40 -

M. J. Hashimoto. S0ren C. Egerod. K0benhavo; Wil­
liam J. Gedney, Michigan; Eugénie J. A. Henderson. 
London; James A. Matisoff. California: Tatsuo Nishida. 
Kyoto; Jerry L. Norman. Washington; Ting Pang-hsin. 
Taipei; Suriya Ratanakul. Mahidoi.

(6) Nonverbal Behavior for Lfaigukts (No. 26) Room F 

Organizer; Walburga von Raffler-Engel. Nashville
Discussants; W. von Raffler-Engel; Isidoro Blickstein. Sao Paulo; 

Forrest Bui;. Texas: Bates Hoffer and Jeanne Callihan. 
Trinity: Nicholas Clark. Nstshville: Katherine Fell. Texas; 
Ann Heins and Elizabeth Keil. Nashville; Fernando 
Poyalos, New Brunswick.
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Friday, September 3, 1M2, 10:30—15:30
(1) History (and Phikieophy) of Scteace and Llngubrics (No. I) Room A GENERAL ASSEMBLY OF THE CIPL

Organizer; IL F. Konrad Koeracr, Ottawa
E. F. K. Koeimer; Mario Bunge. McGill; Terence H.Discussants:

Wilbur. Los Angeles; Jon D. Ringen, Indiana; Stephen 

O. Murray. Berkeley; James A. Bell. South Florida; Kurt 
R, Jankowsky. Georgetown; John M. W. Verhaar, Spo­

kane; Ranjit Chaiierjee. Singapore.

(2) Devriopnental Ltaguistks (No. 3) Room E 

Organizer; Charles lamn Bailey, Bcrtta (BRD) 
Discussants: Charles-James Bailey; Roy Hanis; Heng-hsiung Jeng; 

Bea de Gelder; Jerold Edmondson; Hermann Parrel; 

Talmy Giv6n; Kim Sierelny.

(3) Fooctloual Gramaaar (No. 9) Room B

On Thursday. September 2. 1982, at 12:30—13:30. the General Assem­
bly of the CIPL will take place at Hall. Nippon Toshi Center. The agenda 
for the meeting will be announced at the beginning of the Congress. All 
participants of the Congress are cordially invited to attend the General 
Assembly, but only the official representative of each country is allowed 

IO vote.
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Organizer: Staaoa C. Dflt, Amsterdam
S. S. Dik; A. Machtelt Bolkestein. Amsterdam; MikeDiscussants:

Hannay, Amsierdam; Jan de Jong and Yuri Okabe, Am­
sterdam; J. Lachlan Mackenzie, Amsterdam; Nobuya 

Inagaki and Gary D. Prideaux, Alberta; Ger P. Reesmk, 

Papua New Guinea; Co Vet, Groningen.

(4) Nou-ltaear Pboaetogy (No 14) Room D

COMITE INTERNATIONAL PERMANENT DES LINGUISTES 

PERMANENT INTERNATIONAL COMMITTEE 

OF LINGUISTS

Oi^anizer: Mark Y. Uberman, Bell Labs
M. Y. Liberman; Paul Kiparsky. MÎT; Shosuke Hara-

Prtsideni:

Discussants:
guchi. Tsukuba.

(5) The State of the Art in Langnagc Typotagy (No. 18) Room C 

Organizer; Chriattan Lehmau, Köln
Discussants; C. Lehmann; Eugenio Coseriu. Tübingen; Wolfgang U. 

Dressier. Wien; Talmy Giv6n, Colorado; Edward L. 

Keenan; Gilbert Lazard. Paris.

(6) Morphocyatnx or Semtasyntax? (No. 22) Room F

Organizer: Clandc Hag^, Paris
Discus-sants: C. Hagege: Susumu Kuno. Harvard; Alain Lemar6chal, 

Poitiers; G. P. Boguslavskaja. Saransk.

Sicr.-Cen.;

Vict-Pres. :

Vice-Prfu. :

h4tmbtrs'.
Prof. A. Bamgbo^. University of Ibadan. Ibadan, Nigeria.
Prof. A. Elizaincin. Dept, de Lingüística. Universidad de la Republics. 

Facultad de Humanidades y Ciencias, Lindolfo Cuestas 1525. Monte­

video. Uruguay.
Prof. G. Francescato, Universita di Triesti, Faculti di Leltere, Triest. Italy.
Prof. T. Nishida, Dept, of Linguistics. Faculty of Leiters, Kyoto Univer­

sity. Yoshidii Hommachi, Sokyo-ku, Kyoto. Japan 6(M..
Prof. E. Vasiliii. Intr. Lucaci 3/11/5. Bucurc?ti IV. Rumania.
Prof. S. A. Wurm. The Research School of Pacific Studies. Depl. of Lin-

guistics. Box 4 P.O.. Canberra A.C.T. 2600. Australia

MEMBERS OF THE EXECUTIVE COMM) i TEE 

(1977/1992)

Prof. R. H. Robins. School of Oriental and African Studies.

Malet Street. London WCIE 7HP. Great Britain.
Prof. E. M. Uhlenbcck. University of Leiden, Slationsplein

10. 2312 AK Leiden. The Netherlands.
Prof. W. Bahner, Deutsche Akademie der Wissenschaften zu
Berlin. Otto-Nuschke Strasse 22/23. 108 Berlin. D.D.R.
Prof. W. U. Dressier. Institut für Sprachwissenschaft. Liech-

iemieinstras.se 46a/1/1/9. A-1090 Wien. Austria
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Prof. V. N. Yarisewa. Academy of Sciences of the USSR. Leninsky Pro­
spekt 14, Moscow V-71. U.S.S.R.

Permanent Members;

Prof. E. Haugen, H. 16 Widener Library, Harvard University, Cambridge 

(Mas.s.) 02138, U.S.A.
Prof. B. Malmberg, Lunds Universitet. Osiervangsvagen 42, 223 65 Lund, 

Sweden.
Prof. Chr. A. E. Mohrmann. St. Annastraai 40. 6524 GD Nijmegen. The 

Netherlands.

REPRESENTATIVES AT THE GENERAL ASSEMBLY 
(1982)

France

Ghana

Great Britain

Hungary

India

Argentina

Australia

Austria

Belgium 
B RD

Bulgaria 

Cameroon

Canada 

Czechoslovakia

DDR

Denmark

Ethiopia

Finland

Prof. A. Elizaincin, Dept, de Lingüistica, Universidad de 

la Republica, Facultad de Humanidades y Ciencias, Lin- 
dolfo Cuestas 1525, Montevideo (Uruguay).
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SOCIETAS LINGÜISTICA EGROPAEA (SLE)
is going to bold its 15th annual meeting in Athens (at the University of 

Athens, Greece) froia 8 to 11 September 1982.
Malo tbcBM: Language Universals and Typology (to be considered from 

every possible point of view). There will be plenary sessions, section meet­

ings, working groups and round tables.

Partklpatioa fees will be 20 dollars (ca. 1200 drachmas).

CofTcapondencc concerning the Meeting should be directed to: Prof. G. 

Babiniotis, Linguistic Department. The University of Athens. Hippokratous 

33, Athens 144, Greece.

7th WCMILD CONGRESS OF APPLIED LINGUISTICS

Brussels. Belgium. August 5-10. 1984.

Maitag Addrcaa: AILA World Congress 1984 ITO/VUB. University of 

Brussels. Pleinlaan 2, B-1050 Brussels. Belgium.

PrceMcnt: Jos Nivette
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PUBLISHING COMPANY
Amsterdam / Philadelphia

PUBLISHER IN;

ENGLISH. FRENCH. GERMAN & SLAVIC LITERATURE 

HISTORICAL LINGUISTICS. HISTORY OF LINGUISTICS. GENERAL 
LINGUISTIC THEORY. LANGUAGE ACQUISITION. SEMIOTICS A 

PRAGMATICS

PHILOSOPHY A LOGIC

PHILOLOGY

We are exhibiting our books during the Congress.

Particiffonis are kindly invited to pay us a visit at our booth in the exhibition 

hall
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I PART 2: LOCATION OF THE ICL 1982

(See Map toward the end of this booklet)

The city of Tokyo is a metropolitan complex covering 832 square miles 

(2.155 km-) with a population of over 11.6 million. However, the area
of Tokyo which concerns most of the Congress participants would be the 

central portion marked by the loop train system called YAMANOTE Line 
iya-ma-no-ti-senl Uli® and by the CHUO Line [chu-d-sen] cutting 

across the Yamanote loop .in a general east-west direction. Both of these 
lines are elevated surface trains belonging to the Japan National Railways 

9ft (henceforth JNR).
Nippon Toshi Center (henceforth NTC), where the

Congress will be held, is located around the centre of the Yamanote loop, 
between the Yotsuya [yo-tsu-ya] sUtion of the JNR Chuo line and 

the Imperial Palace. See the map below. Within the vicinity of NTC are
Hotel New Otani. Akasaka Tokyu Hotel and Akasaka Prince Hotel. For 
those taking public transportation to NTC. the use of subway lines is 

recommended.
General information on the Tokyo traffic system is available al the 

airport and hotels. The following description on the access to NTC via 

subway is meant only as a supplementary guide for the Congress partici­

pants.

1. Tokyo Subway
The Tokyo subway is a ccmiplex network of ten different underground 

lines crossing each other and JNR lines in many places. Hence, the major 

stations are a complex of platform and extended concourses with many 
exiu to the ground level. You may often find more than two alternative 

routes for same destinations. Before using the subway system, therefore, 
inquiry or study of maps in advance is recommended. Proper choice of 
lines, stations and exits may save a great deal of walking distance and 

time. Some useful information to remember when using the Tokyo tub­

way are;

«) ■S' is ihe general symbol for the subway ®Tft on maps and on the 

street as signs for entrances to subway stations.
b) Each subway line has its own color for identification. The identifi­

cation color is used in subway maps, on subway car exterion, and 
as direction guides (circular symbol) in stations and terminals.
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c) Most stations provide detailed direction boards and maps of the 

vicinity. Although they are written mostly in Japanese, those who 

are familiar with the Chinese script would also And them useful.

2. Subway Lhics A Stadoas to the Congress
There arc three subway stations in the vicinity of NTC and they are

served by four lines (routes) of the subway as summarized below. For 

each line, the identiflcaiion color is indicated in [ ). Choice of lines and 

stations for individual participants is to be determined by consulting maps 

and/or by inquiry.

a) AKASAKA-MITSUKE (a-ka-sa-ka-mi-tsu-ke) Station.
Served by; i) Marunouchi (ma-ru-no-u-chi) Line [red], and

ii) Ginza [gin(g as in “geese”)-za] Line MM® (orange), 

b) KOJIMACHI (kd-ji-ma-chi) ftlj Station.
Served by; Yurakuchd (“you“-ra-ku-chd) line [pale yellow].
Thia station and the following Nagatacho are adjacent stops on the 

Yurakucbo line.

c) NAGATACHO (na-ga-ia-chd) jkfflBT Station. 
Served by: i) Yurakuchd Line (see above), and 

Served by: ii) Hanzdmon (han-z^-mon) Line [purple].

Flease note that Akasaka-mitsuke is the busiest of the three stations, and 
the walk from there to NTC is uphill and a little longer than the other two.

3. Walk from Subway Stettoos to the Coagress

Use Map above along with the following guide on the walk from any 
of the three subway stations. General landmarks for NTC within the 

vicinity of these stations are Akasaka Prince Hotel high-rise and an
adjacent steel-frame tower. In the description of the stations, an “exit” 
refers to a stairway leading to the street level while a “ticket gate” is an 

area where tickets are punched and collected.

a) Akankn-mlCmke Stattou
Since two lines cross here, there are two levels of platforms. Note that 

the Marunouchi Line cars are red while the Ginza Line cars are orange.
Ф As there is only one ticket gate in this station, just follow the exit 

signs to the ticket gate.
® After the ticket gate, go straight and follow the signs marked "Exit 

for Akasaka-mitsuke Crossing” and use this exit.
® On reaching the street level, you should sec on your left another 

stairway for a pedestrians' bridge crossing. Use this bridge.

— 49 —

I

S
p 
Э

s
S ft) ñ

sr

1

•‘Akasaka Tokyu Plaza” terrace (pari of Akasaka 

Tokyo Hotel building) is at the end of the bridge. On reaching the 

terrace turn left and follow the terrace which will merge into the 

sidewalk of an uphill street.

LOCATION of the ICL 1982

(1) The 2nd floor ol

another pedestrians'® Follow Ihe sidewalk uphill and you should see 
bridge. Use it. As you cross the bridge, you should be lacing a 
tall building. This high-rise is a part of ihe Akasaka Prince Hotel

complex.
® At the end of the bridge, go uphill again.
® Turn left at the first corner, and walk alongside the hotel.

- a steel structure tower on® After the hotel complex you should see 
your left and Ihe NTC on your rithl.

b) Kojimachi Statkrn
Unlike the caM of Ihe other two elitions. individual exit, of this station 

bear no names or codes.
® Getting off a Sliiiitomicho bound train from Ikebukuro, follow the 

direction of the train on the platform to Ihe end and use the ticket

gale marked “Exit for Kojimachi".
Ikebukuro bound train from Shintomicho wouW nor-® Those on an Ikebukuro bound tram trom oniniomicno wuu.u 

mally get off al Nagatacho. But if they happen to choose Kojimachi, 
walk against the train direction on the platform and follow the rest

of ® above.
® Aller the ticket gate, turn le/r to follow the sign "Exit for Haniomon

A Yotsuya" and take an escalator (or stairs).
® Turn left again to take stain to the street level. At the exit, you 

should see a bank with a three-diamond trade mark.
(Milsubishi Bank They handle foreign currency exchange)

® Turn right along the bank comer and go suaight.
slim steel tower ahead. Just before reaching

® You will soon see a
this tower is NTC (on your left).

c) Nagatacho Stath»
All the exiu of this station are numbered in Arabic numerals.

® Direct yourself to "Exit 5" (HID 5) as soon as you get off the tram, 

by boards and maps or by asking.
® Use "Exit 5“ to the street level, go downhill for a block and turn 

right at the corner of a high-rise in the Akasaka Prince Hotel com­

plex.
® After the hotel complex you should see a slim steel structure tower

•ti

i

Ú »
J t;

00 
h9

p 

s 
Ч

s

k) 
Я 
»4, 
5’ 
К"

on you left and NTC on the right.

- SO —

11 tl

I.

2 3 Í

- 51 -



SOME USEFUL JAPANESE EXPRESSIONS

О)

I 
I

к

I

(Pronounce each word as it ia written; ch as in church, sh as in „.ttrt, f и 
in /арап.)

Konnichiwa, Tanaka-san. 
Konnichiwa, Smith-san. 
Ogenki desuka?

Arigatd, genki detu.

Arigatd. (informal) 
Arigatd gozaimasu. (polite) 
Ddmo arigatd. (informal)

Hello, Mr. (Mrs. Miss) Tanaka.
Hello, Mr. (Mrs. Miss) Smith.
How are you? (o honorific; genki fine, 

well, healthy; desu am, are. is; ka in* 

terrogative particle)
Pm fii>e. thank you. (arigaid<arigatai 

[your kindness] is precious; aru to be; 
gatai, kaiai difficult, hard)

Thank you.
Thank you.
Thank you very much, (ddmo anyhow)

Dômo arigatb gouimasu. (polite) Thank you very much.
EM itashimashile.

Ohayô. (informal) 
Ohayô gozaimasu. (polite) 

Konnichiwa.
Konbanwa.
Oyasumi nasai.

Asa gohan.
Hiru gohan.
Ban gohan.
Shokuji. 
^tokuji ni ikimashó.

Nippongo.
Cengo.
Cengogaku.
Gengogakiisha.
Kokusai.
Kaigi.
Saydnara.
Mata oai shimashd.

Gonen go ni dokode?
Ogenki de! (Ur: Be fine)

You’re welcome, (lit. I haven't done 
anything special)

Good morning, (hayai early, quick) 
Good morning.
Good afternoon; Guten Tag; Bon jour.
Good evening, (kon this; han evening)
Good night, (lit.: have a rest; yasumu 

lake a rest)
Breakfast, (asa morning; gohan rice) 
Lunch. (Airu daytime, midday, noon) 
Supper, (ban evening)
Meal, (shoku eat, eating)
Let’s go and eat. (ni to, for; ikimashO 

let's go; iku. yuku to go)

Japanese language.

Language.
Linguistics.
Linguist. inter)
International, (iokn country, nation; sai 
Congm». [kai meeting; gi discussion) 
Goodbye.
Auf Wiederseben, au revoir, hasta la 

vista, do svidanija. {lit: Let's meet
Where in five yean?
Wish you good health. Alles Cute!
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PREMIER CONGRÈS INTERNATIONAL DE 
LINGUISTES.

Son Alterne Royale le Prince Henri des Pays-Bas. 

à'kennnÊr : Son Excellence Jhr. F Beelacrts vu Blok- 
land, Muustrc des ARairea Etrangères, et Son Excellence A. M. 
Waaiink, Ministre de rinatractioa Publique.

Préssdrat.' C. C. Ublenbeck. Leyde

■Smediote« : Joa. Schrijaen. Himtgut.

SterA^ : Carlo Tagiiavint, Wjptègvf

Prfeideori A

C. Brockeknana, Bfrals’f 
M. Coben, Paris.
O. lea pen«. Copenhague.
В. Karigren, Gdteborg.
P. Kretacbaser. Viauot.
A. Maillet, Parw.

H. Peders«. Copenhague. 
К. Th. Preuss. Berlin.
I. PnylusJb. Paris. 
Wilh. bchsüdt. Rome. 
F. Sommer. Munich. 
A. Trombetti, Boiogna.

Sechlmres dr sfemss .-

Th. Baader, Nimègue. 
J DuyvcB^. Leyde. 
Ernst Fraenkel, КЫ.

A. KltafcabebcB, Hambourg.
F. Oibrechu, Louvain.
A. Sécbebayc, Cwève.

Cooùté fhooonr :

Ch. Bally. Genève ; J. Baudouin de Courtenay, Varsovie ; A. 
Bclitcb, Belgrade ; F Boas. New York ; W Bogoru, Leningrad 
R. Brandstetter. Lucerne ; C. Brockelmau. Breslau ; C. D. Buck 
ChtcagD ; O. Dmsttsiuu. Bucarest ; A. Dirr, Munch ; G. Fer* 

Goddard. New York ; M. Grammoot. Mont­
pellier ; Sir George Gherson. Kathfarnham. Camberley, Surrev - 
G. N. Hatxidakis. Saloniki ; H. Hirt. Gieae« ; F. Hrotny, Prague ;

ACTES DU DEUXIÈME
CONGRÈS INTERNATIONAL

DE LINGUISTES
GENÈVE 25 - 29 AOUT 1931

UBRAIRIE D’AMÉRIQUE ET D'ORIENT
ADMEN MAISONNEUVE
S. ПИ do Totimon, Paria (<*)

1B33

K. Jaberg, Berne ; 0. Jespers«, Copenhague ; B. Karlgr«, 
Rock, Lund ; E. Künm, Bonn ; P. Kretschmer 

Viune ; A. L. Kroeber. Berkeley (Califonue) ; Silvain Lévy’ 
Pahs ; E. Lidén, Gdteborg ; W. M. Lindsay. St. Andrews (Ecorne) - 
J. Mebcb. Budapest ; A. Meillet. Paris ; C. Meinbof. Hambourg ■ 
R. Menéndes Kdal. Madrid ; R. Mcringer. Gras ; Meyer* 
1 Плмп . ЗГ • «Làbkc, Ваш; T. Micbebon/WaUinctOB DC.; lb. NamSc.
karlvubc; M. Ola«. Oslo; P. E. Pavoliai. Florence H Peder« 
a«. Copenhague; H. Pernot. Paris; Per Penaoo. Upsala H 
Pipping. Hebi^on; J. PRyhiski. Paris; P. Rivet, Pahs I v 
Rosvadonski. Cracovie; E. Sapir. Chicago; A. H. Sayce, Oxf^ • 
V. Scheil. Pahs; W. Schmidt. Rome; E. SetlU, -
I? Ci_ T . n E Soboleva^, Moecoo; F. Sommer* 
- —r • . --------------- • K- Thorneys«, Bou ; A.
Trombetti. Bologu; L. de la Vallfe Gand; I.
Paris; I. Vercoulbe. Gand; J. Wackmnagel. *M|U • p Wotm* 

Bertin ; K. B. Wikhiad. Upsala; jTZubnt^,

E. Sievers. Leipaick ; F. E. 
Muai^ ; ThaJbitxer, C

maoa,

Ceeiité d’eegBiiMeésM .*

C. C. Uhfenbeck. IMstdent. 
los. Schhjn«. Secretaire.
F. M. Th. Bdhl.
Jac. vu GtanduB.

A. G. vu Haasel. 
Ph. S. vu Ronkel. 
¿J. Salverda de Grave.

. vu Wijk.

Cteiité titemie» féegpti»» :

Le СлаЛ9 F. A. C. vu Lyndea vu ЗашквЫп. Grand Cbaa- 
beUu de Sa Maiesté la Reine.

Soa EBceUean W. F. vu Leeuwan. Vfee-Prfeidul du

Son Rxcellence P. W. A. Cort vu der Lindu, Coueiller d'Etat. 
E. A. J. Baron vu Voorst tot Voorst. Prisideat do Steat. 
Jbr Ch. J. M. Ruys de Beercnbrouck. Prdaideat de la Chambre 

des Dfewtfe.
Son Ej

Dépvtéa. 
:ncU«Bce

méndiooale.
Jhr. H. A. vu Kanebeek, Préfet de U HoUande

J. A. N. Patijn. Bourgmestre de La Haye.

CemsM A ¡ognotiO :

W. Baronne vu Lynd«—Von Setnnidt auf Aheutad« 
Madame A. C. vu der Menfen— 
Madame M. Verbroek—Maronicr.
E. A. J. M. Baron vu Voorst tot Voorst.
Monsieur W. P. M. vu Dev«ter. La Haye.

DEUXIÈME CONGRÈS INTERNATIONAL DE LINGUISTES 

GENÈVE AOUT 19)1
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COMITÉ PERMANENT INTERNATIONAL DE LINGUISTES

M. I. SCHII)««», Nimipit, mrUtiff
MM. Ch. Baut. Genève; m Baitoli, Turin; F. Boas, New-Torh;C. Baix.

RANM, Bresbu, O. jBsrcasaM. Copenhague; D. J<*as, Londres; E Ra9i- 
I. Gdteborg; P. KiETSCMMsa, Vienne; V. Matmbmto, Prague; A. Mbiukt.

KtLMAMM,
cao,
Paru.

Prèndmtr fluHoter :

M. к D A. Miru. ConKillei Fidifal. ch*rjt du D<,»i«i«>i d« lin- 

tèrieut.
M. Peul Lacmbual, Conseiller dEtat. chargé du Dépsrtem«« de nnstruc- 

tion PuMique. .
M. Henri SenoMAO, Prteid«i du Conseil Admitmtraaf de U Ville de 

Genève.

CMiU d’orluiaaliH M 4« pHt«ntMa :

PrétidnU : 
Pki-frétiéeiiu ; 
ferrrtavr :

Ch. Baut.
E. MuacT et V. Mabtw.
A. Засмамдта

ÎKi^uirt-t^iatiG. CocMoar.

Trturitr : Ch. Сдипва.

V I lUW*^ • i • ■ Il w ■ • I W- — - — —r ■* I
GcBé«< i R. DB Planta, Fûmenau (Gnaon»); J. WAtaaanAcau BèW

Comité do rdcoptio« :

PHiuifHl : M. CuillAuinc Fatio. 
M. Chafla Сдиттвв.

M«» I. .MAiLsr-UBLARivc; .M** Ferdinand M Sapssubb , M* M. van Bei 
hibm; mm Alfred Boissiea . Proiesieur Auguste Сдиеват, Luheo Naviilc, 
Louis 1‘еиот. Professeur Georges I'mcdioium
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MM. R BaAKüSTMTTLi. Luteme. A. FaAMçms, Genève. L Caucmat. Zurich;
L CAtmaa, Ctabt ; K Jam»c. Berne; S. Kaicbv»!. Ctnbt i M* M. Lm.
Genève; MM. E Моитег, Cepève; M. Нтоввпдт. Neuchiul; W. Œbi.
Frihount: F. Otiviaa, Uuubm; f P. Oltiamabb, Genève; A Oltbamaic.
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ATTI OOMITATO D'ONOKB.
DKL.

Ill CONGRESSO INTERNAZIONALE
DEI LINGUISTI

(ROMA, l«-26 SETTEMRRE 1933-XI)

Í CODA M

BBUIO HIOUOBIMI « Tirroi» PISAVJ

8. E. BENITO MUSSOUNI, C^po cbl Gowno.

8. E. Pbahcbmo Eboou. Minbtro p«r T EduoaxuMiP 
NsuonUe - 8. E. PMAHcsaoo BoHCDnrAon-LcooTiu, Oorer- 
BDtof» di Kun» - 8. E. Cablo PoBMiCKi, Vint Pr—iitootc 
lUale Aoetdemi^ d' Itettk - 8. E. Altudo Bocro. Rettea« delU 
R. VuTanitA di RosM.

8. E. Onruo BucTon, Aonadamioo d' Itati* - Or. US. I'axz» cDkti- 
ConaifB«» di Stoto - 8. E. Abtttbo Fabx»sixi, Acm- 

daoiiao d' luü» > Qr. Uff. Iohaxio Guwi. 8ao»t<w« del Rmw - 
8. E. Cabu» Auoaao Naluho. Aeoedemieo d’ Itelie ~ Kdre Wor 
nui ScmiDT 8. V. D.. DüeMor» del Mumo EUwgrefieo Mia^ 
iwno - 8. E. Oivsim Tpoci, AooadMaioo d’

OOMlTATO PBOMOTOBB.
«XMOTATO nHBBWàwiit RMMAinam DI »-"»mpncAi

IM. Joa. Uanuna, Nian|a. St/r^tria fa«lt - PW. Ituua 

Bau,t, OiBenn - Pted. Mamo Bábtou, Teeteo - Prod. F^tam 
Boaa, Nnov» Ywk - Pmd. CaBL ltnrtrwiA««wM Btueinvie - 

O®P“*<h«» - PKrf. DaWBL JowBB. Lob- 
dr* >■ ^od. BBBBsaBD K ama»»!« OOtohen. —
"A ViaiHa - PrA. VnAn Manaama. P 
M"UaT. Puifi - DoU. Cu. Monilan, iiaiuaiia 
PrA Tbotoko Caa. Tokio. Muim CurrifoniM.

> Prof. Paoi. Kaim- 
- P»«<. AmooiBw. -

OOMIIATQ D'OBOANIZZAZlOH* 
K DI PBKPAKAZIONB SOIBKTinCA.

PIXBVB 
PBUUB LB MOBBIB*

1MD4BI

8. B. Paou> BmiJO Pnvtxjai. Fiveaae, PVaaédenM - PmM. Bbdvo Mi- 
Brane, B^fruémo - Purf. Wobrnano Oivm, Reean, 

WipirMB iu «ppMMto - Prof. Vmou Pnaax. Roñe, ranrinx - 

?***■ Babtoli, Tofúo, Reppreaenleatt áat Outu'^ ItB-
- n«d. Cabio Bamn, FlraBae - Pt«d. Bvbioo Cbbdlu, 

Roo» - Pn<. Ouoomo Dbtoto. Pndov» - Ptuf. Pna 
QoipAwCT, Bologna - Prod. Otnsi, Roa» -
P^.OiOTajnn Mbtbb, Robm - Protf. Abtohiiio PiOMau«^. Rooaa - 
Prod. Fbabcbk» RnBiao, Pnlomo - Ob. DoU. Gn'aBiTB Ri-

- P*^ VnrOBIO RlMK. - Pni. BUTUDTO 
Á. TUBACnn, Milano.
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ACTES DU QUATRIÈME 
CONGRÈS INTERNATIONAL 

DE LINGUISTES

« 
o

TENU À COPENHAGUE 
DU 27 AOÛT AO 1“ SEPTEMBRE 1936 I.» Commtatlon wuB>iffn<« a été eominée par le G>fnfté d'orKaniutton 

ptMir rMI||vr Im Acte* du CeaKrès. En eAllaboration avec MM. Br&ndal et 
HammerteK M. Barr a'eat oeeupè du travail préparatif. M. Hjelmtlev a été 

ckariié de la rédaction définitive.

La Commlsalen de rédaction:

Vfff0 Brô»di»l.K. Bwr. b. L. Htttnmtrich. Loki* Hjrlmtlro.
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QUATRIE.\IE CONGRÈS INTERNATIONAL DE 
LINGUISTES

COPENHAGUE V AOÛT—1* SEPTEMBRE II».T«

sous ta RAt'T PAraOMAM BB

s. M. LE ROI DE DANEMARK
>r snv* U1 AUIMCU BV

COMITÉ INTERNATIONAL PERMANENT DE LINGUISTES

PréeidfHtt flmutmt:
M. Peter Меяси, Ministre des Affaires Étrangères.
**■ Jp'll** JeRORKSKR. Ministre de l'InstrurtK« Publique.
M. Joban Rt'Lov. Préfet de la Ville de Copenhague.
M. A sel Niklmm, Recteur de ITniverailé de Ccqtenbague.
M. Johannes Рр.мяакя. Préiident de la Pondatioa Carlsberg.
M. Niels E. Norli xd. Président de la Fondation Rask-Orsted.
M. Не1ке jACOBAPa. Président de la Fondation Nv-Carisberg.

Pr/tiéeKi: 
Vice-PfétUfHt: 
SreréMrt:

Otto Junsw. 
H»la«r РкВБКия. 
Viggo ВввЯВА!.
Lowia L. Hahkcricii. KiJ Ваяя.

ММ. Dtor* Лямами. Ргам Blatt. Andrra« Вия«р.яаеяо, Job«. ВяВя- 
Ma'NiRLAPx, Arthur Сия»тсяар.я. Louis Н/гхми>г. Carsten Hbsx. Antnn 
КАЯмакя. H. O. кАявг.. Chrtsteu M0ll>:r. Jobs, ратяге. О. E. Ватя. Кг. 
SsMOrcLa. William Тядияткя, Poul Тк’яжя. Kurt Wvt»»',

TH—ñtr: M. Ejur Mvxkmaa*d.

A 1я de PriiidfHt: MM. P. Аявкаякя. HsiaLLKU.
Uloall. Wolp.

euxqutUtt «rrowf Jomé hm Ut Jocimmtt ptMiét ici ft émUiitlInml 

dfi rénreUi Jtt coeumtHÙetiofu Jf itttioat qià tereimt an

emuté ж вя< U/hiJti «mû Je ям'.
te fréimt rectitil n’e ¿otte ^'tat eereetUt finviioire. NémmoMt. 

U comté Л cru fitt U Uctmr lui tattrait gré J’ettoir tmié m e/auemenf 

rofiontie/ Jtt itotei Л refues. CeiUt-d uM grott^et 
J'»frèi Ut agttt propotét. Deiu ckegntt térU, вл .>ом*ерв J'ahord Ut 

répetutt gtù éte^mt Ut probUetn J’m poiiii Je me générai, enntitr 

celUt qni M txaaUaeat «я oipeet partiatUtr tme и rapporter tpéda- 

Ireteat à eertaitia icutgaet on à eertaàu groapet ¿e ¡aaguet, pua 

taccetiiveiagtü Ut aoit евлевгллМ m teal groape Üiigattttgue, eeaa 

fPd.fenr ¿e gaelgaet laagaei ¿*0110 faimIU. etax foi ne ronnJérenf 
fu'une teaU Uaigat, nfia Ut répoatn gai emùagent Ut gaettioat é'aa 

point Je me eompopdfi/. L'orJre alphabétigae Jet nomi Jet aaieart 

a été aJopté poor U clattemeni Jet Jioertet itotet J'ane otéate catégeete. 
СеПшлег eoaiaaoiieatioat noau étant perreaaet aiort gae ее reeaetl 

était J^ ел épreavet, лааг «ww Jd par/oit, poor Jet raitoai Je 

aJee ев page, Jér^er J eet oeJre Je priaeipe. Voe юЫе Jet matiéret 

et aa àtJea figareat J la fia Ja оо1шае.
Prttté par U teatpt, U eomté я'« pa lotaaeiire aaa iatéreuJi Ut 

épreaoet Je Uan répoaiet. П a JJ Ut eoeriger hù-oiéate aitee rapiJe- 

auat •• bien ga'il ait aporté aa granJ toio aa retpett icrt^aleae Ja 

Uote Jet aaiean, il t'eaeaie aaprét Je ceax-d. eeeaeae aaprét Jet Ucteart, 

Jet faatet ga'ilt pourpeaenf relever Jaat cette ptMieatioa.

Poui U COMIlt D'OWMNIMTMWI «r M ratTABATION KtaKTtFiQUB :

R. Fohaixb, 
МГИЙМВГ.

G. VAN Langenhovi.

V-* CONGRES international

DES LINGUISTES

BRUXELLES
28 août • 2 septembre 1939.
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ACTES
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SIXIÈME CONGRÈS INTERNATIONAL
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LE

SIXIÈME COWGKÈS INTERNATIONAL

DES LINGUISTES
• '»•T TBDU BV 19 AB 24 JUILLIT 1948

À LA MAISON INTERNATIONALE 

DE LA CITE UNIVERSITAIRE DE PARIS

■ovt La RAUT PATamuuB

DB
M. LE PRESIDENT DE LA REPUBLIQUE FRANÇAISE

ST too* 1Л >АПОЯ*СВ

OB

Ill Hi:All Dll cuMiKks

fHEstHEyj :

M. JosEi'H VENDRYES

MCE PHESinEATS : 

MM Emile BKNVENISTE 

.Marcel COHEN 

Alfred ERNOCT.

SECHfl^AlliE GEkEEAL : 
M Michel IÆJKUNR

SEC HET A/MS :

M* Marglerite DURAND 

M. Andre MIRAMBEL

M. LK MINISTRE DES A PPA I RES ETRANCERES 

M. LE .MI.MSTRK DE L'EI>I«:aTION NATIONALE 
M LE PRESIDENT DU CONSEIL GE.NEHAL DE L.t 

SEINE

THEWEtEH :

.M Al RÉLIEN SAUVAGKOT.

•M. I.t iM<ESIl»K^T hu CO.XSKIL MU.VHJP.U, Uli I’.UIIS 

M. LK кр;(ггкии l»K L'AG.UIEMIK hK P.tHIS

■M. LK hELKGlJI\ GENKILIJ. UK L.VGITK UMVPJtSlT.UIIK

ix
PROCEEDINGS

OF THE

PRESIDENT
Prel. Si« Ralph L. Tukxb». M.C.. M.A.. Litt.D., F.B.A.
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SEVENTH INTERNATIONAL CONGRESS

OF LINGUISTS VICE-PRESIDENTS

LONDON, 1-6 SEPTEMBER 19JI Prof. Si» WatiAM k. C«aici».

M.A., LL.D., D.Utt.. D.Phil.. F.B.A.

S1» Alah H. Gakdimek, D.Litt.. M.A . F.B.A.

Lionel Giles, C.B.E., M.A., D.Litt.

PUBLISHED 

UNDER THE AUSPICES OF C.l.P.L. 

(PERMANENT INTERNATIONAL COMMITTEE OF LINGUISTS) 

WITH THE ASSISTANCE OF U.S.E.S.C.O.

Prof. Danikl Joncs. M.A., D.Phil.

C. T. Omioks, C.B.E.. M.A.. D.Utt.. LL.D.. F.B.A.

Sie Richaeo Facet, B»rt.. F.Phys S.. F.InsI.P..

F.R.A.I.. M.R.I., Hoo. A.R.I.B.A.. Hon. A.M.T.P.I,

Edilor: F. NORMAN 

Assistant Editor: P. F. GANZ

Prof. M. K. Pop«. M.A.. D.U«.. Doc.Uiiiv. Paris.

Prof. A. R. Radcuppi-Bboww. M.A., F.B.A., F.R.A.I.

Prof. F. W. Trohas, CI.E.. M.A.. D.Lit., D.Litt., PhD., F.B.A.

Prof. A. S. Теггток. M.A., D.Litt.

TREASURER

LONDON 1956 Prof. F. Noemak, O.B.E.. M A., F.S.A.

Prof. Sie Ifoe Williams. D.Litt., LL.D., F.B.A., F.S.A.
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EXECUTIVE COMMITTEE

CARZFmafi :

Prof. M.klcolm Gcthrie, Ph.D.. B.Sc.

Prof. D. M. joxes. M.A.

Serrdarûs

Prof. G. Kane. M.A., Ph D.

R. T. BuTLix, B.A.

Prof. J. R. FiKTH. O.B.E.. M.A.

Prof. I. Ll. Foster. M.A.

Prof. W. K. Matthews. M.A., Ph.D.

Prof. G. Nandris, M.A.. Ph.D.

Prof. F. Norman. O.B.E.. M.A.. F.S.A.

Prof. A. S. C. Ross, M.A.

N. C. Scott. B.A.. B.Sc.

EDITORIAL COMMITTEE
Prof. J. R. FntTH, O.B.E.. M.A.

Prof. I. lx. FosTB*. M.A.

P. F. Gaxx, M.A,. Ph.D.

Prof. M. GuTMUB, Ph.D.. B.Sc.

Prof. N. B. Jowox. M.A.

Prof. F. Nokmax. O.B.E., M.A.. F.S.A.

GeaerRl Editor:
Prof, F. XORMAX, O.B.E.. M,A., F.S.A.

AMlstaat Editor:
P. F. Gaxi. M.A., Ph D.

ORGANISING COMMITTEE
Prof. H. W. Bailey. .M A.. D.PhiL. E.B.A.

Prof. G. E. K. Brav.nholtz. M.A.

Prof. J. Brovgh, M.A.. D.Litt.

.\. Campbell, B.Litt.. M.A.

Prof. \V, E. Collinson. M.A., Ph.D,

Prof. A. Ewert, M.A.

Prof. J. R. Firth, O.B.E., M.A.

Prof. Raymond W. Firth, M.A.. Ph.D.

Prof. I. Ll. Foster. M.A.

Prof. A. Gvillal'Me. M.A.. D.D.

Prof. M. Gvthrie, Ph.D., B.Sc.

Prof. \V. B. Henning, Ph.D.

Prof. D. M. Jones, .M.A.

Prof. \. B. Jopsox, M.A.

Prof. G. Kane. M.A,. Ph D.

Prof. R. J. McClean, Dr.Phii.. M.A.

Prof. A. McIntosh. M.A., A.M.

Prof. \V. K. Matthews. M A.. Ph.D.

Prof. G. Xandris, M.A.. Ph.D.

Prof. F. XORMAN. O B E., M A.. F.S.A.

Prof. J. Orr, M.A.. B.Litt., L. H L.. D.Litt.

Prof. L. R. Palmer, M.A., Ph.D.

Prof. .A. S. C Ross, M.A.

Prof. G. Kyle, M.A.

X. C. Scott, B.A., B.Sc.
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