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Abstract

Word retrieval is selecting a word from the mental lexicon, given a lexical concept to be
expressed. The uses of functional magnetic resonance imaging (fMRI) to measure activity-
related changes in the brain have provided various possibilities to resolve the question about
word retrieval. In this study, we examined the neural correlates involved in processing
synonym and antonym. The commonly activated areas across all conditions were middle
frontal gyrus (BA9) and inferior occipital gyrus (BA18). Additional examination of cortical
activation in middle frontal gyrus between synonym and antonym showed that processing
synonym, even though the activated brain areas of synonym were found in the neighborhood
of that of antonym, yielded slightly but exclusively different activations distinguished from
processing antonym. The results may present an interesting and refreshingly new viewpoint in
the question of word retrieval from mental lexicon.

Keywords: word retrieval, synonym, antonym, fMRI.

1. Introduction

It is commonly presumed that semantic relations between words — antonymy,
synonymy, hyponymy and so on — are reflected in the organization of word storage in
the brain (Katz, 1972; Kempson, 1977; Pustejovsky, 1995), but neural mechanisms of
such organization, or of word storage in general, still remain to be elucidated. The
guestion we address here is what is the neural substrates involved in processing the two
different semantic relations, synonymy and antonymy. The reason we concentrated on
these two specific relations is that synonymy is the most important semantic relation
based on the fact that judging similarities is a prerequisite for representing meanings in



the mental lexicon and antonymy is the semantic relation which is parallel to synonymy
(Miller & Fellbaum, 1991).

The definition of synonymy and antonymy used in our study should be explained
first. Miller and Fellbaum (1991) provided a good definition of synonyms: “two
expressions are synonymous if the substitution of one for the other never changes the
truth value of a sentence in which the substitution is made.” A weakened version of this
definition was also widely accepted: if two expressions are synonymous in a context,
even though one substitutes the other, it does not change the truth value of the context.
As for antonym, a lexical circumstance bound with oppositeness is generally accepted
(Murphy and Andrew, 1993). In fact, there are several kinds of antonym with different
internal sense structures such as polar antonyms, equipollent antonyms, overlapping
antonyms (Cruse, 1986). However, we will not go into details about the subtypes of
antonyms because those distinctions will not be relevant to the issues discussed in our
experiment. Some may argue that the all kinds of antonyms were mingled in our study.
The aim of this experiment, however, is not about examining the neural substrates of
various subdivisions of antonym but of the general process of retrieving antonymy
regardless of its subtypes.

It has been suggested that both synonyms and antonyms can be generated based
on different features as well as similar features. What matters is that the different
features play a major role in antonyms whereas they function as a minor role in
synonyms. Previous studies have examined the nature of synonymy and antonymy
supporting the feature composition of semantic relations. For instance, Kadesh and his
colleagues (1976) discovered that when subjects listened dichotically to pairs of words
such as synonyms, antonyms, coordinates, and super-subordiantes, all four conditions of
semantic relations facilitated more accurate identification, as compared with unrelated
control pairs and this effect was weakest in antonyms among four relations. In an
attempt to explain the lowest level of facilitation in antonyms, the authors suggested
that opposite features which were inherent in antonymy canceled out some of the
benefits deriving from commonalities in semantic relations: subjects drew more
attention to the opposing features rather than commonalities for the words and this
oppositeness inhibited the recognition of dichotically presented words.

Hampton and Taylor (1985) also supported the feature composition of antonyms.
In same-different categorization task, relatedness between words facilitated both same
and different judgments equally in antonyms whereas facilitation effect was shown only
in the same responses with nonantonyms. In discussing results, they supposed a word
with two dimensions, substantiveness and evaluativeness. According to this, if one word



is antonym of the other word, they must have opposite features in both dimensions. For
example, the antonym of brave is cowardly because semantic features of cowardly
reverse both the substantive dimension of cautionsness and the positive evaluation of
brave. Prudent cannot be an antonym of brave because only the features in substantive
dimension are reversed while those in evaluation dimension stay same in positive
evaluation. This finding suggested that the oppositeness of features in substantive and
evaluative dimension matters most in identifying antonyms.

Previous neuroimaging studies have not been proliferated in the direct
comparison of retrieving synonyms and antonyms. Synonymy and antonymy have been
used, in most neuroimaging studies, as stimuli in various tasks: a generation or
recognition in semantic memory (Nyberg et al., 2003, Martin et al., 2003, Roskies et al.,
2001), bilingual functional-imaging study for word generation (Klein, et al., 1995), the
effect of overt verbal fluency on the prefrontal cortex (Phelps, et al., 1997), and abstract
and concrete word retrieval (Noppeney and Price, 2004). To the best of our knowledge,
it is very hard to find a study in which generating or retrieving synonymy and antonymy
is a main issue of study aims. Therefore, the aim of our study was to explore the neural
correlates of processing synonymy and antonymy. We expected the different
involvement of cognitive process for generating synonyms and antonyms would result
in the distinguished neural substrates in human brain.

2. General Methods

2.1. Subjects

Twelve subjects (7 females, mean age 23, age range 21-30) participated in the
experiment. All were right-handed, with Korean as their native language and no history
of neurological disorders. Each gave informed consent to participate in the study was
paid for his or her participation.

2.2. Materials and Procedure

Synonym and antonym conditions consisted of various word sets: Synonym
(SYN) [(1) English loanwords (ENG), i.e. a word directly taken into Korean from
English with no translation (ii) sino-Korean (CHI), (iii) honorific words (HON)] and
Antonym (ANT). Control task was reading nonwords (NW). Each set contained fifty



words and they were matched item by item across each of five lists on a range of
psycholinguistic variables such as frequency (not in NW), length, and syllable number.
For a control task, nonword condition (NW) was used to remove the effect of visual
processing and reading with 50 nonwords.

Subjects underwent five runs of generation task. Each run consisted of an initial
30s baseline epoch of fixation on a central cross, followed by five 30s periods of
activation epoch of SYN (ENG, CHI, HON), ANT, NW, alternating with five periods of
fixation. Within the activation epoch, word stimulus was displayed at a rate of 3s, total
10 words in one epoch. As our task was intended to be a block-design study, the order of
five activation epochs within a run was randomized. There were no repetitions of the
same stimuli. Subjects were instructed to retrieve a word according to the displayed
condition-indicator of ENG, CHI, HON, ANT, and NW. The indicator was presented
beneath the first stimulus word of every activation epoch. In NW condition, subjects
simply read displayed words. Immediately after completing the functional imaging
portion of this study, subjects performed the same task as what they had done inside of
the MRI scanner. They were told to write down exactly the same responses as they gave
in scanner.

Visual stimuli were rear projected to a screen visible to subjects in the scanner
using an LCD projector. A mirror was mounted to the head coil to allow subjects to
view the screen.

2.3. fMRI imaging parameters

A 1.5 T whole-body scanner (Avanto, Siemens, Erlangen, Germany) with echo
planar imaging capability was used for image acquisition. The standard RF coil
provided with the scanner was used. Based on a scout image of the midline sagittal
plane, 28 slices were positioned parallel to the AC-PC line. T2*-weighted functional
images were acquired at the same slice locations using an interleaved EPI gradient echo
sequence (TR: 3 sec; TE: 40 msec; flip angle: 90; field of view: 220mm; matrix size: 64
X 64; slice thickness: 5 mm separation). We acquired 192 sagittal T1-weighted slices for
each subject (TR: 600; TE: 7.8ms; flip angle: 90degree; field of view: 220mm; matrix
size: 256X256; slice thickness: 0.9mm separation).

2.4. Data analysis

The data were analyzed with statistical parametric mapping (using SPM5



software from the Wellcome Department of Imaging Neuroscience, London;
http://www.fil.ion.ucl.ac.uk.spm) implemented in Matlab (Mathworks Inc. Sherborn,
MA). Scans from each subject were realigned using the fourth as a reference (the first
three scans were removed to allow for the magnetization to reach dynamic equilibrium),
spatially normalized. (Friston et al., 1995) into standard space (Talairach and Tournoux,
1988), resampled to 4 X 4 X 4 mm3 voxels and spatially smoothed with a Gaussian
kernel of 8mm FWHM.

Overall patterns of activations were obtained by a fixed-effect analysis on data
pooled over all subjects. Statistical inferences on task and condition differences were
then performed with a random effect model to render the results of the inference
generalizable to the population. Condition-specific effects for each subject were
estimated according to the general linear model (Friston et al., 1995) and passed to a
second-level analysis as contrasts. This involved creating contrast images of [each
condition (SYN, ANT, NW) > baseline] for each subject and a second level ANOVA,
which modeled these effects of interest. Inferences were made at the second level to
emulate a random effects analysis and enable inferences at the population level (Friston
et al., 1999). At the second level, we tested for (i) SYN > NW and (ii) ANT>NW to
examine if there were any activation areas specific to each condition. To reveal common
effects at the voxel level across independent conditions and data sets, we performed
conjunction analysis which was assessed as significant at a conjoint a level of p < 0.05.
This means that both contrasts were individually significant at thresholds with a joint
probability of a Type | being less than 0.05.

3. Results

3.1. Behavioral results

Behavioral results showed that subjects performed the task successfully above the
90% accuracy. The mean scores (% correct) and standard deviation are shown in Table 1.

Table 1. Mean accuracy of each task and its standard deviation(SD)

Accuracy
Condition % Correct SD
ENG 97.9 0.6
CHI 90.2 0.9
HON 90.5 1.4
ANT 96.4 0.8

-5



3.2. Imaging results

3.2.1 The Comparison of Synonym and Antonym

Three steps of data analysis were performed in this study. In the first step, SYN
and ANT conditions were compared with baseline condition (watching fixation). Table
2 showed the Talairach coordinates of the regions where showed significant activations
for SYN and ANT. They were also displayed with functional activation images rendered
on a canonical brain in Fig 1. These activations were yielded by the overall baseline
contrast (P < 0.001, corrected). SYN and ANT commonly activated the middle occipital
gyrus and the middle frontal gyrus in the left hemisphere. Some other spatial extent of
activations in each condition was obtained in the right fusiform gyrus (BAZ20), and
superior parietal lobe (BA7) in SYN whereas precuneus and inferior parietal lobe (BA7)
was observed in ANT when they were compared with baseline condition.

In the second step, to identify areas participated in the process of retrieving
synonym and antonym, direct comparison of SYN>NW and ANT>NW was executed.
Each condition revealed several significant increases in regional activity and signal
changes compared with NW task (p < 0.001, uncorrected). Coordinates of significant
activation were shown in Table 2. Rendered brain image of the activations and plots of
the % signal change of the local maxima were depicted in Fig.2. Every condition
displayed greater signal increase than NW (t(18)= 6.84, p=.02 for SYN and t(18)=15.04,
p=.005 for ANT).

In the third step, we defined an ROI (region of interest) in the areas where the two
conditions exhibited significant signal increase in comparison to NW and scrutinized
the distinct distribution of activated areas between each condition in Fig.3. Here, the
compared conditions were color-coded in red and green indicating areas that were
activated in SYN>NW and ANT>NW each. Within the left middle frontal gyrus, more
anterior and lateral part was recruited in processing ANT (green area) compared to SYN
condition (red area).



Table 2. Regions of significant activation for SYN and ANT.

Side Cortical area BA Talairach coordinate Clgster
X )4 Z J-score size

Comparison with watching fixation

SYN L Middle occipital gyrus 19 -40 -74 0 5.15 269
L Middle frontal gyrus 9 =51 17 32 4.91 318
L Middle temopral gyrus 21 -53 =31 -14 4.89 285
R Fusiform gyrus 20 40 -40 -15 4.87 244
L Superior parietal lobule 7 -28 -63 55 4.4 129

ANT L Middle occipital gyrus 19 =40 =74 0 4.44 96
L Middle frontal gyrus 9 -40 13 29 3.7 70
L Middle temporal gyrus -60 -46 -10 3.58 67
L Precuneus 7 -28 -60 40 3.53 15
L Inferior parietal lobule 40 -44 -37 42 3.37 13

Comparison with NW

SYN L Middle frontal gyrus 46 -40 17 25 4.29 45
L Superior parietal lobule 7 -28 -64 44 3.77 14

ANT L Middle Frontal Gyrus 46 =51 25 25 4 10

SYN ANT

Figure 1. Cortical areas where the MR signal was significantly higher (p<.001,
uncorrected) when SYN and ANT were compared with baseline task were displayed on
a three-dimensional brain model template provided in SPM5.
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4. Discussion

The current study intended to examine the neural systems involved in processing
synonym and antonym. In brief, we demonstrated that generating synonyms and
antonyms commonly activated left middle frontal gyrus, yet the exact locations of brain
activity differed slightly for the two kinds of semantic word retrieval. We suggest that
the common activations in the left middle frontal gyrus are involved in the mental
processes of word search and selection that are shared in the SYN and ANT conditions,
whereas the small and distinct activation unique to ANT condition underlies the
additional component of antonym generation, namely, reversing the semantic meaning
in one dimension.

The pattern of activation observed in the comparison between experimental
conditions and baseline condition suggests that lexical searches are not likely to be
subsumed in a single enclosed location and that several types of coding must be
coordinated to perform the task. Nevertheless, nearly similar location in all of the
conditions, making it likely that these areas have some computational process in
common, was found in the left middle frontal gyrus. The left frontal lobe constructs
strategies in accessing and searching in the storage of information, which is likely
subserved by more posterior parts of the brain (Badre and Wagner, 2002). The prefrontal
cortex is crucial in a number of cognitive tasks, most notably those involving executive
functions and cognitive control (Lezak et al., 2004, Miller, 2000). In the previous
language tasks, especially verbal fluency task selectively activated extensive regions of
the prefrontal cortex, including the middle frontal gyrus (BA 6 and 9) for the process of
semantic search and selection (Fiez et al, 1996; Gold and Buckner, 2002; Abrahams et
al., 2003). Indefrey and Levelt reviewed imaging data that prove prefrontal gyri is
specifically involved in process of word generation (Indefrey and Levelt, 2004). In our
study, we provided evidence that ‘a general process of word generation’ operates across
different semantic relation of synonym and antonym and is mediated by left middle
frontal gyrus.

The detailed explanation of ‘the general process of word generation’ can be
found in the theory of word production by Levelt and his colleagues (Levelt, 1989,
1992; Levelt et al., 1999). According to the theory, describing the processes underlying
the transformation of a thought into speech, at least three types of word information are
assumed to be represented: concepts, representing a word’s meaning, lemmas,
representing a word’s syntactic properties, and word forms, incorporating a word’s
morpho-phonological characteristics. In the current study, word generation process,



regardless of the type of semantic relation such as SYN or ANT, is mostly engaged in
the early stages of Levelt’s model: when paying attention to the semantic relation of the
experimental condition, subjects were required to understand the concept of stimulus
word, search the relevant knowledge from mental lexicon and select the most suitable
target word. We suggest that the activation in the left middle frontal gyrus in our study
was involved in the process of these executive functions.

The truly remarkable result in our study was that the two distinct but adjacent
activations were evidently shown in the left middle frontal gyrus in generating
synonyms and antonyms. In other words, even though the left middle frontal gyrus is
commonly involved with word generation process in both conditions, partially specified
regions were observed for each condition. The interpretation of this result can be found
in the theoretical issue about the conceptual basis of synonym and antonym in lexical
semantics. On the question regarding possible differences among different types of
semantic relations such as synonyms and antonyms, there has been a good explanation
in terms of feature composition (Fillenbaum & Rapoport, 1971). Synonyms are lexical
items whose senses are similar in respect of ‘central’ semantic features. This does not
always mean that every sense consisting of synonyms share almost identical features.
They sometimes differ, but even so those features can be described as ‘minor’ or
‘peripheral’ ones (Cruse, 1986). The fact that synonyms have largely overlapping
meanings can explain why two words sharing synonymous relation are easily confused
with one another in recognition memory experiments and (Anisfeld, 1970; Buschke &
Ronch, 1972; Goldfarb, Wirtz, & Anisfeld, 1973). In case of antonyms, as well as
synonyms, they are likewise composed of similar features to one another conceptually.
However, they have a critically different feature in one dimension and this opposing
feature provides the core for constructing the semantic relation of antonym between two
words (Kadesh et al., 1976). For example, compare the words, big and small. They, in
fact, share almost identical meanings. The only, but not negligible value that brings
differentiation between the two words is size dimension. Another example can be found
in the relation of fast and slow. They are both features of motion but differ only in
reference to plus-speed and minus-speed. open/close and social/antisocial are also good
examples; the former is action verb indicating similar behavior with difference only in
the direction they describe and the latter is used for describing the same dimension of
personality but with opposite value (Murphy and Andrew, 1993).

In summary, both synonyms and antonyms can be generated based on different
features as well as similar features, but it differs that the different features play major
role in antonyms whereas minor role in synonyms. After all, the common activations in
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the left middle frontal gyrus obtained from both SYN and ANT conditions are related to
the mental processes of searching for and selecting the semantically related components
to the stimulus word in the mental lexicon as mentioned earlier whereas the small,
distinct activation was caused by the differential and critical process that reverses or
opposes the semantic meaning in one dimension.

In conclusion, the present study suggests that generating synonyms and
antonyms activates the left middle frontal gyrus which is involved in the common
process of search and selection of a word in mental lexicon. However, adjacent but
distinguished areas were independently activated between synonyms and antonyms
within this area. This is well in line with the view that the organization of antonym and
synonym consists of mostly similar components except for a few ones that are assigned
as a major role for antonyms and minor role for synonyms. Therefore, processing the
commonness between synonym and antonyms may be the main causes of frontal lobe
activation whereas some features specific to antonyms may produce the small but
different activation. Our results may appear difficult to explain other semantic relation
of word sense such as homonymy and polysemy. Considered it to be great ability for
human parser to deal with the ambiguity of natural language, the cognitive architecture
of processing homonymy or polysemy should not go unheeded. Since our current
experiments worked with the specific relation of synonyms and antonym, we hope that
further research will extend the findings for elucidating neural mechanisms of semantic
relations in general.
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Abstract

Using the framework of Cognitive Grammar by Langacker (1987, 1991a, 1991b, 2000), this
paper deals with the flexible property of the boundary which is supposed to surround the
periphery of English nouns. In particular, such boundedness property of English nouns in the
right choice of an appropriate article is the primary concern of this study. In order to facilitate it,
this paper proposes a new cognitive notion: Boundedness Filter (BF). BF, we suggest, is related
with determining which type of boundaries and its corresponding article a given noun can be
assigned in human being’s brain. In the latter part of this paper, BF model is even applied to
explaining the internal structure of English embedded clauses.

Keywords: Cognitive Grammar, Inactivated Boundary, Activated Boundary, Boundedness

Filter, Embedded Clause

1. Introduction

In the field of English as a Second Language (ESL) or English as a Foreign
Language (EFL), it has been a hot issue among scholars whether grammar is a matter of
(natural) acquisition or that of conscious learning. The problem is that things can be
totally different between the two situations. The comprehensible input which Krashen
(1985: 2) argued for could be possible under ESL situation where natural contexts and
authentic materials are easily available: under the ESL situation, learners of English can
have a lot of opportunities in which their grammatical errors could be naturally
corrected by native speakers around them. But under EFL situation as in Korea, many

English teachers feel that a certain amount of grammar education is needed in that the
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kind of natural environment of ESL is actually hard to be realized. They think that a
proper knowledge of English grammar by conscious learning may be helpful in
shortening the learning time of each stage as well as increasing the moving speed to the
next stage of learners’ interlanguage (Felix, 1981; Ellis, 1989). That is one of the
reasons why the form-focused instruction is gaining popularity again in recent English
education in Korea. This paper, with those situations in mind, will account for the usage
of English articles in special relation to the boundedness of English nouns because
Korean learners of English normally feel it is among the most difficult areas of English
grammar. This account will, we expect, provide a good solution to English grammar
education in Korea, where a simple memorization of grammatical rules and patterns is
more highly emphasized with no deep concern about the principles underlying them.

Let us first consider the examples in (1).

(1) a. This is a school which was founded by a former politician.
b. This is the school which was founded by a former politician.

c. My daughter is now at school studying English.

Many of the English grammar books published in Korea explain that nouns followed by
modifying phrases or clauses must be preceded by the English definite article the. But in
(1a) we see that the explanation crashes: though it is modified by a relative clause, the
expression a school is used. What is interesting here is that the use of the definite article
as in (1b) is also possible in many cases. For example, if the speaker gives information
to the hearer in advance, the use of the indefinite article will sound more natural. The
confusion of the English learners about the usage of the English articles becomes even
worse where a noun which is normally classified as countable is used without any
article, i.e. when it is used with the zero article as in (1¢). Many of the English teachers
in Korea faced with these seemingly disordered phenomena seem to have no choice but
to ask their students to just memorize the expressions. They sometimes suggest a simple
and narrowly adaptable rule: ‘the English zero article is required when the noun is used
for its original purpose.” Then, how can the use of the zero article in examples in (2) be

explained?
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(2) a. He read the paragraph word by word.
b. They marched along the street shoulder to shoulder.

The explanation given above for the zero article in (1c), the original purpose of the noun
itself, is hard to apply to the examples (2a-b). On such deadlock occasions, many
teachers tend to avoid their lack of explanatory power by saying that “They are
idiomatic or fixed expressions, a reflection of culture onto language, so just memorize
them.” We do not have any intention of criticizing or denying the method of
memorizing idiomatic expressions in themselves. What we want to claim is that if
proper rules or principles about the usage of the English articles can be captured and
applied in EFL situations, the speed of learning in each stage level will greatly increase.
The purpose of this paper is, under the framework of Cognitive Grammar (CQG)
(Langacker 1987, 1991a, 1991b, 2000), first to analyze the meaning mechanism of the
three types of the English articles, and secondly to show how they work with the
concept ‘boundedness’ of English nouns. Our choice of CG as the theoretical basis of
this paper relies on the fact that it will best visualize the cognition process occurring in
our brain with such concepts as conceptualization, cognitive domain, symbol, image,
schematic figure, semantic extension, etc. Another thing we would like to demonstrate
at the end of this paper is that the boundedness of nouns related to the usage of the
English articles could be extended beyond nominal expressions to the explanation of the

internal meaning structure of English non-finite embedded clauses.
2. Boundedness and the English Indefinite Article
Langacker (1991b: 63-74) defines a noun as having following properties.
(3) a. A noun designates a region in some domain.
b. A count noun designates a region that is bounded within the scope of
predication in its primary domain.
c. A mass noun designates a region that is not specifically bounded within the

scope of predication in its primary domain.
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Of our special interest is (3c), especially the phrase not specifically. He classified nouns
not by the existence or non-existence of boundaries but by the characteristics or features
of the boundaries. In (3a), he defines a noun as designating a region in some domain. It
seems reasonable that a region which occupies a particular area in space should entail a
boundary. How could a region exist without its defining boundary?

The difference between the two types of nouns in (3b-c) seems to be a question of
whether the outward boundary of each noun is clearly visible or not. In (3b), the
boundary is clearly visible, while it is not in (3c). This requires us to differentiate the
two kinds of boundaries more precisely, and so we propose Activated Boundary for
such a count noun as in (3b) and Inactivated Boundary for such a mass noun as in (3c¢).

Let’s look at the following examples.

(4) a. Beer can cause a beer belly.
b. I will have a beer.
(5) a. This house is made of stone.

b. He threw a stone at me.

Examples in (4-5) show that the same noun is used both as a count and a mass noun. In
(4a) and (5a), the boundaries for beer and stome are not visible since they have
disappeared into the inner characteristics of the nouns, and thus the Inactivated
Boundary is involved. In (4b) and (5b), on the other hand, the boundary is clearly
visible outwardly, and so in this case the Activated Boundary is put into play. The
indefinite article a is used here as a kind of marker for the Activated Boundary,
visualizing the inner characteristic of a noun out to the physical world or space. What
can be inferred from this observation is that English nouns are not granted the attribute
of countness or massness intrinsically. They are given that property extrinsically
depending on the given situation of speech acts. <Figure 1> illustrates the explanation

thus far, where a new notion Boundedness Filter (BF) is introduced.
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<Fig. 1> BF Model for the English Indefinite Article
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Take (4b) for example. Let’s assume somebody is asked what he is going to drink. The
speaker / thinks in his mind of ‘an entity of yellowish, frothy, and alcoholic liquor (the
circle in <Figure 1>)’ from his encyclopedic knowledge (Langacker 1987: 154-166).
The emerging entity now goes through BF and is decoded about the activatedness of its
boundary. The speaker wants a bottled or canned beer, not the liquid itself, that is to say,
he through his BF wants the noun beer to be given Activated Boundary in physical
space by the use of the indefinite article a. In (4a), on the other hand, the speaker,
concerned only with the inner characteristic of the entity beer regardless of its outer
shape, makes a possible boundary on the noun beer consciously inactivated to have the
property of massness through his BF.

(5a-b) can be understood in the same way. The noun stone in (5a) has Inactivated
Boundary while the noun stone in (5b) has Activated Boundary. Of course, all this
process takes place through the BF which we claim to exist in the interlocutor’s brain.
To sum up, English nouns which are characterized by occupying a region can be allotted
one of the two types of flexible boundaries only after going through human being’s BF
in the first place. It does not have its inherently fixed boundary from the beginning. Let
us consider examples in (6) from Langacker (1991b: 73) to check our Activated or

Inactivated Boundary applies.

(6) a. After I ran over the cat with our car, there was cat all over the drive way.

b. [ don’t like shelf — Id rather eat zable.
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In (6a), the cat which is scattered all over the drive way is no longer a thing cat but a
material which has lost its boundedness as a common noun in physical space. In other
words, the speaker through his BF renders the boundary of caf inactivated. In a
personified dialogue situation between two termites of (6b), it’s impossible for the
termites to see the physical outside boundary of a shelf or a table which is much bigger
than themselves. In addition, skelf and table recognized by them as food are considered
to have lost their outer boundary through BF to be given the invisible Inactivated

Boundary.

3. Psychological Boundedness and the English Definite Article

Lee (2007), with the introduction of a new notion of the ‘Cognitive Bridge,’

explained the predication of the English definite article the as follows:

(7) The ‘Cognitive Bridge’ is constructed by the speaker and then is built on the
hearer’s cognition. Its first role is to be used as a cognitive setting in which the

can be naturally used.

One important thing to point out about his article is that he failed to take into
consideration the fact that the can be used not only for a count noun but also for a mass
noun. But what he provided in (7) is a decisive clue that can be used to overcome the
weakness of his paper. It is the concept Cognitive Bridge and especially its role as a
cognitive setting. What is a cognitive setting and how can this be applied to BF Model
of this paper? If we reconsider the flexible nominal boundary discussed in Section 2, we
can see without great difficulty its cognitive setting is physical space. In the cognitive
setting of physical space, only the boundary of a count noun can be activated while that
of a mass noun cannot. Then how can the English definite article be used with a mass
noun? It is because the two cases are happening in two different cognitive settings: the
cognitive setting for the English definite article is not physical space but psychological
space. The boundary in psychological space plays a role different from the boundary in

physical space. As Lee implies in (7), it works on the cognitive setting shared between
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the speaker and the hearer, i.e. the Cognitive Bridge, Therefore the role of the boundary
in psychological space is to point out which entity is referred to by the two persons
involved — regardless of whether it is a count noun or a mass noun. Although a mass
noun cannot be activated with its boundary in physical space, it can be an entity for co-
reference which is realized with the English definite article in psychological space. The
basic schema of BF Model for the English indefinite article presented in <Figure 1> can

also apply to the English definite article. See <Figure 2> below.

<Fig. 2> BF Model for the English Definite Article
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Let us think about a certain noun (the circle in <Figure 2>). Whether it is a count noun
or a mass noun, it is after all an entity which can occupy a region in psychological space.
Now the noun goes through BF and has its boundary determined by being checked
whether it can cross the Cognitive Bridge or not. If it can cross the Cognitive Bridge,
the noun will be given the definite article, while if it cannot, the noun will not be given
the definite article. Now we come to a very important finding here. BF, in determining
what kind of boundary a given noun should have, can work sometimes with physical
boundary and sometimes with psychological boundary. Depending on speech contexts,

it can operate with various types of cognitive domains simultaneously.

4. BF and the English Zero Article

Below are the typical examples of the English zero article.
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(8) a. I usually go to school at 8 a.m.

b. We went there by bus.

Mere memorization of the usage of the zero article, as mentioned in Section 1, is never
an active and productive process of learning. We now know, through Section 2, a noun
is an entity occupying a region with a flexible boundary. Then why is it that the nouns
school and bus in (8) are used without any article, even though they could be things
with outward boundaries in physical space? We claim that it can be explained with

<Figure 3> the BF Model for the English zero article.

<Fig. 3> BF Model for the English Zero Article
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The boundary of singular nouns such as school and bus (the circle in <Figure 3>) in (8)
is normally activated through BF and assigned one of two articles, indefinite or definite.
But the fact that they are not given any articles indicates that they have gone through BF
to be allotted Inactivated Boundary (see the heavy dotted line in <Figure 3>. What is the
output on the right side? They come to take on the characteristics of a mass noun. The
school in (8a) is not a school as a physical thing; neither is the bus in (8b). Their
possible outer boundaries have become submerged into their inner features in order to
just profile their abstract functional aspects: school for studying and bus for
transportation. Therefore, we can understand the English zero article as the marker for
the contextually intended Inactivated Boundary to highlight the inner characteristic or
feature of a noun.

Now we can propose a solution to the question raised in the examples (la-c). In

the case of (1a), the input school is filtered through BF to be given Activated Boundary
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but fails to cross the Cognitive Bridge, and so the output is a school. For (1b), the input
school goes through BF to be given Activated Boundary and at the same time it
successfully crosses the Cognitive Bridge, and so the output is the school. In the case of
the zero article in (Ic), it is the result of the speaker’s deliberate inactivation of the
noun’s boundary for the purpose of profiling functional aspect of school for studying.
How can, then, the zero article in the example of (2a-b) be accounted for?
Actually, we can feel the outer boundary in the two nouns word and shoulder. So it is
not logical in this case to present the same reason as that used in the explanation of the
nouns with the zero article in (8a-b). The thing that we should pay attention to is the use
of the prepositions by and fo. We believe they are playing the role of physically
Activated Boundaries. So if we use the indefinite article as in *a word by a word or *a
shoulder to a shoulder, we are faced with the problem of double boundaries. To avoid
this result of unnecessary redundancy we do not use the indefinite article. But this
should be differentiated from the cases in (8a-b), in which the boundary of a noun is

deliberately inactivated.

5. BF Model applied to English Non-finite Embedded Clauses

Kim (2006) claims that the three types of case markings (-yi/-ka, -ul/-lul, -eykey)
of the causative pivot in Korean causative constructions reflect the difference of the
causation energy from the agent or subject. He explains that the relative degree of the

energy gets bigger from (9a) to (9c¢).

(9) a. Sally-ka ai-tul-iy bakkeyse  nol-keyha-yess-ta.
-NOM  child-PL-NOM outside play-CAUS-PAST-
b. Sally-ka ai-tul-eykey bakkeyse  nol-keyha-yess-ta.
-DAT
c. Sally-ka ai-tul-lul bakkeyse  nol-keyha-yess-ta.
-ACC
‘Sally made the children play outside.’

- 22 -



<Fig. 4> Energy Flow and Agentivity of the Causative Pivot

agent causative

ﬁ pivot 7—>
/

wall

energy flow

<Fig. 4> is a reorganized version of Kim (2006: 34-35)’s figures for the explanation of
(9a-c). It shows the flow of energy from the agent to the causative pivot or secondary
agent in the embedded clause. What especially concerns us in <Figure 4> is the
existence of a wall surrounding the embedded clause. We would like to explain the
difference among infinitives of the following examples in (10a-c) by applying the wall

to English non-finite embedded clauses

(10) a. He wanted —  [her fo wash the dishes].
b. Hemade — [her wash the dishes].

c. He saw —  [her wash the dishes].

The arrow (—) in (10) indicates the influence the agent He has on the wall of the
embedded clause. The existence of energy from the agent is evidenced by the accusative
case of the embedded subject. Getting a hint from Kim (2006), we would like to explain
our concern here, i.e. the meaning difference between fo-infinitive in (10a) and bare-
infinitive in (10b-c), which corresponds to the meaning difference of Korean causative
constructions resulting from various case markings in (9a-c). We claim that this
difference can be explained by the two types of boundaries we have proposed in this
paper: Activated and Inactivated Boundary. Let us look at <Figure 5>, in which the wall

in <Figure 4> is magnified.

<Fig. 5> Internal Structure of English Non-finite Embedded Clauses

" — o WaSh
energy ﬂo; ‘ to
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The outer boundary surrounding wash in <Fig. 5> is indicative of 7o in (10a). This line
looks very similar to the Activated Boundary of BF Model, especially the one used to
show a count noun. As the indefinite article of a count noun is the evidence of the
outward and individuated boundary of itself in physical space, so the to in <Figure 5>
implies an individuated boundary of the verb wash. On account of this barrier-like 7o
and its relative individuality, the energy from the agent He cannot fully reach the wash.
In (10b), on the other hand, the non-existence/disappearance of the barrier-like 7o
motivated by the causative verb made implies the possibility of much more energy flow
from the primary agent to the embedded predicate wash. What does ‘the disappearance
of the ‘70’ mean here? The disappearing to corresponds to the Inactivated Boundary of
the zero article profiling the property of a mass noun, thereby increasing the agent’s
power of looking over the two items — the secondary agent and the embedded predicate
— at the same time. The perceptive verb saw in (10c) could be understood in the same
manner. The agent He does not look at her and wash separately but it looks over the
overlapped two images of /er and wash, due to the disappearance of the barrier-like zo0.

This is very much like the inactivation of a boundary in a mass noun.

6. Conclusion

Human beings have a tendency to group together within a boundary according as
their particular needs require: culture, politics, ideology, social class, etc. The boundary
which is supposed to be essential in this grouping process, however, does not seem to be
permanent; it can fade away for the time being, but after a while can reinforce itself
again.

With Langacker (1987, 1991a, 1991b, 2000)’s Cognitive Grammar (CG) being
the theoretical basis, we have started from the supposition that such flexible property of
the boundary may be reflected on human being’s language use. In particular, the
boundedness of English nouns in relation to the right choice of a proper article has been
the main concern of this paper. In order to facilitate this, we have proposed a new
cognitive notion: Boundedness Filter (BF). BF, as a cognitive device in human being’s

brain, decides whether a given noun is assigned the Activated Boundary or the
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Inactivated Boundary. Depending on where the human being’s cognition takes place —
the physical or psychological space — the noun which has just gone through BF is
appropriately given one of the three English articles. Our BF model could even be
applied to explaining the internal structure of English embedded clauses of the causative
and perceptive constructions in that the count/mass noun distinction could match well
with the meaning difference between fo-infinitives and bare infinitives. Finally, we
expect our research to be meaningful in an ESL or EFL situation. This type of cognitive
analysis will be of help to better understand the fundamental meaning mechanism of
complex grammatical phenomena. And it will hopefully reduce the time needed at each

stage of language learning.

- 25—



References

Ellis, Rod. 1989. Are Classroom and Naturalistic Acquisition the Same? Studies in
Second Language Acquisition 11. 305-328.

Felix, Sasha W. 1981. The Effect of Formal Instruction on Second Language
Acquisition. Language Learning 31. 87-112.

Kim, II-Kon. 2001. Cognitive Meanings of the Korean Auxiliary Verb -nayta. Harvard
Studies in Korean Linguistics IX. Harvard University. 453-462.

Kim, II-Kon. 2006. Agentivity and Case Markings on the Causative Pivot in Korean
Analytic Causative Constructions. Discourse and Cognition 13.1. 23-40.

Krashen, Stephen. 1985. The Input Hypothesis: Issues and Implications. London:
Longman.

Langacker, Ronald. 1987. Foundations of Cognitive Grammar Vol. I. Stanford
University Press.

Langacker, Ronald. 1991a. Foundations of Cognitive Grammar Vol. II. Stanford
University Press.

Langacker, Ronald. 1991b. Concept, Image, and Symbol. Berlin - New York. Mouton de
Gruyter.

Langacker, Ronald. 2000. Grammar and Conceptualization. Berlin - New York. Mouton
de Gruyter.

Lee, David. 2002. Cognitive Linguistics: An Introduction. Oxford University Press.

Lee, Kwanghee. 2007. A Cognitive Approach to the Meanings of the English Definite
Article THE. Discourse and Cognition 14.1. 135-148.

- 26 -



Cognitive perspectives of language switching:
Factors of bilingualism and development

John W. Schwieter

Wilfrid Laurier University
408 Bricker Academic Building
75 University Avenue
Waterloo, Ontario
N2L 3C5
jschwieter@wlu.ca

Abstract

This study explores the use of inhibitory control during bilingual speech production. In
particular, it investigates whether or not age of acquisition and proficiency of the second
language affect whether or not bilinguals will rely on inhibitory control while speaking.
English language learners of Spanish participated in a picture naming task in which they
switched back and forth between their languages. The results suggest that proficiency, and not
L2 age of acquisition, is a decisive factor which may determine whether inhibitory control or
language-specific selection mechanisms underpin bilingual speech production. This supports
a notion in which L2 proficiency leads to a shift away from inhibitory control. Theoretical
implications and directions for future research are discussed.

Keywords: bilingualism, speech production, language selection, inhibitory control.

1. Introduction

How is it that upon being presented with a picture of a couch, an English
monolingual knows to say ‘sofa’ or ‘couch’ when both are perfectly acceptable labels
for the object? This puzzling question regarding the competition between words in the
mental lexicon is of central interest to cognitive psychologists and psycholinguists.
These types of studies have traditionally focused on monolinguals; however, the last
decade has shown interest in speech production and lexical processing within
bilingualism. For monolinguals, it is rare that one concept can refer to two or more
words (e.g., couch-sofa). Indeed, most concepts only have one word to describe them.
However, when considering the bilingual case, most concepts will have two words
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mapped on to them (i.e., due to translation equivalents). This, then, is a difficulty with
which bilinguals are constantly faced: they must resolve competition that exists between
the two possible candidates and select the correct language for production. Because
bilinguals are able to accurately speak in only one language and switch back and forth
between both languages automatically, there must be cognitive mechanisms that help
the bilingual mind restrict the lexicalization procedure to only one language.

In this paper, | explore issues of language control among bilinguals. Specifically,
| investigate whether or not certain factors of bilingualism (second language (L2) age of
acquisition, and L2 proficiency) affect the underlying cognitive mechanisms of
bilingual speech production. Green’s (1986, 1998) Inhibitory Control Model (ICM)
holds that the activation level of the non-relevant language is reduced at the lexical level
by mechanisms of suppression. Recently, it has been suggested that these underlying
mechanisms may be modulated by age of acquisition and/or proficiency in the L2
(Costa 2005, Costa & Santesteban 2004).

In the sections to follow, | first discuss the ICM and studies that have supported
its claims. Next, | introduce the present study and the results of the experimental
procedures. Finally, I discuss the theoretical implications of these results on models of
bilingual speech production.

2. Inhibitory Control Model

It may not be surprising that researchers have posited that while producing
speech in one language, the non-target language is suppressed or inhibited in order to
allow production of the former. Green (1986, 1998) has been the biggest advocate of
inhibitory processes in lexical selection. In 1986, Green proposed the ICM, a framework
that explained how bilinguals control both of their languages as to prevent massive
lexical intrusions from the language-not-in-use. The basic assumption of this model is
that when a bilingual wants to speak in one language only, it becomes selected and any
further production of the nonrelevant language is inhibited. Figure 1 is an illustration of
how the ICM explains bilingual speech production of a simple picture. In this example,
an English-Spanish bilingual is told to name a picture of a chair in English. Upon seeing
the picture, the semantic system sends activation to many lexical nodes of English and
Spanish (the target, its translation equivalent and a cohort of related words). At the
lexical level, each word contains a language tag and those belonging to Spanish become

inhibited. The bilingual is now able to select the word “chair” based on its activation
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level and language tag.

Green (1986) hypothesizes that words in both languages must contain particular
language tags or certain labels that the speaker’s IC system makes use of to ensure that
the relevant output is in the target language. The use of language tags is a critical part of
Green’s model and also has been adopted by other researchers such as Costa, Miozzo,
and Caramazza (1999).

I —— { Concept: CHAIR }

Lexical Level

Language Task
Schemas
Phonological Level

Figure 1. The Inhibitory Control Model (Green, 1986, 1998) (adapted from Finkbeiner,
Gollan, & Caramazza, 2006).

The language switching paradigm has shown that bilinguals have more difficulty
switching into their L1 than into their L2. This empirical finding has been said to
support the ICM because more inhibition must be applied to a larger system (L1) when
speaking in the L2 and therefore when a bilingual wants to switch back to the L1, it will
require more time to reactivate that larger system from being suppressed than it would
the L2 system. Such predictions have been supported in numeral naming tasks (Meuter
1994, Meuter & Allport 1999, Finkbeiner, Almeida, Janssen, & Caramazza 2006) and in
picture naming tasks (Costa & Santesteban 2004). It must be noted, however, that
although these findings have been reported in laboratory settings, mixed results in
nature speech situations have been found (Grosjean 1988, 1997, Grosjean & Miller
1994, Li 1996, 1998).

In their seminal article, Meuter and Allport (1999) conducted a battery of
switching experiments on “reasonably proficient” bilinguals who were presented with
lists of numerals (1-9). The order of the numerals and length of the lists were
randomized. Each list consisted of 5-14 numerals which were placed in either a blue or
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yellow rectangle indicating that the participant was to name the numeral in his/her L1 or
L2, respectively. Within each list of numerals, Meuter and Allport randomly included
anywhere from 0-4 switches which could be either L1 or L2 switch trials. Their results
suggest many things: 1) that switch trials are slower than nonswitch trials; 2) that
nonswitch trials have faster RTs in L1; 3) that L2 switch trials have faster RTs than their
L1 counterparts (which suggests that a switch to L1 is more difficult); and 4) that the
RTs increase with each successive switch.

Meuter and Allport’s study has provided the most influential support for the IC
Model and its hypotheses have also been reported in Meuter (1994) and replicated in
Costa and Santesteban (2004). The latter is one of the most important studies to date
that puts both the two above theoretical frameworks within the same context. These
researchers questioned if highly proficient bilinguals would act differently than low
proficient bilinguals in terms of which cognitive mechanisms they would call upon
during speech production. They hypothesized that IC would not be observed in lexical
selection for highly proficient bilinguals but would be for those with lower proficiency
in the L2. As in Meuter and Allport (1999), Costa and Santesteban operationalized IC
by asymmetrical switching costs associated with L1-L2 and L2-L1 language switches.

To test the extent of the ICM in bilinguals of various proficiency levels, Costa
and Santesteban conducted a series of five experiments similar to the design used in
Meuter and Allport (1999). The results of their experiments suggested that inhibitory
control is sensitive to L2 proficiency level and can be summed up as follows:

() P Language switching costs are present in all types of bilingual speakers
tested.

7)) IR Asymmetrical switching costs are present for L2 learners (those with
lower proficiency levels) but not for highly proficient bilinguals.

() IR The switching performance of a highly proficient bilingual is

independent of the difference in proficiency levels between the two languages involved
in the task.
() PP In a language switching task, highly proficient bilinguals are slower in
their dominant than in their non-dominant language both for switch and nonswitch trials.
Costa and Santesteban’s (2004) study sheds new light on how psycholinguistics
view bilingual speech production. Their study has posited that the control mechanisms
that are called upon when bilinguals speak is relative to their L2 proficiency level.
When bilinguals are less proficient in their L2, they will need to rely on inhibitory
mechanisms for them to select the right word in the correct language. However, with
gains in proficiency, bilinguals begin to make use of language-specific selection

- 30 -



mechanisms. Costa and Santesteban left open the possibility that this shift, however,
could be affected by L2 age of acquisition.

3. Present Study

The present study addresses the issue of whether proficiency or L2 age of
acquisition is responsible for the lack of inhibitory control among highly proficient
bilinguals reported in previous studies. It is hypothesized that how bilinguals select the
target language of production and control intrusions from the irrelevant language will
depend on their proficiency level. In accordance with Costa and Santesteban (2004),
low proficient bilinguals will exhibit evidence of inhibitory control and highly
proficient bilinguals will be able to rely upon language-specific selection mechanisms.
Moreover, regardless of proficiency level, | predict that age of acquisition will modulate
these mechanisms.

3.1. Participants and experimental groups

The subjects who participated in both experiments included 53 English native
speakers who were learning Spanish as their second language. All participants were
currently enrolled in at least one course conducted in the L2. These participants were
recruited from a large university in the United States and ranged in age from 18-44.

Two separate statistical procedures were conducted in the present study. For the
analysis of proficiency, the median proficiency score (110) determined two
experimental groups of bilinguals: a high proficiency group (N=29) and a low
proficiency group (N=24). For the analysis of L2 age of acquisition, the median age
reported in the language history questionnaire (12) determined two experimental groups
of bilinguals: early (N=28) and late (N=25).

3.2. Estimating L2 age of acquisition
A language history questionnaire was administered to gather information
regarding the participants’ experience with their second language. On this questionnaire,

all participants listed the age at which they began learning their second language. The
ranges of age of acquisition for all participants varied between < 1 and 40.
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3.3. Measuring proficiency

A proficiency measure was conducted to estimate L2 proficiency level based on
spontaneously and rapidly generating as many words as possible related to a given
semantic category in the less dominant language. A total of ten categories (e.g., animals,
fruits, clothing, etc.) were taken from Gollan, Montoya, and Werner (2002) and were
individually verbalized to each participant. Upon hearing the category, each participant
was given 60 seconds to produce as many items within that category as s/he could.
These responses were taped, transcribed, and checked for accuracy by the researcher. A
total proficiency score was calculated by adding all responses from each of the ten
semantic categories described above. Each word was only counted once and therefore,
words that may have been repeated during the proficiency measure were not included in
the participant’s proficiency score. Essentially, this score represents the total number of
words produced in the L2 for all ten semantic categories during a total of ten minutes.

3.4. Stimuli

In accordance with Costa and Santesteban (2004), the present experiment
includes ten black and white line drawings from the Snodgrass and Vanderwart (1980)
picture list. The materials used for all participants were the same. As in Costa and
Santesteban, all ten pictures used in the present experiment were presented individually
on a computer screen and were classified as either a nonswitch trial or a switch trial. A
nonswitch trial is defined as one in which the previous trial is named in the same
language and a switch trial is one in which the previous trial is named in a different
language.

3.5. Design

A range of 5-14 pictures were randomly placed in 100 lists which contained
anywhere from 0-4 switch trials. The total number of trials in the experiment was 950
(665 nonswitch trials (70%) and 285 switch trials (30%)). All of the pictures were
individually presented in a colored box as a language cue: blue if the target was to be
produced in English or yellow if the target was to be produced in Spanish. There was
equal production of L1 and L2 (475 responses in L1 and 475 responses in L2 were
elicited). Each of the pictures was presented 95 times during the experiment. For lists
with 5-10 pictures in length, no pictures were duplicated. However, for lists of 11-14
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pictures, the repeated pictures were placed at least three trials apart from their first
presentation.

All ten pictures used in the current experiment can be found in the illustrated
example of a list of 10 pictures in Figure 2. Note that due to space and color restrictions,
the letters “E” and “S” appear in the trials only to represent that the pictures are to be
named in English and Spanish, respectively. In the actual experiment, these language
cues were in the form of a color cue as mentioned above. In Figure 2, picture (1)
demonstrates to the participant that the first trial (2) will need to be named in English
trial. Trials (4) and (8) represent switch trials and trial (12) demonstrates that the list has
ended. Thus, this example includes a list of ten pictures with two language switches
(one L1 and one L2).

English b E ~ .E @Q?;; N:S | ] s
1 2 3 . ] 6
S E £ - -
e 11; T JIJ
! ] 9 10 1 b

Figure 2. Experimental list example.

3.6. Procedure

There were six practice lists of pictures followed by 100 identically-structured
experimental lists. Each list first presented either the word “English” inside a blue box
or “Spanish” inside a yellow box for 2000 ms in the center of the computer screen to
establish a common fixation point for all pictures. This allowed participants to be able
to focus on the position and only name pictures throughout the experiment without
having to look in other places of the screen for the target. The words “English” and
“Spanish” also served to reinforce the association between color and language of
production (i.e., blue represented English and yellow indicated Spanish). In any given
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list, the first picture was presented in the same box as the fixation box. This picture
remained on the screen for 2000 ms or until the participant responded. The next picture
(either a switch or nonswitch trial) was shown and the cycle was repeated until the end
of the list, at which time an asterisk (*) was presented for 1000 ms to show that the list
had finished and that another one would begin in 1000 ms.

3.7. Data analyses

Only correct responses were included in the reaction time analyses; correct and
incorrect responses were both included in the accuracy analyses. Accuracy was coded
by the researcher as either correct (if the participant correctly named the target) or
incorrect (if the participant incorrectly named the target or if there was a technical
malfunction). Two ANOVAs were conducted to investigate the effects of L2 age of
acquisition and L2 proficiency on inhibitory control.

4. Effects of L2 Age of Acquisition

Mean scores across the four contexts were computed for each participant. An
ANOVA was conducted using participant means as random factors with age of
acquisition (early or late) as the between-group factor and response language (L1 or L2)
and trial type (nonswitch or switch) as within-group factors.

The descriptive statistics for reaction time, accuracy, and the switching costs
associated for L1 and L2 switches for the two groups tested appear in Table 1.

Table 1
Error Rate (in %) and Reaction Time (RT) and Switching costs (in ms) for Early
and Late Age of Acquisition

Early Age of Acquisition Late Age of Acquisition
L1 L2 L1 L2
RT Acc RT Acc RT Acc RT Acc

Switch 1013 944 931 96.8 957 941 887 964
Nonswitch 935 96.3 877 98.0 882 96.4 832 9738
Switching

cost 78 54 75 55
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4.1. Response latencies

At first glance, the data shown in Table 1 demonstrate similar switching costs
associated for those with early and late age of acquisition. In fact, the ANOVA revealed
a main effect for response language, F(1, 52) = 39.62, MSE = 230507.76, p < .0001.
This suggests that it took more time for participants to name pictures in the L1 than in
the L2 (947 ms and 881 ms, respectively). In this analysis, as in the previous ones,
picture naming was faster in the L2 (in accordance with previous findings). There was
also a main effect reported for trial type, F(1, 52) = 88.37, MSE = 232257.03, p < .0001.
This indicates that participants were slower at naming pictures in switch trials (947 ms)
than in nonswitch trials (881 ms).

There was one interaction from these analyses that is essential to discuss. As
expected, there was a significant interaction for response language and trial type, F(1,
52) = 6.20, MSE = 6181.59, p < .05. This interaction is important because it indicates
that the magnitude of the switching costs is different for L1 and L2 switches. It is very
important to note that this interaction, however, was not dependent upon whether the
participants were exposed to their less dominant language early or late in life. Thus,
unlike the results from the proficiency analyses, the three-way interaction for response
language, trial type, and age of acquisition was not significant, F(1, 52) = .09, MSE =
89.32, p = .77. In other words, bilinguals, regardless of the age at which they began
learning their L2, suffer similar asymmetrical switching costs and thus utilize IC to help
them select the target word for production.

4.2. Error analyses

In the analysis of accuracy, there were two main effects. First, there was a
reported main effect for response language, F(1, 52) = 25.68, MSE = .019, p < .0001.
This suggests that participants were more accurate naming pictures in a particular
language. Mean error percents showed that naming in L1 (95.3%) was less accurate
than in L2 (97.2%). Second, there was an observed main effect for trial type, F(1, 52) =
39.99, MSE = .015, p < .0001. This finding indicates that participants were more
accurate in nonswitch trials (97.1%) than in switch trials (95.4%). The ANOVA revealed
no significant interactions.

5. Effects of L2 Proficiency
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Mean scores across the four contexts were computed for each participant. An
ANOVA was conducted using participant means as random factors with proficiency
(low or high) as the between-group factor and response language (English or Spanish)
and trial type (nonswitch or switch) as within-group factors.

The descriptive statistics for reaction time, accuracy, and switching costs
associated for switching between languages for the two proficiency groups tested appear
in Table 2.

Table 2
Error Rate (in %) and Reaction Time (RT) and Switching costs (in ms) for Low
and High Proficiency

Low Proficiency High Proficiency
L1 L2 L1 L2
RT AccC RT AccC RT AccC RT AcC

Switch 1006 939 917 969 974 947 908 96.3
Nonswitch 913 96.6 867 98.3 913 96.1 849 975
Switching

cost 93 50 61 59

5.1. Response latencies

Table 2 shows that the magnitude of the switching costs for both languages is
similar for the high proficiency group (L1: 61 ms; L2: 59 ms) but the opposite is
observed for those with lower proficiency (L1: 93 ms; L2: 50 ms). In other words, low
proficient bilinguals need more time to switch into their more dominant language.

The ANOVA revealed a main effect for response language, F(1, 52) = 39.62,
MSE = 230507.76, p < .0001. This suggests that naming pictures in one particular
language was slower than the other (L1: 947 ms; L2: 881 ms). In this analysis, as in the
previous ones reported in this dissertation, picture naming was faster in the L2 (in
accordance with previous findings). There was also a main effect reported for trial type,
F(1, 52) = 88.37, MSE = 232257.03, p < .0001. This indicates that participants were
slower at naming pictures on switch trials (947 ms) than on nonswitch trials (881 ms).

Logically, there were two interactions that are important to the response latencies
analyses. First of all, there was a significant interaction for response language and trial
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type, F(1, 52) = 6.20, MSE = 6181.59, p = .016. This interaction is important because it
suggests that the magnitude of the switching costs is different for L1 and L2 switches.

A very important three-way interaction emerged from the speech production of
low and high proficiency groups for response language, trial type, and proficiency, F(1,
52) = 5.29, MSE = 5271.24, p = .025. Unlike the analyses for bilingual type that
suggested that the overall data were similar for all bilinguals, this three-way interaction
indicates that not only are there asymmetrical switching costs for L1 and L2 switch
trials, but that the magnitude of the switching costs are dependent upon the participants’
L2 proficiency. As shown in Table 2, the difference between L1 and L2 switch trials was
43 ms for those with low proficiency and was only 2 ms for those with high proficiency.
Figure 3 illustrates that participants with low proficiency take more of a “hit” when
switching to their more dominant language than those with high proficiency.

Low Proficiency

1050+
950
RT (in ms) O Nonswitch
E3 Switch
8501
7504
High Proficiency
1050+
RT (in ms) O Nonswitch
E Switch

L1 L2

Figure 3. Differences in switching costs by proficiency.

5.2. Error analyses
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In the analysis of accuracy, there were two main effects. First, there was a
reported main effect for response language, F(1, 52) = 25.68, MSE = .019, p < .0001.
This suggests that participants were more accurate naming pictures in a particular
language. Mean error percents showed that overall picture naming in L1 (95.3%) was
less accurate than in L2 (97.2%). Second, there was an observed main effect for trial
type, F(1, 52) = 39.99, MSE = .015, p < .0001. This finding indicates that participants
were most accurate in nonswtich trials. Indeed, mean error percents showed that naming
pictures at nonswitch trials (97.1%) led to fewer errors than at switch trials (95.4%)

6. Discussion

The statistical analyses conducted revealed several interesting results. Recall that
Costa and Santesteban (2004) have suggested that during development in a second
language, bilinguals move away from using IC in their speech production. They
attributed this to either L2 proficiency or the age at which the L2 was acquired. The
present study investigated whether or not these two factors affected the reliance on
inhibitory control in the speech production of bilinguals. The L2 age of acquisition
analyses revealed no significant effects on inhibitory control. This is to say that overall,
participants with early and late ages of acquisition performed similarly. The proficiency
analyses in the present study, however, painted a very different picture. Indeed,
bilinguals with low proficiency in their less dominant language need to inhibit one
language for production of the other. However, as also revealed in Costa and
Santesteban (2004), the high proficiency group in the current study did not show
evidence supporting the claims put forth by the IC Model. Overall, the analyses that
explored the effects of L2 proficiency on inhibitory control have supported Costa and
Santesteban’s claim that with increases in proficiency in the L2, there is a shift away
from inhibitory control to reliance on language-specific selection mechanisms.

The results of the present study align well with Schwieter and Sunderman’s
(submitted) Selection by Proficiency (SbP) Model. As can be seen in Figure 4, this
model of bilingual speech production entertains the notion that inhibitory control is
modulated by L2 proficiency. According to these researchers, in this model, bilinguals
move along a proficiency continuum in a bi-directional manner. Figure 4 illustrates that
with second language use and practice—which in turn leads to increased proficiency—
bilinguals acquire the ability to achieve language selectivity and therefore, can rely on
language-specific selection mechanisms at the conceptual level. Until they can achieve
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this, they will be forced to rely on inhibitory control to suppress any non-target
language words that may be activated at the lexical level.

Proficiency
L2 —>
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
' 4
AW , N

Concept: Cat Language: English

Register: Formal

perro

Figure 4. The Selection by Proficiency Model (Schwieter & Sunderman, 2008;
sumbitted)

Schwieter and Sunderman’s (submitted) SbP Model is a visualization of
lexicalization in bilingual speech production for a less proficient and more proficient
bilingual. The model suggests that when a less proficient bilingual is asked to name a
picture of cat in his second language, several lexical candidates in both languages
receive activation. The words in the non-target language become suppressed so that it is
easy for the bilingual to decide which word in the target language matches the target
concept. The SbP Model argues that this procedure is very distinct for a highly
proficient bilingual. The latter has acquired a skill that allows him/her to specify the
target language from the beginning stages of speech production. When a highly
proficient English-Spanish bilingual is asked to name a picture of a cat in Spanish,
several lexical candidates in both languages receive activation from a preverbal message
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which contains vital higher linguistic information about speech production including but
not limited to: 1) the target language; 2) the linguistic register; and 3) the concept to be
lexicalized. These cues work together to ensure that the target lexical item has a higher
activation level than its competitors. Under this assumption, there is no need for
inhibitory control.

7. Conclusion

The present study examined the extent of inhibitory control during bilingual
speech production. In particular, it explored the effects that certain factors of
bilingualism (L2 age of acquisition and proficiency) have on determining whether or
not these control mechanisms will be relied on (versus reliance on language-specific
selection mechanisms). The statistical procedures revealed no effect for age of
acquisition. This suggests that learning a second language early or late in life does not
appear to impact the control mechanisms that are required to restrict the lexicalization
procedure to one language during bilingual speech production. This was not the same,
however, when analyses were conducted to explore the effects of proficiency. The
results of these analyses revealed striking patterns which were in accordance with Costa
and Santesteban’s (2004) hypothesis: it was suggested that reliance on inhibitory control
is essentially a continuum on which bilinguals move from processes involving
inhibitory control to rely on language-specific selection mechanisms. Essentially, then,
this suggests that with increases in L2 proficiency, bilinguals may acquire a skill that
allows them to establish the language of production and resolve competition at the
conceptual level. Until this skill has been acquired, (i.e., at low proficiencies) the
language of production is established at the lexical level where competition between
languages is also resolved.

The results of the present study articulate the marked differences in the cognitive
mechanisms that underpin bilingual speech production as explained by the SbP Model.
Future studies need to address what particular elements of proficiency (i.e., lexical
robustness, ability to conceptualize in the L2, etc.) lead to the reliance on language-
specific selection mechanisms and avoid having to suppress the irrelevant language.
Future studies also need to address the possibility that is demonstrated in the SbP
Model: highly proficient bilinguals may revert back to inhibitory control. If this is the
case, what contexts or factors dictate such a regression?
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Abstract
The present study attempts to argue for another unique trait of human language and
cognition, that is temporality, in addition to those generally alleged ones such as
recursion, infinity, discreteness, and dislocation. The operation of Merge developed in
Chomsky’s (2000,2004) Minimalist Program for of all biological systems including the
Faculty of Language and cognition in general can be further captured in terms of the
temporality. The Merge employed in the mental world including human language and
cognition is different from the merge in the physical world in that the former is a t
emporal one while the latter is a spatial one. What holds linguistic constructs as well
as other cognitive constructs together are relations temporally sequenced as seen in the
visual persistence in motion picture perception. The study also finds that for a given
linguistic expression the logical thinking order may be reversed to the temporality of
the utterances.
Keywords: Temporality, Physical Merge, Mental Merge, Spatial Relation, Temporal

Relation .

1. Introduction

Rrecursion, infinity, dislocation, discreteness, and morphological inflection are the

unique properties of human language. Of all the properties, recursion has been
theoretically and empirically claimed or proven to be the most essential one in human
language, distinguishing the cognitive difference between humans and other animals
(Fitch & Hauser, 2004). However, in addition to this recursive property, there is another
essential property of human language that has been overlooked. i.e. temporality of
human cognition and language. In Chomsky (2000, 2004, 2006), Merge was claimed to
be a property shared among biological systems and the “last straw” in the course
of evolution from non-language to language as the result of mutation. The present study
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attempts to argue that it is temporal Merge that makes “things termed as mental”
different from “things termed as physical” and human language different from other
physical and biological systems.

2. Physical Merge

Merge is an operation which combines two elements, o and (3 into a bigger element as
formally represented in the following:
1) Y
T
o p

Suppose that we have two entities in the physical world: H for a, O for p.
When H and O are merged together at the level of atoms,we will have a bigger
entity HO at the level of molecule:

2 HO
/\
H @)
Space: S; S

In this representation, three properties are worth mentioning: (A) at the level of
atoms, H and O are two discrete physical entities located in two distinct spaces;
(B) there is a “spatial vacuum” between H and O; (C) there is a relation (called
electron-magnetism) holding between H and O at the level of molecule. Thus,the
being of HO contains two physical objects and a relation R. The two objects H
and O are synchronized, that is to say, they exist at the same point of time. HO
cannot be what it is if the H involved disappears the moment O appears. Let us
call this physical event “synchronic merge”. What synchronical merge does is to
combine two entities at a given level along two paralleled time axes (T1 and T2)
into a diachronic construct at a given higher level asshown below, where the dots
sequencing a time course measured with certain time units:

3) T1 ... Hoo

> (the same point of time)

In the physical world, merge is synchronic and there is a spatial relation holding
the merged elements together. The sun and the earth hold a relation called gravity;
an electron and an atom hold an R called electro-magnetism. The sun, the earth, the
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atoms and the electrons are all physical entities, but the relations of gravity and
magnetism are not entities on their own but a relation between two entities on two
spaces at the same point of time. At a cross road, a passing train at 5:30 cannot form a
clashing relation with a passing car at 5:31. Relations in physical world are epi-pheno-
menon and only real in the sense that the two objects involved are available in
two different spaces but at the same point of time.

3. Mental Merge

Now, let us see what merge is like in the mental world. We may first recall
the familiar cognitive activity of rhyming as we feel between star and are in
“twinkle, twinkle, little star; how | wonder what you are”. When we line them
up in a time axis, we may have the representation in (4), where Ty stands for
different point of time:

(4) twinkle twinkle little star how I wonder what you are

Given the acoustic (neurological) property of words in human language, in this
representation there are ten acoustic events, each having an onset time and an
ending point, temporally allocated along the time axis. The mental consciousness
of rhyming takes place between the vowel in the acoustic event of star and the
vowel of the acoustic event of are, and the consciousness is one of a temporal
(rather than spatial) relation between two sequenced physical events, for which
we cannot find anything as real as anything on this time axis. Suppose we are
to develop a merging rule for the rhyming between star and are, it may look
like the following:
® s
star are

In (5), the occurrence of star temporally proceeds the occurrence of are.
The neurological event for start was already completed at the onset time of the
acoustic (neurological) event of are. The consciousness of rhyming is about the
vowel identify of [a], and it takes place up to the point when are is perceived.
This mental merge as shown in rhyming is substantially different from the physi-
cal merge in (2), the former being temporal (or diachronic) whereas the latter
spatial (or synchronic). But they both hold a relation: temporal relation for tem-
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poral merge; spatial relation for spatial merge. The rhyming described above is
reminiscent of our senses of motion in visual persistence.

Motion is not real by itself, but only real at the time when we conceptualize
the relations among two visual images in a sequence of 26 real static pictures per a
second. Motion is just a relation holding between two temporal adjacent visual
images in a temporal sequence.

In summary, mental merge is like physical merge in that in both cases the
two elements involved in one instance of merge contain a relation between the
merged elements but unlike physical merge in that it combines two temporally
discrete physical entities or events (or entities in action) whereas physical merge
combines two spatially discrete objects.

4. Syntactic Merge

As a formal representation, the syntactic merge Chomsky proposed for human
language is no different from the general merge in (1). What a syntactic merge
does is the merging of two lexical items instead of two physical objects.

(6) VP
/\

V(likes) NP(her)

The elements involved in this syntactic merge are two sets of features: likes rep-
resents the set of features including likes; V; Singular, Present-Tense; two-place
Predicate; lexical meaning.....}; her represents the set of features including her;
accusative Case; N; argument, lexical meaning...}. At the physical (acoustic and
neurological) level, we perceive two acoustic events: /laiks/ during the time span
from its onset to its end, and her during the time span from its onset to its
end, including the acoustic marker for singularity and present-tense, the morpho-
logical verb category on the verb /laiks/ and the acoustic shape for accusative
case, the pronominal category on the pronoun her. These acoustic or neurologi-
cal events are physical by nature, just like the two physical entities in (1) and
the two vowel sounds in (2). The rest including what the label VP stands for
and the lexical meanings are all artifacts perceived by the Faculty of Language.
They are nothing but relations: the relation between likes and her, which is

- 46 -



expressed as argument-grid in linguistic terms just like the electro-magnetism
relation between H and O is expressed at the level of molecule as the HO in
physics, and the perception of vowel identity between star and are as rhyming
in phonetics. Thus, language is a kind of feeling, and meaning is the feeling of
a relation between two neurological events. Then the question is where and
when we encounter the VP in (6)? There are two logical possibilities: one is to
align two time axes as shown in (7), and the other is to allocate everything
along just one time axis as shown in (8):

(7) Tl oo VP
T2: likes------------------- ---her
(8) likes ---------mmmmmmmmeeeen her-—--VP

(7) might mean that one neural population is working along time axis T2
processing the sounds of likes and her in sequence and another neural popula-
tion is working along time axis T2 until it conceptualizes a VP as the result of
the merging of likes and her at T1. This is the familiar parallel processing. Thus,
there will be as many time axes and corresponding working neural populations
as the number of merging as exemplified in (9):

(9) T1: === e IP
T2: —mmmmmmm e NP---mmmmmmm oo VP
T3:/the/------------=mm - /boy/-----/likes/---------------- /herl

As a possible neural realization of this formal representation, we expect that
there are three neural populations working at three different time axes.When boy
is uttered after the at T3, an NP is formed at T2, and when her is uttered after
likes at T3, VP is formed at T2 following NP, and at the same time at T3, the
sentence (IP) is formed.

When (9) is arranged on just one time axis, we have (10):

(10) [[[The boy] NP [likes her ] VP ] IP

Notice that there is a time interval for the syntactic constructs NP, VP and IP,
and these syntactic constructs do play an indispensable role in processing the
sentence, and must be attributable to the working mechanism of the human brain.
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This process is very much like the visual persistence of the motion perceived in
a sequence of static pictures:
(11) motionl motion2 motion3 motion4
— L — 11—
T. Picl------Pic2 Pic3 Pic4-------- Pic5
Again, we see the NP in (9) is the merging result containing two temporal

acoustic events and a relation holding between them just as motionl is the result
of the temporal merging of Picl and Pic2 with a relation holding between them.

NP, VP, motions are not real by themselves.

The relation holding an atom and an electron is called electron-magnetism
in physics, the relation holding the sun and the earth together is called gravity,
and the relation holding the and boy to maintain an NP structure is called Spec-
head relation in English, the relation holding likes and her together and that hold
ing NP and VP is called theta-grid.

There are generally two types of relations in language: substantive relation and
formal relation, and they are not real by themselves and temporal and binary by
nature, i.e. a relation holding between two physical events on one time axis. The
temporal relations in (10) belong to the first category. The agreement features of
[Singular, 3@ Person] on John and those on likes in (11) is an example of the
category of formal relations in language:

(12)  John(singular, 3rd Peron] l1KES[singular, 3rd person] NET.

The perception of the agreement features on John temporally precedes the
perception of those on likes. Like we feel a motion between Pic 1 to Pic 2 in
visual perception, and we feel the rhyming between two vowels, and we feel a
semantic relation between likes and her, we feel an agreement relation between
John and likes.

What about lexical meaning? Generally speaking, there are two different ap-
proaches to meanings. One is the externalistic approach represented in Fregean
Semantics, which defines the meaning of a word in terms of a public reference
to the object external to the human mind/brain. The other is the internalistic ap-
proach represented in Chomsky, which claims meaning is inside the head of an
individual. But as for how meaning is individualized and internalized in one’s
head has not been scrutinized in Chomsky.

For a possible answer to this question, we refer to Edelman’s (1999:20-
27,46) theory of vision. In Edelman (1999), the object in vision is set of features or
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predicates, which means we identify an object by evaluating the set of its attri-
butes or predicates, following what Watanabe called the Theorem of Ugly Duckling.
We may assume that there are no arguments (nouns) free from predicates (verbs
and adjectives), and there are no predicates free from arguments. The relations
holding between arguments and predicates together are temporal and binary
as in other cognitive domains such as the visual perception of picture motions and
rhyming, and can be formally expressed in terms of “mutual inclusion” as suggested
in Ning (2002-a, 2002-b) as stated in the following:

(13) o and B can merge iff a is a member of set B and B is a member of

set a.

The intuitive idea of this formula is that (a) an argument lexical item like
dog is a set of properties that can be expressed in predicate verbs or adjectives
such as run, bite, hairy, black, etc. , and run is a property shared by a set of
minimal expressions such as dog, tiger, John, etc.. Given that dog is a member
of the set RUN {dog, tiger, John,...... } and run is a member of the set DOG
{run, bite, hairy, black,...}, there is a mutual inclusion relation holding between
them, and they can merge together. This simply means that dog is not a word
until run, bite, hairy, black are available as its correlates and run is not a word
until dog, tiger, John are available to associate with it.Lexical items do not exist
in isolation but in certain relation with others.Relations are not as real as its co-
rrelates and are perceivable like the motion between two static pictures presented
along the same time axis and the rhyming between two acoustic events along
the same time course.

The meanings (substantial and grammatical) in language are diachronic relations.
In doing so, we not only capture the difference between biological systems and non-
biological systems but also suggest a clue for the evolution from other biological
systems to human cognition including human language: the emergence
of human language may be a “great leap” from the non-symbolic physical events.
The temporal merge between two symbolic physical events marks the beginning of
the human language as the result of mutation in an individual. Certainly, we know
little about how a temporal merge is realized in physiological, neurological terms,
even less about how it is attributed to genetics.
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5. Anti-temporality: the ordering of thinking and linguistic utterance

Linguistic expressions are uttered in a temporal sequence but thinking seems to
suggest otherwise. Let us consider the processing of the following sentence.

(12) Does the young middle school master live in Boston area.

If the sentence is in the modality of production, at the level of phonetic repre-
sentation, the sequential ordering is that the word does with the grammatical fea-
ture of Singular/Third Person occurs at T1, but the word master with grammati-
cal features of Singular/Third Person at T2, maybe one minute later than T1.
However, the logical thinking order is that the consciousness of the grammatical
feature on the word master should be available ahead of that on does, given the
decision making in using does rather than do depends on the previous presence
of master, which means the speaker must know the Singularity/Third Person of
master before he decided to use does. Then this mental order of thinking or the
mental establishment of the agreement relation shows a temporal sequence rever-
sed to (12), as shown in (13):

(13) the young middle school master ..does .....

When we put the temporal sequence of the physical events in (12) and temporal
sequence of the mental events in (13), we will witness a mysterious event:
(12) Does the young middle school master live in Boston area.

N T2------
(13) the young middle school master does
L et T2-------

This would suggest that we cannot synchronize the physical events and the
mental events together. It seems that we do not speak while thinking nor think
while speaking. The only alternative possibility is that we think before speaking.

If this is the case, we should naturally expect before the utterance of (12),
(13) takes place as shown below:

(14) [the young middle school mater does] [does the young middle school master

live in Boston area.]
Then the question is what are those in italic inside the bracket are? Certainly,
they are not the words in the second bracket. Maybe they are pure concepts, i.e.
concepts without phonetic forms. But the concepts about the formal agreement
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between the subject school master and the verb does can not be shaped before
their physical realization takes place. More examples showing this mystery are

given below:
(15)In his works on the biological foundation of language, Lenneberg proposes...
I e T3-------

The physical presentation order is his appears before Lenneberg, but the mental
thinking order, if any, should be that Lenneberg appears before his since we can
not decide to use his rather than her before Lenneberg is processed in our mind.
Consider the following Russian case of grammatical agreement:
(16) nasha luojina (Russian)
Our motherland
(singular, feminine) (singular, famine)
Again, the formal features of singularity and famine on the adjective physically
appears before those on the head noun, but the mental order should be just the
opposite. The concept of motherland in Russian must appear before the adjective.
What is presented below is an example showing the semantic selection between
a classifier and the noun it is associated with.
(17) yi  pi ma (Chinese)
One CL horse
In this NP in Mandarin Chinese, the classifier pi physically appears before the
head noun ma (horse), but the choice of the classifier pi should be made upon
a previously available noun like ma (horse) rather than niu (ox), laohu (tiger),
which require different classifiers.

All the examples show cited above indicate that the thinking order may be
the reversed temporal sequencing of their corresponding utterances. Suppose we
account for this mystery in terms of the familiar parallel processing, that is to
say, for a given linguistic expression,thinking takes place in one neuro-population
along one time axis while uttering takes place in another neuro-population along

another time axis in a parallel fashion. This leads to an even tougher problem
rather any solutions:Does bare thinking make any sense? How linguistic thinking
is possible without linguistic expressions? Does bare linguistic expression make
sense? How linguistic expressions are possible void of meaning?
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Abstract

The present paper is part of a large research programme investigating the nature and properties
of the predicate logic inherent in natural language. The general hypothesis is that natural
speakers start off with a basic-natural logic, based on natural cognitive functions, including the
basic-natural way of dealing with plural objects. As culture spreads, functional pressure leads to
greater generalization and mathematical correctness, yielding ever more refined systems until
the apogee of standard modern predicate logic. Four systems of predicate calculus are
considered: Basic-Natural Predicate Calculus (BNPC), Aritsotelian-Abelardian Predicate
Calculus (AAPC), Aritsotelian-Boethian Predicate Calculus (ABPC), also known as the classic
Square of Opposition, and Standard Modern Predicate Calculus (SMPC). (ABPC is logically
faulty owing to its Undue Existential Import (UEI), but that fault is repaired by the addition of a
presuppositional component to the logic.) All four systems are checked against seven natural
logical intuitions. It appears that BNPC scores best (five out of seven), followed by ABPC
(three out of seven). AAPC and SMPC finish ex aequo with two out of seven.

1. The programme

This tentative and exploratory paper is about a topic that has not been broached in
the literature so far: the empirical adequacy of a logical system of predicate calculus. By
this is meant the question of how well a logical system corresponds with natural
speakers’ intuitions about logical relations between and truth conditions for (proposi-

tions in) sentences. This is the methodological rationale of the research programme:

Progress in science is contingent upon taking the data seriously.

In the cognitive sciences, the data is experiential intuitions. In the semantics of

natural language, data consists of logico-semantic experiential intuitions.

It has been known for the last one hundred years, but one may also say for the last

two thousand years, that accepted logical systems violate natural intuitions.

This fact has not been taken seriously by logicians, whose perspective has always

been metaphysical and/or mathematical, and not cognitively empirical.
Pragmatics has served as palliative therapy.

To understand the semantics of natural language it is necessary to investigate the

possibility of reconstructing NATURAL HUMAN LOGIC.
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2. What is logic? What is natural logic?

Logic is the formal study of consistency within a text (where consistency” is taken
in the sense of possible simultaneous truth). Therefore, logic is essential in the study of
semantics: when we convey information, tell a story, issue an order or ask a question,
we need to be consistent. Logic is formal by definition—that is, any logic is a calculus
which, when followed, guarantees consistency. For most forms of consistency, however,
no calculus is available. Thus, we know that (1a) is inconsistent with (1b), but there is
no logical calculus that proves it:!

(1) a. John speaks French.
b. John died two years ago.

By contrast, (2a) is also inconsistent with (2b), but now we have a logic to prove it,
as predicate logic tells us that (2b) entails the existence of at least one speaker of French,
while (2a) blocks any such entailment:

(2) a. Nobody speaks French.
b. Some speakers of French live in London.

For natural intuition, the following two are also inconsistent:

3) a. Nobody speaks French.
b. All speakers of French live in London.

But in standard modern predicate calculus (SMPC) (3a) and (3b) are taken to be
consistent, because, in this logic, (3b) counts as true when there are no speakers of
French.

The general hypothesis is that natural speakers start off with a basic-natural logic,
based on natural cognitive functions, including the basic-natural way of dealing with
plural objects. As culture spreads, stricter thinking, resulting from functional pressure,
leads to better generalization and greater mathematical correctness, yielding ever more
refined systems until the apogee of standard modern predicate logic. Individuals and
societies are thus taken to be able to ‘bootstrap’ themselves up to higher levels of
intellectual schievement.2

The Gricean maxims are meant to prevent this and similar clashes between intuitions
and “official” logic, but their explanatory power turns out to be insufficient. Consider,
for example, the following two sentences:

(4)a.  John could’t go forward or backward.
b. John could’t go forward and backward.

I One might think of a formal machinery computing entailments from lexical
meanings—an implementation of the programme of “meaning postulates” as
proposed in Carnap (1956). But no such machinery has as yet been made available.
Even then, however, as argued in Seuren (in press, section 2.3.1), there still is the
question of the overarching general logic to which the machinery of meaning
postulates is subservient.

2 See Seuren 2006, in press Chapter 3. Similar processes have been observed for
numeracy, reading and geometrical competence (Dehaene 1997, Dehaene 2005;
Dehaene et al. 2006; Pica et al. 2004).
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Sentence (4a) is immediately understood as ‘John couldn’t go forward and he
couldn’t go backward’. Yet (4b), with and instead of or, is not immediately understood
as ‘John couldn’t go forward or he couldn’t go backward’: one needs a considerable
amount of sophisticated thinking to convince oneself that (4b) is equivalent with ‘John
couldn’t go forward or he couldn’t go backward’. This is remarkable, because, on the
assumption that natural logic equals standard logic, standard propositional logic predicts
that the same processing procedure should hold for the two, both being instances of De
Morgan’s laws of conversion between conjunction and disjunction. The Gricean
maxims, however, have no bearing at all on such cases.

Given the (now more and more acknowledged) inability of the Gricean maxims to
bridge the gap between standard logic and natural intuitions, we try a different
approach: we say that natural language has its own logic, which differs from standard
logic. To see how this can work, we must first see what defines a logic.

3. What defines a logic?

Aristotle (384-322 BCE) discovered that a formal theory of textual consistency

crucially depends on a handful of words, called OPERATORS or CONSTANTS. For him—
as for us—these words are ALL, SOME, NOT, AND, OR, IF (also MAY, MUST, and a few
more, but we leave these out of account here). Logical formulae thus consist of
operators and variables, the Itter ranging over propositions (propositional logic) or over
predicates (predicate logic). In any logic, the operators are defined as regards the
conditions under which they produce truth (their satisfaction conditions). Standard logic
uses satisfaction conditions that mirror standard set-theoretic operations.
The empirical question now is: how are the operators (or rather, the words that
correspond to them) defined in natural language—assuming that individual languages
do not differ in this respect? If we can define the natural-language logical operators in
an empirically valid way, and if these definitions form a sound system of logic, we have
the natural logic of language and cognition, which is likely to differ in important ways
from standard logic. Logic thus becomes a matter of lexical semantics.

4 Four predicate logics

Predicate logic is the theory of (universal and existential) quantification. Given the
three quantifiers ALL, SOME and NO, and the negation NOT, either over the whole
sentence/proposition (external negation) or over the predicate (internal negation), we
distinguish the following twelve basic sentence types (without vacuous repetitions of
negations; the variables “F” and “G” stand for predicates):

A ALLFisG SA  NOT[ALLF is G]

| SOME F is G | NOT [SOME F is G]

N NOFisG N NOT[NOFis G]

A* ALLF is NOT-G SA*  NOT[ALL F is NOT-G]

I¥* SOME F is NOT-G ¥ NOT [SOME F is NOT-G]
N* NO Fis NOT-G “N*  NOT [NO F is not-G]

In those logics where NOT-SOME = NO, the number is reduced to the following eight:
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A ALLFisG =A NOT[ALLF is G]

I SOMEFisG Al NO (=NOT-SOME) Fis G
A* ALLF is not-G aA*  NOT [ALL F is NOT-G]
I* SOME F is NOT-G Al*  NO (= NOT-SOME) F is NOT-G

This ‘language’ will do for the present purpose. But what do the words ALL, SOME,
NO and NOT mean? Simplifyingly, we take NOT to be the standard truth-value toggle in
all four logics considered. As regards ALL, SOME and NO, they are defined in SMPC as
follows (“[P]]” stands for the extemsion of the predicate P; “<a,b>“ stands for the
ordered pair ‘a followed by b’):

(5) Standard Modern Predicate Calculus SMPC:

[ALLDI = { <OFD.IGI> | [FD < [GT }
(the extension of the predicate ALL consists of the set of all pairs [[F]] and [[G]]
such that [[F]] is included in or equals [[G]])

[soME] = {<[FI,IGT> | [FI N [G # @ }
(the extension of the predicate SOME consists of the set of all pairs [[F]] and
[[G]] such that the intersection of [[F]] and [G]] is nonnull)

[NOT = { <[FI.IGI> I [FI N [GCl =9 }
(the extension of the predicate NO consists of the set of all pairs [F]] and [[G]]
such that the intersection of [[F]] and [[G]] is null)

(One notes that, under these definitions, NO F is G is simply the negation of SOME F
is G.)

The relation with standard set theory is obvious. SOME simply requires nonnullness
of the intersection of [[F]] and [G]], whereas ALL requires inclusion (in the standard
sense) of [[F]] in [[G]]. For the rest, truth is determined by the laws and theorems of
standard set theory. Thus, in SMPC, ALL F is G is trivially true when [[F]] is null ([[F]] =
@), because in standard set theory the null set (@) is a subset of any set. And SOME F is
G is trivially true when both [[F]] and [[G]] are nonnull and [[F]] © [[G]] # 9, because
when these conditions are met, their intersection is nonnull.

It is well-known, however, that natural intuition does not support such truth
judgements. For example, ALL F is G is false for natural intuition when there are no Fs
and SOME F is G is likewise considered false when either [[F]] < [[G]] (so that ALL F is
G is true), but true when [[G]] — [[F]]. Aristotle, followed by Abelard (1079-1142),
respected the former intuition but not the latter. Their logic, AAPC, is a perfectly sound
alternative to SMPC, from which it differs only in that, in the absence of any Fs, ALL F
is G is considered false in the former but true in the latter. In AAPC, ALL is
characterised by the following definition, while SOME and NO are as in (5):

(6) Aristotelian-Abelardian predicate calculus (AAPC):

[ALL] = { <[FI.0GI> | [FI1#© and [[F] < [G] }
(the extension of the predicate ALL consists of the set of all pairs [F]] and [G]]
such that [[F]] is nonnull and [F]] is included in or equals [G]])
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[somME] = {<[FI.0GI> [[FI N [G #9 }
(the extension of the predicate SOME consists of the set of all pairs [[F]] and
[[G]] such that the intersection of [[F]] and [G]] is nonnull)

[NOJ = { <[FILIGI> | IFI N [CI =9 }
(the extension of the predicate NO consists of the set of all pairs [[F]] and [[G]]
such that the intersection of [[F]] and [[G]] is null)

(Again, NO F is G is simply the negation of SOME F is G.)

This formulation differs from (5) only in that there is the extra requirement for the
truth of A (ALL F is G) that [[F]] be nonnull. The logic resulting from (6) we call
Aristotelian-Abelardian predicate calculus or AAPC.

But this fails to do justice to the other intuition that | (SOME F is G) is considered
false when either [[F]] < [[G]] or [F]] = [G]], but true when [[G]] < [F] ([G] being
nonnull). Our intuition tells us that SOME is to be read as ‘some but not all’. To account
for both intuitions, we define ALL, SOME and NO as follows:

(7) Basic-Natural Predicate Calculus (BNPC):

[ALL] = { <[FILIGI> | [F1#© and [F] = [G] }
(the extension of the predicate ALL consists of the set of all pairs [[F]] and [[G]]
such that [[F]] is nonnull and [[F]] is included in or equals [G]])

[somME]|= {<[[FIL.IGI> | IF1l » [G]l # @ and [[F]] ~ [G]] = [IF] }
(the extension of the predicate SOME consists of the set of all pairs [[F]] and
[G]] such that the intersection of [[F]] and [[G]] is nonnull and is properly
included in [[F]))

[NoT = { <[FI.IGI> | [FI1 ~ [GI=9 }
(the extension of the predicate NO consists of the set of all pairs [[F]] and [[G]]
such that the intersection of [[F]] and [[G]] is null)(Now, NO F is G is not the
negation of SOME F is G because NO F is G and SOME F is G are both false in
cases where ALL F is G is true.)

This formulation differs from (6) only in that ALL requires proper inclusion of [[F]] in
[G]] and that | (SOME F is G) requires for truth not only that the intersection of [[F]] and
[G]] be nonnull but also that this intersection be properly included in [[F]]. The logic
resulting from (7) we call Basic-Natural Predicate Calculus or BNPC.3

There is a fourth predicate logic, the famous SQUARE OF OPPOSITION, often falsely
attributed to Aristotle (whose system of predicate logic is AAPC as been defined above).
The SQUARE is the product of Aristotle’s commentators Apuleius (+£125-180),
Ammonius (£440-520) and Boethius (+480-524), who meant to streamline Aristotle’s
original system AAPC, thereby unwittingly introducing the logical error of undue
existential import (UEI). In the Square, the definitions of ALL, SOME and NO are as in
(6), but the commentators added the theorem of the so-called Conversions, which holds

3 BNPC is essentially the same as the predicate logic developed by the Edinburgh
philosopher Sir William Hamilton (1788-1856), if one forgets about Hamilton’s
insistence on ‘quantification of the predicate’, which is not discussed in the present
paper (see Seuren, in press, section 3.4.2).
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in SMPC but not in AAPC and even less in BNPC. The Conversions are defined as
follows:

(8) A="l* and =A*

That 1s, ALL and SOME are interchangeable provided an external and an internal
negation are added. In current terminology it is said that ALL and SOME are duals in the
systems concerned.

The Conversions do not follow from the semantic definitions of the quantifiers given
in (6) but were added as independent elements, which is why they have led to the logical
error of UEIL: a sound logic is defined exclusively by the semantics of its operators
(constants); any further additions may make a logic unsound. In the case of the Square,
the logical defect of UEI is not too serious, as it can be eliminated by the addition of a
presuppositional component to the logic, which then contains the Square as a proper
subpart (see Seuren 1988; Seuren, in press Chapter 10).

Apart from the Square, which suffers from the logical defect of UEI, the other three
systems are logically sound. The soundness of SMPC cannot be at issue. AAPC is as
sound as SMPC.4 BNPC as defined in (7) suffers from UEI only when situations where
[FT = O are left out of account (as they should be in a fully natural logic). But when
situations where [[F]] = @ are taken into account, BNPC is again sound (see Seuren, in
press, Chapter 3). BNPC suffers from the functional but nonlogical disadvantage that |-
type sentences are like A-type and N-type sentences in that their truth cannot be
established until the whole universe of objects U has been checked—a limitation that is
crippling when U is infinite. In the case of A-type and N-type sentences, at least their
falsity is established when a counterexanple is found, but I-type sentences are in
principle unascertainable in an infinite U. This disadvantage, however, is not of a
logical but only of a practical nature.

5 Intuitions tested

These four systems are now set off against the following seven natural logical

intuitions (“ |- or “entails”, here: “is felt to entail”’; likewise for “= “ or “is equivalent”,
here: “is felt to be equivalent”):

1. SOMEFis G |- NOTJ[ALL Fis G] 1= -A

2. SOME F is G = SOME F is NOT-G I=I*

3. SOMEFisG=SOMEGisF =1

4. ALLFisG |- SOMEGisF AR

5. ALLFis G |- SOME G is NOT-F AR I

6. NOFISNOT-G=ALLFISG N*= A

7. NOT-ALL Fis G=SOMEFisG=SOME FISNOT-G =A=I1=1I*

The combination of 3 and 4 amounts to the positive subaltern entailment from ALL F
is G to SOME F is G, found in AAPC and the ABPC (the Square) but not in BNPC or

4 The soundness of, in particular, AAPC may give standard logicians pause to think
(see Seuren, in press, Chapter 3).
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SMPC. (The positive subaltern entailment schema is not fully or basically natural but is
defensible on further reflection.) The four systems score as follows:

BNPC 1,2, 4,5, (6)
AAPC 3, 4,

ABPC 3,4,6

SMPC 3,6

BNPC scores best: it misses out only on the intuitions 3 and 7. AAPC and the ABPC
successfully account for the intuitions 3 and 4. In both systems SOME is symmetrical
(SOME F is G=SOME G is F) and ALL F is G |- SOME G is F, because when [[F]]
[G] and [F]] # 9, [[FT » [G]# ©. ABPC has the extra advantage of accounting for
intuition 6, since in that system NO F IS NOT-G and ALL F IS G are equivalent in virtue
of the Conversions. Standard modern predicate calculus (SMPC) accounts for the
intuitions 3 (SOME is symmetrical) and 6 (NO F IS NOT-G = ALL F IS G in virtue of the
Conversions).

None of the systems is able to account for intuition 7. ABPC and SMPC come
closest in that there NOT [ALL F is G] = SOME F is NOT-G, but SOME F is G and SOME
F is NOT-G are not equivalent in these systems. In BNPC, when NOT [ALL F is G] is
true, then either SOME F is G (=SOME F is NOT-G) or NO F is G is true, but the latter
possibility is so counterintuitive as to be semantically abhorrent. In AAPC, SOME F is
NOT-G |- NOT [ALL F is G] but not vice versa, because when [[F]] = @, NOT [ALL F is
G] is true but SOME F is NOT-G is false.

The explanation proposed falls back on topic-comment structure (information
structure). We formalise topic-comment structure as an underlying cleft structure where
all has comment status. It is assumed that the default analysis of a sentence like Ben
didn’t eat all of his meal, is ‘what Ben ate of his meal was not all’, entailing
presuppositionally that Ben ate some of his meal and thus excluding the case that he ate
nothing. Thus read, the sentence PRESUPPOSES that Ben ate some of his meal and
ASSERTS that he did not eat all of it. Similarly for (9a), which, if analysed as (9b),
excludes the case that there are no green flags:

(9)a. Not all flags are green.
b. ‘the flags that are green are not all (flags)’

Thus, to the extent that NOT-ALL denies the comment ALL, the intuitive equivalence
of SOME F is (NOT-)G with NOT-ALL F is G is explained by topic-comment structure.

It seems that we have to conclude that the totality of natural logical intuitions held by
logically naive humans does not fit into a single logical system. In order to account for
all the intuitions, a distinction will have to be made between a basic-natural and a
strict-natural system of predicate logic.

> The equivalence expressed in Intuition 6 follows from BNPC only when situations
where [[F]] = O are left out of account, as they are by those who operate with BNPC
as ‘their’ predicate logic.
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Abstract
The mental representation of an utterance emerges piecemeal and dependent on the flow of
incoming information. This urges the conceptualizer to arrange the message according to the
linear order requested by the syntactic formulator. This would argue for a language specific
form of the message. Most evidence, however, stem from analyses that tested the processing
for a single processing level and separately from what happened on the corresponding input-
and output levels.
Speakers of Chinese, German and Polish produced Yes/No-questions, which are coded
differently in the three languages. Using a two choice Go-NoGo Paradigm with LRP
measures, we tested the chronological correspondence of conceptualization and the syntactic
coding processes. The results are at variance with the first-in-first-out model.
Keywords: Semantic representation, Linguistic relativity, German, Polish, Chinese,
Utterance production.

Theoretical background

Utterance production and comprehension run fast and almost without any trouble.
This is highly remarkable, given the considerable bulk of phonetic, morphological,
syntactic features to be processed within milliseconds. The widely accepted explanation
claims a model with multiple subsystems working in parallel and on-line; cf. Levelt
(1989), Dietrich (1999), Levelt et al. (1999), Guhe (2007), Kamide, Altmann &
Haywood (2003). The system is assumed to have a hierarchical architecture with the
information circulating basically bottom up while comprehending and top down while
producing an utterance. As soon as a suitable bite of information is treated by a
subsystem it is handed over to the next one for further processing. The size and the
content of an acceptable bite are determined by the receiving system’s input constraints.
For a highly simplified model of the entire mechanisms, see fig. 1.
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Task: Describe

Mental modet the car accident

What happened ?

?77?
Macroplanning
Interpret,
Select information and update
?:gg‘"]r':t:f”};ot'”:a”' Activate relevant
Vop) o Microplanning world knowledge -
Referential
Temporal reference, understanding
Reference to place, Reference to time,
objects etc. Intention and place, objects, etc
propositional content Propositional
understanding
Mental
lexicon Mental

Syntactic coding 3
Syntactic parsing lexicon

Phonological coding
Lexical access

Articulation

Fig. 1: Systems and subsystems of language production and comprehension

What does this tell about the interaction of language and cognition? For most of
us, it may not come as a big surprise that the child’s laborious struggling with language
acquisition drills his/her conceptualizer in serving its thoughts to the computational
system in palatable bites, at least as far as the content of the message is concerned.

Does this, however, also apply to the form of the message? How far down the
production line does the conceptualizer peer forward? How much syntactic information
does it prearrange and, by this, ease the formulator’s task? And, given, that this is a
justifiable question, how can it be investigated?

Languages differ widely in word order, as we all know, and yes/no- questions
lend themselves as a suitable area for testing the readiness of the conceptualizer in
serving the computational system. In Chinese, for instance, a yes/no-question is
typically expressed by the Q-particle ma or an A-non A lexical item. Its position is
sentence final, after the very end of the syntactic form of the rest of the sentence; cf.
Gasde (2004: 299 and 302):

1 : L ‘
@ Ni kan dianying bu-kan?
you watch movie  not-watch

2)  “Will vou watch the movie?’
N1 ba shu nazou-le ma?

you BA book take away-ASP QP
‘Have you taken away the book?
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German is different in this point. The yes/no-question is expressed by putting the
finite verb into the sentence initial position and, hence, opposed to the word order of
Chinese. This raises the question whether and how the conceptualizer may attune to
word order differences. Does it anticipate the word order of the sentence to be coded
syntactically? If so, can we predict that — in German — the illocutionary force of an
utterance is conceptualized ahead of the propositional content while in Chinese it is
planned only after delivery of the proposition?

3) Ist das rechte Auto rot? (Is the car on the right red?)

How can we find out? Utterance production is a cognitive activity and cognitive
processing takes time. The dynamics of utterance production, in particular, bears strong
resemblance to a standard assembly belt procedure. The utterance emerges piecemeal.
As soon as the conceptualizer has produced a fragment that possesses enough
information for being coded syntactically, the computational system starts working.
Lexical material is activated and the syntactic structure is fabricated on-line according
the lexical features and the syntactical constraints of the respective language.

Hypotheses

If humans are equipped with a cooperative preverbal system we should expect that,
as a result of language acquisition, it will have adapted to the syntactic peculiarity of the
speaker’s language.

H1: The Chinese conceptualizer will, accordingly, anticipate the dynamics of the
computational system and provide the syntactic coding first with the propositional
content and only after this with the illocutionary information “yes/no-question”. The
German speaker, on the other hand, will have set up a conceptualizer that delivers the
concept “yes/no-question” first followed by the rest of the message, i.e. the
propositional content (see figures 2 and 3, respectively).

Mandarin Chinese [The telephone] is [red ] ma?

Conceptualizer Unit 1 Unit 2

Unitl vy Unit 2

Syntactic encoding

Fig. 2: Semantic-syntactic interface of the Mandarin Chinese production system.
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German ?Is [the telephone] [red]

Conceptualizer Unit 1 Unit 2

. . nit1 | Unit2
Syntactic encoding

Fig. 3: Semantic-syntactic interface of the German production system

HO: If, however, we are genetically provided with a more rigid cognitive system it
might not be so flexible as to adapt to the word order constraints of the input language
as a result of language acquisition. It may have developed a universal standard pattern
for the yes/no message and leave the whole bunch of ordering to the syntactic
component. How can we find out about what is the case? How can the conceptual
system’s processing be observed on-line?

Experiment 1

We used the LRP Go/NoGo paradigm (with a two choice match-mismatch
decision task. For the experimental setups for GO-trials and NoGo-trials, see fig. 4 and
5, respectively. For a brief sketch of the LRP-method, see Rugg & Coles (1997: 97-
100); amore thorough presentation is Sommer, Ulrich & Leuthold (1996).

Symbolic Target:
reference: Inter- Obj. red
Fixation cross  Obj. blue stimulus and Push ,colour Intertrial
and behind interval behind button™ and interval
the bar the bar disconfirm
A
+ — + ép
500 ms 1000 ms 500 ms 2000 ms 2500 ms 2000 ms
time v Stimulus onset

[
»

Fig. 4. Experimental set up for Go-Trials. The correct response to this target
picture was (1) press the “colour button” and (2) say: The telephone is red.
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Symbolic Target:

reference: Inter- Obj. is blue
Fixation cross Obj. blue stimulus and position Push ,position  Intertrial
and behind interval is not clear button™ and ask interval
the bar
A
+ — + EQ)
500 ms 1000 ms 500 ms 2000 ms 2500 ms 2000 ms
time v Stimulus onset

»
»

Fig. 5: The experimental set up for NoGo-trials (position). The correct response to
this target picture was (1) withhold the button press upon the position button and (2)
ask: Is the telephone behind?

The experimental procedure comprised four steps. First, a so called reference
configuration of a coloured dot in front or behind a silvery rectangular bar appears on
the computer screen. By the instruction, the subject knows that this reference picture
announces the colour of a target object appearing after it and its position (Step 2). The
subject shall then compare the features of the reference picture with those of the target
and if they match confirm the correspondence or disconfirm if they don’t match. In this
case, there are two possibilities. If the colour does not match the subject is to disagree
by pushing a button (step 3) and by telling the correct colour (step 4). Example: Das
Telefon ist rot. [The telephone is red]. If it is the position of the target that does not
match that of the reference symbol the subject is to press an alternative button and to tell
the rectified position like, for instance, Das Telefon ist vorne. [The telephone is up
front]. These are the so-called Go-trials. In some trials, the colour or the position of the
target, but not both, cannot be identified by means of the picture alone. In this case, the
subject is asked to withhold the prepared button press and to ask for the unavailable
information on the basis of the reference item: Ist das Telefon blau? [Is the telephone
blue?] or Ist das Telefon hinten? [Is the telephone in the back?].

The subject has, accordingly, to decide on two choices, left or right button for the
content of the proposition (colour or position) and “Push” (GO) or “don’t push” (NoGo)
the button for the illocution (“disconfirm” or “ask™). In our procedure, the content was
coupled with the choice of the button and the illocution with the Go/Nogo response.
Three kinds of data were recorded for each trial, the Go- or Nogo LRP, respectively, the
reaction time (target Onset — button press), and the spoken utterance.

What did we expect? Given the incremental making of the message, we would
predict a button press on all Go-trials, preceded by a GO-LRP.

In the Nogo-trials, we would predict no button press and a Nogo-LRP before the
Q-final utterances (i.e. in Chinese) but no Nogo-LRP before the Q-initial utterances in
German.
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Results

What did we expect? What we predicted was a Go-LRP in all Go-trials preceding
and indicating the immediately following button press with the left or right hand,
respectively, corresponding to the propositional content “colour” and “position”. In case
of unclear target pictures, German speakers were predicted to conceptualize the
sentence mode first followed by the conceptualization of the propositional content. The
decisions of whether to press or not to press the button would precede the choice of the
correct hand. In NoGo-trials, then, no hand had to be prepared and no button press had
to be withheld. No NoGo-LRP was expected to show up.

Speakers of Q-final languages like Chinese, on the other hand, would —
theoretically — need to look out for the colour and the position of the target first, decide
on the correct hand and prepare the button press. In trials with unclear target pictures the
movement would have been withheld and a broken-off-LRP (NoGo-LRP) should be
visible.

What did we find? The Chinese results (N = 23, 480 trials each, 23 — 36 years old,
mean age = 26, 11 female; all subjects were paid for the participation in the exp.) show
a distinct NoGo-curve. It starts at a mean of 364 ms and peaks (1.7 ®v) at 540 ms. This
is what we had expected, given the Q-final marking of y/n-questions in Chinese, see fig.
6.

1,0 4

Amplitude (24 )

2,5

-3,0 T T T T T )
-200 0 200 400 600 800 1000

Zeit (ms)

Fig. 6: Chinese: Go-LRP (dotted line) results from disconfirmation trials and
NoGo-LRP (solid line) results from “ask”-trials.

For German, we expected GO-potentials, of course, but no significant Nogo-curve.
As a consequence of the utterance-initial planning of the Q-component there is no need
for preparing a hand for button press since no button has to be pressed. 18 German
speakers (19-29 years old, mean age = 26, 12 female) participated in the experiment.
The data analysis, however, yields a clear cut Nogo-pattern for German as well; see fig.
7.
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Fig. 7. German: Go-LRP (dotted line) results from the disconfirmation trials and
NoGo-LRP (solid line) results from “ask”-trials.

Discussion of experiment 1

Chinese is a Q-final language in which the propositional content of the message is
planned first and the sentence mode only at the end. The NoGo-response is consistent
with our prediction. This is different for Q-initial languages like German. The sentence
mode is assumed to be planned first and, therefore, no hand has to be prepared and no
NoGo-LRP should have developed. The results contradict this prediction without any
doubt. The data show NoGo-LRPs in both languages, Chinese and German, irrespective
of the syntactic position of the yes/no-question marker.

A straight interpretation of this finding would say that the conceptualizer does not
care about syntax. It simply follows a universal pattern of message planning:
propositional content first and sentence mode last.

There is, yet, another explanation for the uniform results. Let us suppose that the
people prepare the hand movement very fast. Then, they perceive the lack of
colour/position information in the experimental target pictures. As soon as the lack of
information is realized the hand movement is withheld and the question is
conceptualized only now; language processing comes to pass only after the early and
prelinguistic cognitive activities. This scenario would also produce NoGo-LRPs in all
experimental trials but not due to the typological features of languages but caused by
“higher” problem solving procedures. We tested this assumption in a subsequent
experiment without the verbal component.

Experiment 2

The experimental setting of experiment 2 was the same as in experiment 1. The
task, however, was different. Subjects were asked to only press a predetermined button
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with one hand in case of colour mismatch and to press another button with the other
hand in case of mismatch of the position of the target object. If either the colour or the
position of the target object were not clear to them they were instructed not to press any
button at all. If the NoGo-LRP originates in the early motor- and perception part of the
entire procedure it should occur in the non-verbal condition as well. Fig. 8 shows the
experimental setup of the experimental trials.

Symbolic Target:
reference: Inter- Obj. is blue

Fixation cross Obj. blue stimulus and position Intertrial
and behind interval is not clear interval
the bar

|
N %) No button press
+ - + &
]
500 ms 1000 ms 500 ms 2000 ms 2500 ms 2000 ms
time Stimulus onset
\ 4

Fig. 8: The experimental setup for the experimental trials (here: position) in

experiment 2, i.e. without speaking.

Results

Assume that the NoGo-potentials had been produced in reaction to the fast early
preparation of hand movement followed by the perception of missing information. Then
we would expect both Go- and NoGo-reactions in this non-linguistic experiment as well.
Fig. 10 shows the results (N=22 Germans, 480 trials each).

1,0 4

0,5

Amplitude (23 )

-1,5 4

2,0 1

2,5 1

-3,0 T T T T T |
-200 0 200 400 600 800 1000

Zeit (ms)

Fig. 10: Mismatch-condition (dotted line) and experimental trials (strong line).
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The reaction to the mismatch condition evoked a clear Go-LRP while the reaction
in the unclear condition did not cause a NoGo-LRP. This tells us that the NoGo-
reaction is specifically related to the speaking condition and cannot originate from the
nonverbal part of the task.

Discussion of experiment 1 (cont.)

The next question now is what could have evoked the Nogo-LRP in the Germans’
reactions in the “question”-condition in experiment 1? In German, the yes/no-question
is expressed by placing the finite verb in the sentence initial position. Typologically,
this is, however, not the basic word order of German. German is an SOV language. The
placement of the finite verb in the surface of the utterance could, thus, result from
merely syntactic operations which are performed during the syntactic coding. The
conceptualizer, on its side, may only be adjusted to the base generated structure and,
therefore, put the Q-concept at the end of the message just like the Chinese speakers.

Experiment 3

In order to examine this possibility, we had to run the experiment with subjects
whose language has definitely Q-initial order for yes/no-questions. Polish is such a
language. The yes/no-question is syntactically expressed by putting the question particle
czy in front of the sentence. The rest of the sentence is left unchanged in main clause
SVO order. 19 Polish speakers (between 19 and 27 years old, mean 23 years, 10 female)
participated in the experiment. The setup of the experiment was the same as in
experiment 1. Again and unexpectedly, the Polish experiments yielded a clear
significant NoGo-result, too, as shown in fig. 11.

Amplitude (uV)

-2,0

-2,5 1

‘3,0 T T T T T 1
-200 0 200 400 600 800 1000

Zeit (ms)

Fig. 11: Polish: Go-LRP (dotted line) results from the disconfirmation trials and
NoGo-LRP (solid line) results from “ask”-trials.
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General discussion

The aim of the study was to tackle the question of language universals from a
psycholinguistic point of view. The focus was on the format of the semantic
representation of the utterance. The experiment was designed to operationalize the
question as to whether the form of the semantic representation of a given sentence
differs in different languages or nor. From a psycholinguistic perspective, there are
plausible reasons for both hypotheses. The background of the theoretical reasoning is
the widely accepted assumption that the language processor produce and comprehends
utterances online. This is achieved by a sophisticated division of labour among a set of
subsystems working in parallel. The two subsystems under consideration here are the
conceptualizer and the syntactic part of the formulator. The conceptualizer plans the
content of the utterance; its output is the semantic representation, the so called message.
The message contains the information that triggers the access to the appropriate lexical
material including the syntactic information that is required by the syntactic subsystem
for building the structure of the sentence. Here, at the interface of the two subsystems is
where the question arises whether the conceptualizer looks forward to language specific
properties of word order or not. If it does one would expect a language specific order of
the message, i.e. of the semantic representation, as well. In the opposite case, i.e. if the
conceptualizer does not look ahead to any word order constraints of a given language,
this could be taken as evidence in favour of a universal property of languages. The two
possibilities were tested against each other in two experiments and a control experiment.
Speakers of three languages that feature distinct syntactic constructions for yes/no-
questions were observed online while producing messages of yes/no-questions. All
together, the results do not show any significant differences in the time course of the
conceptualizer’s work. Chinese, German and Polish speakers produce the semantic
representations of yes/no-questions in the same uniform way in spite of clear
distinctions of word order at the syntactic level. The results of the control experiment
proved the validity of the experimental operationalization. The findings originate in the
verbal part of the complex experimental task. Still, the general conclusion is
questionable. Without doubt, the results are consistent with the universality hypothesis
but the alternative position is not falsified. There is no positive evidence. There is
however some more independent evidence in favour of the universality-assumption.

The results of the control experiment testify that the observed NoGo-responses
originate in the activation of the linguistic procedures and not in preceding non-
linguistic processing like, for instance, early sensory-motor activities.

From the nature of the experimental task we can be conclude that the experimental
procedure was valid. In planning the content of a verbal disconfirmation and
questioning, the colour or the position of an object in comparison to a given reference
object are definitely semantic procedures.

The post hoc-evaluation of the S-LRP latencies yields one more revealing result.
If the onset latency of the NoGo LRP is defined as the point of time where the
amplitude reaches 60% of the maximum value there is a significant main effect of the
factor language (F(2,55) = 5,82, p< .01). The multiple t-test shows that the NoGo-LRP
of the Polish speakers develops significantly later than that of the Chinese speakers
(t(36) = 8,18, p< .01) and also later than that of the German speakers (t(37) = 11,84,
p< .01). There is plausible explanation of this language specific difference. In Polish,
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the Q-particle czy is placed before the first lexical item of the propositional content.
Consequently the syntactic coding has to know the exact beginning of the propositional
part of the message. In order to guarantee a secure access to this information the system
provides an interim back up of the entire propositional information and that is neither
required in German nor in Chinese.

References

Dietrich, Rainer. 1999. On the Production of Word Order and the Origin of
Incrementaltity. In Rolf Klabunde & Christiane von Stutterheim (eds.),
Representations and Processes in Language Production. 57-87. Wiesbaden:
Deutscher Universitatsverlag.

Gasde, Horst-Dieter. 2004. Yes/no questions and A-not-A questions in Chinese
revisited. Linguistics 42-2, 293-326.

Guhe, Markus. 2007. Incremental Conceptualization for Language Production.
Mahwah, NJ, US: Lawrence Erlbaum Associates Publishers.

Kamide, Yuki, Gerry T. M. Altmann, and Sarah L. Haywood. 2004. Corrigendum to
'the Time-Course of Prediction in Incremental Sentence Processing: Evidence
from Anticipatory Eye Movements' [Journal of Memory and Language 49 (2003)
133-156]. Journal of Memory and Language 50, 1, 112.

Levelt, Willem J.M. 1989. Speaking. From Intention to Articulation. Cambridge MA:
M.L.T. Press.

Levelt, Willem J.M., Ardi Roelofs & Antje S. Meyer. 1999. A Theory of Lexical
Access in Speech Production. Behavioral and Brain Sciences 22, 1-75.

Rugg, Michael D. and Michael G. H. Coles. 1997. Electrophysiology of Mind. Event-
Related Brain Potentials and Cognition. Oxford: Oxford University Press.

Sommer, Werner, Rolf Ulrich & Hartmut Leuthold. 1996. Das Lateralisierte
Bereitschaftspotential als psychophysiologischer Zugang bei der Untersuchung
kognitiver Prozesse. Psychologische Rundschau 47. 1-14.

- 71 -



Dual Aspectual Meanings of the Verb chac-ta ‘look for/find’ in Korean:
A Window to Event and Mind

Sejin Yoo, Yoonhee Choi, Chungmin Lee

Seoul National University
San 56-1, Sillim-Dong, Kwanak-Gu, Seoul, 151-742, Korea
{idenia, youni, clee}@snu.ac.kr

Abstract

Verb aspectuality plays a crucial role in the analysis of sentence-meaning as it constitutes a
framework of Event Structure and affects a human cognitive structure. In case of the Korean
verb chac-ta, however, the realization of aspectuality becomes ambiguous. In this study, we
classify chac-ta ‘seek/find’ as an accomplishment verb encompassing sub-event of a process
and a result state in the framework of Generative Lexicon Theory (Pustejovsky 1995). In this
line of analysis, chac-ta shows an underspecified headedness feature, by which whether the
subevent of chac-ta is headed or headless depends on the instantiation vs. duration adverbs
and aspectual auxiliaries. Additionally we examined the intensionality and extensionality of
chac-ta and defined new lexical conceptual paradigm (Icp) of its complement as a dotted
object in the formal quale of chac-ta, shown as {existence-location, location, *existence}.
This study is significant in that we applied a new concept to chac-ta while sticking to the
Generative Lexicon Theory, which provides a subevent analysis. But, it also leaves a burden
on us of generalizing the phenomenon intralinguistically and crosslinguistically.

Keywords: Generative Lexicon Theory, Aspect, Event Structure, Underspecified Headedness.

1. Introduction

The lexical ambiguity has many variations in its types and has been studied for a
long time, since it can elicit various interpretations of a single event especially when a
verb (or verbal phrase) is ambiguous, in which the verb has a central role in an event
description. In a way, it is also an important issue in a lexicon study whether we should
consider a word which has various meanings as a polysemy or not. In this study, we
explored a Korean verb chac-ta, which shows an ambiguity in its aspectual meanings,
by crosslinguistic study, and suggested a cognitive mechanism to explain its related
event structure.
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1.1. Ambiguity of chac-ta

In Korean, chac-ta has two different meanings: look for (try to find) and find. See
the following example (1).

(1) a. llh-eperi -ess-ten sinpal-ul  pangkum chac -ass -ta.
Lose-completely-PAST-REL shoes-ACC just find -PAST-DEC
“(1) just found the missing shoes.”
b. Chelswu-nun Younghee-lul chac -koiss  -ess -ta.
C-Top Y-ACC look for -PROG-PAST-DEC
“Chulsoo was looking for Younghee.”

In (1a), the utterer implicates that he has found the shoes by saying chac-ass-ta.' In
contrast, just by listening chac-ko iss-ess-ta, we can easily know that Chulsoo has not
found Younghee yet in (1b). In both cases, the verbal phrase has the same verb chac-ta,
but one event has terminated with a result state and the other hasn’t. In a word, chac-ta
has two ambiguities in Korean: ambiguity in meanings (find/look for) and ambiguity in
aspects (result state/progress). One easy way to deal with this problem may be to
consider chac-ta as a homonymy, in which two different words have the same form
accidentally. In this view, the meanings of chac-ta seem to be determined by its suffixes.

By scrutinizing example (2), however, we need something more than this simple
solution.

(2) a. Mia-nun ecey ku-lul chac-ass -ta.
M-Top yesterday him-ACC find-PAST-DEC
Kuliko, kutul-un  manna -ass -ta.

And, they-NOM meet-PAST-DEC
“Mia found him yesterday. And, they met.”

b. Mia-nun ecey ku-lul chac -ass -ta.
M-Top yesterday him-ACC look for-PAST-DEC
Kulena, ku-nun keki eps  -ess -ta.

But, he-NOM there is not-PAST-DEC
“Mia looked for him yesterday. But, he wasn’t there.”

! In this example, chac-ass-ta is ambiguous in nature, but this ambiguity is clearly
resolved by the adverb pangkum (just).
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As you can see in (2a) and (2b), chac-ta has different meanings in those two examples
though it is combined with the same past suffix -ass. In this case, chac-ta is still
ambiguous after combined with the suffix -ass and this ambiguity is resolved when we
encounter the following clause. Thus, it seems that chac-ta is not simply a homonymy.
Let’s consider it in the context of two different kinds of negation in example (3).

(3) a. Swumi-nun ecey halwu congil kangaci-lul chac-cimosha  -ess -ta.
S-Top yesterday all day long dog-ACC find-not possible do-PAST-DEC
“Yesterday, Sumi couldn’t find her dog all day long.”

b. Swumi-nun ecey  halwu congil kangaci-lul chac-ci anh -ass  -ta.
S-Top yesterdayall day long dog-ACC look for-not-PAST-DEC
“Yesterday, Sumi didn’t look for her dog all day long.”

While the negative -anh- influences the whole complex event of chac-ta in (3b), the
negative ability modality -mos ha- in (3a) governs only the subevent find of chac-ta. As
a result, they show different meanings. Likewise, chac-ta shows a complex behavior in
Korean. Then, how about other languages? Let’s talk about it in section 1.2.

1.2. Crosslinguistic considerations

It is very useful to conduct a crosslinguistic study when analyzing the meaning of
chac-ta in Korean. In many languages, chac-ta is classified into two different verbs:
find and look for. Observe example (4).

(4) a. Chac-u-la. Kulemyeyn, chac-ul kes-iyo. (Korean)
b. Cherchez, et vous trouverez. (French)
c. Seek and you will find. (English)
d. Sagashinasai. Sousureba mituskaru. (Japanese)

Chac-ta is classified as two words in French: ‘chercher’ trying to find (atelic) and
‘trouver’ a result of finding (telic). In English, just like in French, ‘look for/seek’ and
‘find” are dissociated. The former indicates a process or an activity, whereas the latter
indicates a result state or an achievement. All things considered, chac-ta in Korean is
very special. But, from the event structure of chac-ta, ‘trying to find’ and ‘result state’
are deeply related and we assume chac-ta is a polysemy that is realized differently in
various contexts.
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1.3. Scope of this study

In order to confirm our assumption and explain the behavior of chac-ta, we
applied the Generative Lexicon Theory to chac-ta (Pustejovsky 1995). Pustejovsky
cited Weinreich (1964) to explain a lexical ambiguity, and raised issues of contrastive
ambiguity and complementary polysemies. According to his theory, chac-ta in Korean
can be analyzed to have a feature of complementary polysemy. To validate this
explanation, we showed the various aspect analyses of chac-ta in Korean at first. But,
chac-ta couldn’t be fully represented in a simple accomplishment event and thus we
also suggested a headedness event paradigm for chac-ta.

We have showed that the Korean verb chac-ta is a special accomplishment verb
with underspecified headedness of a complex event. Also, it has intensional and
extensional features at the same time. In the meantime, we could suspect a new
possibility of explaining intensionality as weak veridicality from the event structure of
chac-ta.

2. Aspectuality study of chac-ta

2.1. Aspectual classes of verbs

The aspectual meaning of verbs is mainly determined by a lexical meaning
(Kenny 1963, Vendler 1967). According to Vendler (1967), verbs are classified into four
classes by its temporal stages such as a state change, a process, and a natural telic point:
state, activity, accomplishment, and achievement (See the table 1). In contrast, Verkuyl
(1972, 1989) and Dowty (1972, 1979) argued that the aspectual meaning of verbs can’t
be simply determined by their lexical meanings. And, Parsons (1989) incorporated an
event within an argument structure, but with no subevent analyses. Smith (1991)
suggested a semelfactive event.

Table 1 The properties of the four classes by Vendler (Kearns 2000)

Change Duration Telicity
State - +
Achievement + - +
Activity/Process + +
Accomplishment + + +
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The classification of the Korean verb shows a more complicated feature. It’s
mainly because the aspect of a main verb is heavily correlated with auxiliary verbs.
Please refer to Nam (1978), Lee (2001), and Cho (2007) for more details. Likewise,
verbal aspect plays a crucial role in the analysis of sentence-meaning, and we first
verified various aspectual features of chac-ta and differentiated their interpretations
according to its aspectual classes.

2.2. Aspectual class of chac-ta in Korean

As we have seen in (1), the aspectual difference of chac-ta mainly results from its
suffixes. From this fact, we analyzed co-existence constraints of suffixes. First of all,
chac-ta can’t be a stative verb because (1b) is allowed in Korean. Generally, statives are
ill-formed with the progressive -ko iss-. Secondly, chac-ta has a result state in (1a), and
thus can’t be an activity, which is a simple process. If chac-ta is neither a stative nor an
activity, it may be classified as an achievement because chac-ta has an instant feature
when something is found. This assumption is, however, not valid because an
achievement verb is anomalous with progressive as shown in (5).

(5) *Jones was recognizing the woman when she sneezed. (from Kearns)

Then, is chac-ta an accomplishment verb? But, an accomplishment verb usually has a
long duration before it reaches a culminating point of the event. Consider a typical
accomplishment verb, build, which takes a long time until finished. This contradiction
may be easily resolved if we define two different cases of chac-ta in (6).

(6) a. chac-ta;: seek, look for (activity)
b. chac-ta,: find (achievement)

We call this approach a Sense Enumeration Lexicon (SEL). This may be partially right,
but a view that chac-ta is a homonymy, which claims that it has two different senses, is
not a good approach, in that word senses are not atoms but overlap and make reference
to other senses of word - the Permeability of Word Senses (Pustejovsky 1995).

For these reasons, we assume that chac-ta is a polysemy and tentatively classify
chac-ta as an accomplishment verb. On this basis, we will explore its lexical structure
and show the exact feature of it. Vendler’s aspectual classification can be re-classified as
simple event and complex event (Lee 1990, Nam 2004, Kim 2004). In this classification,
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chac-ta is a complex event which has two different subevents. More specifically, chac-
ta is distinguished from other accomplishment verbs in terms of its event structure.

2.3. Event structure of chac-ta

By analyzing the senses of chac-ta, we have seen that the aspectual meanings of
chac-ta are relying on its subevents structure. The next goal will be an integration of
two aspectual meanings into a single accomplishment event. To achieve this goal, we
introduce the Generative Lexicon Theory (Pustejovsky 1995). In this framework, we can
divide a complex event into a few subevents and show the phenomenon of lexical
meaning explicitly within an event structure. Let’s first consider a typical
accomplishment verb build, which encompasses a building process and a created state
simultaneously. In example (7) below, we can see the characteristics of build as an
accomplishment verb, including a well-known imperfective paradox in (7d).

(7) a. Mary built a house in a year. (accomplishment)
b. *Mary worked in an hour. (activity)
c. John is running. (Therefore, John has run.)
d. John is building a house. (*Therefore, John has built a house.)

All the features given in (7) are well suited for chac-ta except for the imperfective
paradox. Consider the following (8).

(8) a. Mia-nun Sue-lul chac -koiss -ta.
M-Top S-ACC look for-PROG-DEC
“Mia is looking for Sue.”
b. Mia-nun Sue-lul chac -ass  -ta.
M-Top S-ACC seek/find-PAST-DEC
(i)“Mia found Sue.” a doesn’t entail b. (imperfective paradox)
(i) “Mia looked for Sue.”a entails b.  (no imperfective paradox)

Chac-ass-ta in (8b) has different meanings according to two distinct readings. When we
focus on the result state (result state reading), the imperfective paradox will occur as in
build. However, there is no imperfective paradox if we focus on the process itself
(process reading). We assume that this difference comes from the different event
structure of two verbs, build and chac-ta.
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(9) a build [eser <o e
b. chac-ta [¢s €1 <oc €]

Thus, we suggest, though both verbs have two subevents process and state in their event
structures with temporal order as shown in (9), chac-ta has no head of the event which
is shown in build. This underspecified headedness provides two distinct readings. The
underlying mechanism of headedness is given by composition.? In the following section,
we will discuss it in detail.

2.4. Lexical Structure of chac-ta

In Generative Lexicon Theory, a word has four substructures: Argument Structure,
Event Structure, Qualia Structure, and Lexical Inheritance Structure.® For example,
chac-ta has one true argument of target. A qualia structure is modes of explanation and
imposes a relational power between lexical items. Specifically, the qualia structure has
four items such as constitutive, formal, telic, and agentive, which will explain the
internal relations of the lexicon. Actually, the imperfective paradox of build is well
explained in terms of the qualia structure. That is, a build-act is applied to the material
constituents of a future house without saying that there already exists a house, in an
atelic way.

Note that the qualia structure provides us a structural model to apply semantic
transformational rules to modify the meaning of a lexical item or phrases. This is a
theoretical ground of the composition. Consider example (10).

(10) a. Mary baked a potato.
b. Mary baked a cake.

Depending on the object, bake in (10) has different senses: change of state reading (a)
and creation reading (b). After composition of the arguments and verbs, they change the
event structure, and this is exactly what happens in sentences including chac-ta. As
bake goes through change of meaning from state change to creation, chac-ta also
experiences the creative mechanism of composition when it combines with aspectual
markers such as -ko iss- and -ass- or adverbs.

2 The composition process is not equal to the co-composition suggested by Pustejovsky
(1995) in that it is just a combination process of two arguments.
¥ Refer to Pustejovsky (1995) for details.
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However, a prior interpretation process is needed to determine the exact meaning
because chac-ta has no event head initially. This is also done during composition
process. If the result state is ignored and the subevents remain unheaded, chac-ta has
process reading (look for, activity). In contrast, if the process is headed, chac-ta has
result state reading (find, accomplishment). All these results are shown in the lexical
structure of chac-ta in Figure 1.

Figure 1 Lexical structure of chac-ta

e

chac-ta

E; = e;: process
EVENTSTR = | E, = e,: state

RESTR = <«
HEAD =

animate_ind
ARG;= [1] | FORMAL = physobj

ARGSTR =
physobj

ARG>= 121 | EORMAL = physobij

UALIA = FORMAL = (search target’s) existential/locational_cognition_result(e,, [2])
Q = | AGENTIVE = try_to_find_act(e,, [1], [2])

There are two subevents in event structure of chac-ta and two true arguments in
argument structure. In qualia structure, the agentive role is act of trying to find and the
formal role is the search target § existential and locational cognition result, which is not
always guaranteed because the searching process may not be successful. Now we’ll see
the benefits of this analysis with some examples in (11).

(11) a. na-nun  Seoul haying yelcha-lul chac -koiss -ta.

I-Top Seoul for train-ACC look for-PROG-DEC
“I am looking for a train for Seoul.”

b. na-nun  Seoul haying yelcha-lul  chac -ass  -ta.
I-Top Seoul for train-ACC seek/find-PAST-DEC

“I found/looked for a train for Seoul.”

c. na-nun  Seoul haying yelcha-lul chac -nun -ta.
I-Top Seoul for train-ACC look for-PRES-DEC
“I look for a train for Seoul.”

d. na-nun  machimnay Seoul haying  yelcha-lul chac-ass -ta.
I-Top  atlast Seoul for train-ACC find-PAST-DEC
“At last | found for a train for Seoul.”
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e. na-nun  Seoul haying  yelcha-lul chac-a -nay-ess -ta.
I-Top  Seoul for train-ACC find out -PRES -DEC
“I found out a train for Seoul.”

f. na-nun  Seoul haying  yelcha-lul chac-a -po-ass -ta.
I-Top  Seoul for train-ACC look for try-PAST-DEC
“| tried to look for a train for Seoul.”

All sentences in (11) have the same verb chac-ta, which comes to have fixed meanings
after composition process. First, a combination with suffixes is shown in (11a-c).
Combined with -ko iss- or -nun-,* the event head of chac-ta is not given, that is,
headless, and thus it has the process reading of activity. In contrast, in case of -ass-, the
event head is posited on the process event and chac-ta has the result state reading of
accomplishment. But, (11b) and (11c) are still ambiguous and underheaded even after
composition is applied. It’s mainly because the suffixes -ass- and -nun- must be
interpreted in contexts where there are no adverbs or adjuncts to combine with. (11d)
shows a composition with adverbs to avoid this ambiguity. The adverb machimnay (at
last) helps to place the event head of chac-ta on process event and this makes chac-ta
an accomplishment verb in this case.

The examples in (11e) and (11f) show composition with auxiliaries -nay-ta and -
po-ta. In the same way, the sense of chac-ta is determined by the composition process
with the auxiliaries. To summarize, the sense of chac-ta relies on its event structure,
especially the headedness. Chac-ta has two subevents with no headedness and the
headedness is determined by composition process in the GL framework. However, for
some ambiguous suffixes, relevant contexts are needed to determine the sense of chac-
ta. The lexical structure of chac-ta supports this whole process. And it gives a rational
way of explaining the aspectually dual verb chac-ta.

3. The intensionality issue of chac-ta
The verb chac-ta can have two kinds of objects: existence and location of the

target. Also, there is a sequential order between two objects, that is, we usually look for
the existence of something and then find the exact location of it. This is the reason we

* chac-nun-ta usually indicates the progressive, but it can indicate a perfective or
completion when used in play scripts. Thus we suggest it is also ambiguous.
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placed the existence prior to the location of the search target in the formal role of chac-
ta.

However, at this point, chac-ta shows an interesting feature in its intensionality
and extensionality issue. Consider the following examples of (12) first.

(12) a. Sue-nun  cip  hanchay-lul ci -ess -ta.

S-Top house one CL-ACC build-PAST-DEC
“Sue built a house.”

b. Sue-nun kapang-ul chac-ass -ta.
S-Top  bag-ACC find-PAST-DEC
“Sue found her bag.”

c. Sue-nun unicorn-ul chac-ass -ta.
S-Top  unicorn-ACC find-PAST-DEC
“Sue found a unicorn.”

The sentences (12a) and (12b) have objects that exist in the real world, in which chac-ta
in (12b) has the find reading. It involves the existential presupposition of the object.
However, there is no existential presupposition of unicorn in (12c) and it is a non-true
sentence because a unicorn only exists in a possible imaginary world. In this sense,
chac-ta and cis-ta, though they are classified as the same accomplishment verbs, are
different in that chac-ta has an intensionality and an extensionality in a single verb at
the same time.

3.1. Diagnostics of intensionality

To clarify it, we did a diagnostics of intensional verb shown in (13), which is
introduced by Moltmann (1997).

(13) a. lack of an existence entailment for the object.
b. failure of substitutivity of coreferential terms.
c. difference in the acceptability of personal vs. Impersonal pronouns.
d. conditions for the use of the phrase the same person/thing, where thing is
felicitous only in intensional contexts (e.g. Sam is looking for the same
thing/*person as Sue, namely a new assistant.).

Accodring to (13a), as you can see in (12c), chac-ta seems to be intensional because
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find doesn’t entail the existence of the object (unicorn). On the contrary, kapang in
(12b) does exist and this fails to satisfy the condition (13a). In case of the condition
(13b), we can’t substitute the object mapepsa as a coreferential term kukes in (14a). This
is why the subsequent sentence in (14a) is not well-formed grammatically. But, it’s
possible for the object chinkwu in (14b), which is contraditory to the condition (13b).

(14) a.

na-nun mapepsa;-lul chac -koiss -ta. ?*kulena, kukes;j-i swum-ess-ta.
I-Top wizard-ACC look for-PROG-DEC  but it-NOM hide-PAST-DEC
“I am looking for a wizard. ?*But, it hid”

. na-nun chinkwu;-lul chac -koiss -ta. kulena,kui-ka swum-ess-ta.

I-Top friend-ACC look for-PROG-DEC but he-NOM hide-PAST-DEC
“I am looking for a friend. But, he hid.”

The difference between (14a) and (14b) is that the speaker presupposes the existence of
friend and looks for his location in (14b), while the speaker in (14a) looks for the
existence of the wizard. Lastly, we have rather grammatical-oriented conditions of (13c)
and (13d).

(15) a.

Mary-nun mwues-inka-lul, cuk pise-lul chac -koiss -ta.
M-Top something-ACC i.e. secretary look ofr-PROG-DEC
“Mary is looking for something, i.e. a secretary.”

. ?*Mary-nun  nwukwu-inka-lul, cuk pise-lul chac -koiss -ta.

M-Top some person-ACC i.e. secretary-ACC look for-PROG-DEC
“?*Mary is looking for some person, i.e. a secretary.”

. Sue-nun  Mia-ka chac-nun ttokkathun kes, cuk say pise-lul chac-ko iss-ta.

S-Top M-NOM look for-REL same thing i.e. new secretary-ACC look for-PROG-DEC
“Sue is looking for the same thing as Mia, i.e. a new secretary.”

. 7*Sue-nunMia-ka chac-nun ttokkathun saram, cuk say pise-lul chac-ko iss-ta.

S-Top M-NOM look for-REL same person i.e. new secretary-ACC look for-PROG-DEC
“?* Sue is looking for the same person as Mia, i.e. a new secretary.”

The sentences in (15) show a typical characteristic of intensional verb. From all these
results, we see that chac-ta has both intensional and extensional features. Then, what’s
the relationship between intension and extension in chac-ta?
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3.2. Relationship between intension and extension
Let’s start with the examples in (16).

(16) a. Kim-un  (maum-ey tunun) sinpal-ul  chac-a heymay-ko iss-ta.
K-Top satisfactory shoes-ACC look for-wander-PROG-DEC
“Kim is wandering to look for (satisfactory) shoes.”
b. Kim-un sinpal-ul  chac-a kipp-ess-ta.
K-Top  shoes-ACC find-glad-PAST-DEC
“Kim was glad to find his shoes.”

In both (16a) and (16b), we have the same object sinpal. But, whereas the shoes in (16a)
are not specific, that is, all preferable alternatives are allowed, the shoes that Kim found
in (16b) are very specific. In other words, we have an intensional verb reading in (16a),
unlike the extensional verb reading in (16b). This is a typical example that shows
alternation between intension and extension depending on its reading. In this view,
Hallman (2000) regards the de re or specific reading of an indefinite object nominal of
look for as outside the scope of the intensional verb, as in (17b).

(17) a. Mia is looking for [a man that visited her recently].
b. [a man that visited her recently] Mia is looking for t.

There have been several discussions about intensional verbs, since Montague (1974)
analyzed seek as ‘try to find’ (Moltman 1997, Larson 2000, Zuber 2000, Hallman 2004).
Here, we believe that we can explain the relationship between intensionality and
extensionality by analyzing the lexical structure of chac-ta.

(18) a. na-nun  paykma tan wangcanym-ul chac -koiss -ta.
I-Top  white-horse-ridden prince-ACC look for-PROG-DEC
“I am looking for a white-horse-ridden prince.”
b. na-nun  ecey san  ppalkan phen-ul chac -koiss -ta.
I-Top yesterday buy read pencil-ACC look for-PROG-DEC
“I am looking for a red pencil | bought yesterday.”

Since the object of chac-ta in (18a) doesn’t exist in the real world, the speaker wants to
know the existence of the prince when s/he speaks. In contrast, the speaker in (18b)
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already knows the red pencil and wants to know where it is now, i.e. the focus of this
question is the location of the red pencil. In deep sense, the two sentences entail a
certain question: exist? or where (whereabout)?

Generally we premise an existence of a search target and seek it. Thus, chac-ta is
intensional when we don’t know the existence yet (de dicto; of the said). However, we
have an extension of chac-ta with the temporal-spatial specificity (de re; of the thing),
once the uncertainty of existence is resovled (Pelletier 1993, 1994). The uncertainty
with alternative possibilities is the essence of intensionality and we assimilate it to non-
veridicality that Montague (1974) discussed and Zwarts (1995) developed in connection
with strong and weak negative polarity. We tentatively claim that intensionality is
weakly equivalent to non-veridicality, which is for weak negative polarity.

3.3. Lexical Conceptual Paradigm of chac-ta

The duality of chac-ta is clearly understood by studying mood in French. In
French, while the indicative describes objective facts, the subjunctive is a subjective
expression indicating motion or state in mind. The subjunctive always appears in a
subordinate clause and is dependent on the verbal meaning in the main clause. In
general, the verbal meaning in the main clause is fixed and the selection of mood in
subordinate clause follows it. However, chercher in French uniquely takes either the
indicative or the subjunctive in relative clauses when the search target is modified by the
relative. Consider:

(19) a. Le metteur en scene cherche un home qui a une cicatrice sur la joue gauche.
(the indicative)
b. Le metteur en scence cherche un home qui ait une cicatrice sur la joue gauche.
(the subjunctive)
(a,b) “The director is looking for a man with a scar on his left cheek.”

While (19a) premises the existence of the man, (19b) doesn’t presuppose his existence
and looks for his existence at first. That is, the main concern in (19a) is his location, in
contrast to both the existence and the location in (19b). In this sense, we can possibly

represent the complements of chac-ta as in (20).

(20) a_lcp = {existence-location, location, *existence}
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If we assume that the complement of chac-ta, ARG,, is a, the lexical conceptual
paradigm (lcp) of complement will be represented as a dotted type of existence and
location. We take a dotted type, ‘existence-location’, among complement_lIcps because
there is no assumption of complements when chac-ta is used as an intensional verb. On
the other hand, when chac-ta is used as an extensional verb, we take only ‘location’ as
complement_Icp. But, we can’t take only ‘existence’ as complement_Icp, since we come
to know the location inevitably due to its selective feature, even though we don’t attend.

This study is more significant in that we apply the concept of intensionality and
extensionality and suggest a new paradigm of complements, as well as analyze an
aspectual meaning and lexical structure of chac-ta.

4. Discussion and Conclusion

In this study, we explored chac-ta in Korean, especially for an aspectual nature of
it. We claimed that chac-ta is a complementary polysemy, which is unique in Korean in
contrast to French, English, and Japanese. When looking into the event structure of
chac-ta, there are two subevents: process of ‘trying to find” and result state of ‘find’
simultaneously. But, chac-ta is often ambiguous in various contexts because the event
head is underspecified in its lexical structure. This ambiguity is resolved by event
headedness in the framework of the Generative Lexicon Theory when it is composed
with other arguments such as suffixes, auxiliaries or adverbs.

Therefore, we can say that chac-ta is a single accomplishment verb, which has
two subevents. For the process only reading, we assume that chac-ta has headless
feature and the result state is not realized. Therefore, it seems to be an activity verb. By
contrast, for the result state reading, chac-ta seems to be a normal accomplishment verb,
which has an event head on the process. In a way, when chac-ta is combined with tense
markers ‘-ass-" and ‘-nun-’, the headedness is mainly dependent on the context.

In many languages, unlike in Korean, chac-ta is realized as two distinct verbs
according to the aspectual meaning. For example, French has two different verbs,
chercher (process) and trouver (result state), and each verb has a different aspect. In
Chinese, similar to Korean, tsuo ‘look for’ means find (result state) when it is combined
with a resultative auxiliary dao, forming an accomplishment event, of which the past is
marked with le. The past marking with le without dao, tsuo le just means the past of the
process look for.

What is notable is that chac-ta has intensional and extensional feature at the same

- 85 -



time. By analyzing its lexical structure, we found that chac-ta has two kinds of objects:
existence and location of the target. According to the object, chac-ta can be intensional
or extensional verb. Also, we suggested a lexical conceptual paradigm of complement
for chac-ta and assumed that intensionality is weakly equivalent to non-veridicality.

Although this study is not generalized interlingually or even intralingually in
Korean yet, when considering the universality and diversity of languages, we can
develop and further this paradigm of analysis for a similar phenomenon.
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Abstract

In this paper we explore the cognitive basis of new meanings development in English in the
process of semantic change. The paper investigates how individual sense alterations that arise
from deviations in the words use in a novel context are developing into a hew meaning of a
lexeme. We concentrate on the analysis of the conceptual structure of a word as the major factor
imposing constraints on deviation and meaning variation. The conceptual structure of a
polysemantic word may be represented as a macroframe consisting of several frames which are
interconnected and form a kind of radial structure.

Keywords: conceptual structure, frame, pragmatic inference, semantics, new meaning.

1. Introduction

The paper focuses on the interrelation of language use with linguistic structure and
underlying conceptual structure. We proceed from the assumption that new meaning
development involves both cognitive and functional issues. In fact when any new
meaning is formed we deal with three types of deviation: semantic (”’sign - referent”
relation), pragmatic (”sign - user” relation) and cognitive (relations between conceptual
structures of original and new meanings). The first step in the development of a new
meaning is the deviation in sign - user” relation. The new meaning of a word appears
as a result of instantaneous deviation in individual use in the new linguistic environment.
The speaker invites the hearer to infer the new nuances of meaning. The hearer makes a
cognitive effort to infer the new shades of meaning, which the word develops due to the
unusual use. The individual pragmatic inference in the course of time becomes salient in
the speaking community, it is shared and adapted by more that one speaker and
becomes conventionalised (generalised) invited inference with strengthened pragmatic
impact (Traugott and Dasher, 2002). And at a later stage generalized pragmatic
inference is semanticised into a new coded meaning of a word.

In other words we try to analyse how novel individual pragmatic inferences,
which present a kind of implicature, are developing into a new meaning of lexeme. The
conceptual structure of a lexeme is represented by redial hierarchial structure consisting
of several interconnected frames. We concentrate on the metonymical and metaphorical
relations between the frames.

2. Analogy and relevance
Analogy is the principle in the transfer of information, which keeps the

communication going through the continuity of reference (cf Zelinsky — Wibbelt,
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2000:34; Beaugrande and Dressler, 1981:80; Boyd, 1993:505). By explaining the
transfer of information in terms of the speaker’s reasoning schemes we follow the
scientific method of investigation as defined by Peirce’s theory of signs (1934). In
interpreting signs, speakers interrelate knowledge and language in a rule-governed and
at the same time creative process. This process is intersubjective in that listeners decode
the sign in the opposite direction from that which speakers take when encoding the sign.
This intersubjective relationship supports Peirce’s claim of the continuity of reference in
the infinite interpretation of sense during the evolution of the word. Thereby the
ubiquity of reasoning consists in intersubjectivising existing knowledge by striving for
new interpretations (Zelinsky-Wibbelt, 2000). In interpreting signs speakers evaluate
the signs extension iconically in a model. In accordance with Johnson-Laird’s (1983)
theory of mental models we think that speakers achieve their semantic representations
in the following way. Proceeding from existing knowledge, the speakers build their
propositional representations from what has been explicitly uttered. Based on the
experience situation, speakers build analogous representations from which they can
infer implicit information (Johnson-Laird, 1983:126f). What is essential for the
cognition of analogy is hierarchy, which is based on hyponymy and meronymy.
Hyponymy corresponds to the Is-A relationship in knowledge representation systems,
which encodes the set inclusion between sub- and superclass. Meronymy corresponds to
the Has-A relationship in knowledge represenatation systems which encodes the
relations between wholes and parts (cf. Cruse, 1986:124). Following Zelinsky-Wibbelt
(2003) we consider that within the hierarchy of humans knowledge hyponymy and
meronymy establish an interface at the basic level of categorization. Within their
hierarchical knowledge representation humans are also most capable of recognizing
analogies at the basic level of categorization (not at subordinate or at superordinate
levels).

How is adequate balance between processing existing knowledge and new
information is achieved? The answer is the principle of relevance. Relevance theory
postulates the general communicative ability by which listeners recognise the relevant
information in a relevant context. The speakers strive at achieving maximal cognitive-
pragmatic effect with minimal cognitive effort. (cf. Sperber&Wilson, 1995; Gutt 1991,
Goatley, 1994; Zelinsky-Wibbelt, 2003)

In accessing new information humans create mental models by proceeding from
existing knowledge. We follow the original schema theories as introduced by Barlett
(1932) & Piaget (1972) as they are still valid in cognitive psychology. In accordance
with Piaget and following Zelinsky-Wibbert (2003) we assume the individuals’ active
information processing, who integrate new information into their existing assimilating
schemata, as long as there is no conflict between existing knowledge and newly
encountered information. As soon as conflict arises the individual evaluates, whether
the respective schema is accommodated in the new information. (cf Beaugrande,
1997:335f) This structural accommodation enables the emergence of new figurative
concepts. (cf Zelinsky-Wibbert, 2003:28)
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3. Pragmatic inference vs. cognitive inference

It is common knowledge that inference is a conclusion drawn from one or more
assumptions. Abductive reasoning was introduced by Ch. Peirce as an empirically
focused procedure for the construction of classes and categories from observed data.
Abductive inference leads to testable hypotheses about the way things are. Data are
correlated on the basis of their similarity or by analogy with some known system,
usually with an eye to the apparent function or relevance with the emerging general
description (Cruse, 2002).

We try to develop the widely recognized hypothesis about the pragmatics as the
chief driving force in the processes of new meaning development. As pointed out by
Bartsch ‘semantic change is possible because the specific linguistic norm including
semantic norms are hypothetical norms, subordinate to the highest norms of
communication (the pragmatic aspect of change)’ (Bartsch, 1998:393).

Being concerned with both cognitive and functional issues of a lexeme we draw
on several strands of research including 1) cognitive studies of the structuring of
semantic domain; 2) pragmatics, especially the pragmatics of the conventionalising of
implicatures (we will call them invited inferences) that arise in language use (Geis,
Zwicky, Grice, Brown & Levinson, Levinson 1995, 2000; Clark 1996); 3) discourse
analysis conceived as the interaction of grammar and use (Hopper and Thompson,
1980).

The term invited inference is borrowed from Geis & Zwicky (1971) but we,
following EI. Traugott, understand invited inferences broader and do not restrict them to
generalized implicatures. The speaker/writer evokes implicatures and invites the
addressee to infer them. We prefer this term over ‘context-induced inferences’ (Heine,
Claudi, Hunnemeyer, 1991). Since the latter term suggests a focus on induced
inferences as interpreters and appears to downplay the active role of speaker/writer who
is actually choreographing the communicative act (cf. Traugott and Dasher, 2002:16).

In thinking about meaning change and especially about invited inferences arising
out of and being exploited in the flow of speech it is useful to build on Levinson (1995)
and following Traugott and Dasher (2002) we distinguish three levels of meaning
relevant to a lexeme:

(i) CODED MEANINGS (SEMANTICS). This is a convention of a language at a
given time.

(i) UTTERANCE-TOKEN MEANINGS. These are invited inferences (I1INs) that
have not been crystallized into commonly used implicatures. They arise in context
‘on the fly’. They may be based in encyclopaedic knowledge, or on the situation at
hand, in which case they are knowledge- or situation-specific.

(iii) UTTERANCE-TYPE MEANINGS. These are generalized invited inferences
(GIINs) which are crystallized invited inferences associated with certain lexemes or
constructions that are specific to a linguistic community (Traugott and Dasher,
2002).

One of the tasks of pragmatics is to analyse the way the features of a wide
pragmatic context are encoded on the level of system (cf. Levinson, 1983). In other
words, pragmatics should study interconnection and interrelations between invited
inferences, generalized invited inferences on the one hand and coded meaning on the
other.
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For the purpose of our analysis we suggest to introduce two types of inference:
pragmatic inference and semantic one. We realise that there exist only one logical
mechanism of inferencing but it can be implemented at two levels: pragmatic and
semantic. Pragmatic inferencing can be viewed as the application of the general
inferential mechanisms of the logic to a particular context for a specific goal. Semantic
inference is the type of inference that is involved in the process of inheritance of
information from the original coded meaning of a word into a new coded meaning of a
word. It goes without saying that we can speak about the parallels between
pragmatic/rhetoric inference and inference at the level of semantic structure.

These parallels can perhaps best be illustrated by examining the structure of
enthymemic inference in rhetoric of Aristotle; that is, the conditions which license
ellipsis in persuasive discourse. Inference is put to use for persuasive discourse, and that
which is persuasive is evaluated only in reference to some specific individual (cf.
Pustejovsky, 2001:236).

The semantic inference will be described in more detail in the next section during
the analysis of the development of new meaning of some English adjectives.

4. Cognitive-pragmatic basis of new meaning development in English adjectives

In this section we will try to analyse the process of conventionalisation of
pragmatic inferences and their semantisation into a new meaning of a lexeme. We will
also try to analyse the changes in the conceptual structure of English adjectives as a
major factor imposing constrains in the meaning ans deviation.

In the process of communication the speaker as if invites the hearer to perform the
operation of inferencing of new nuances of meaning that arise as a result of novel use of
traditional word in new non-typical context. The overall process of conventionalisation
of pragmatic inference and their later semantisation as new coded meanings of a lexeme
has been investigated thoroughly by E. Traugott (1999:96). She introduces a model of
the mechanism by which innovations may arise in the individual and later be propagated
or spread through the community.

Most studies of semantic change focus on the relationship between the original
and the new coded meaning. The aim of such semantic analysis is to define the type of
semantic change (narrowing, widening, metaphor, metonymy, pejoration, ameliation,
enantiosemy). The studies of the role of pragmatic inferencing in semantic change are
deficient.

The meaning M1 of a lexeme L is linked to a conceptual structure C1 of the
original meaning. Meaning M1 represents any meaning that gives rise to invited
inferencing. Speaker/writer exploits individual invited inferences innovatively in
associative stream of speech (UTTERANCE-TOKEN meaning). For individual invited
inference to be semaniticised as a new coded meaning the innovation must be spread
through the community. If speaker/writer innovates and addressee/receiver replicates
this innovation they do so in the role of sp/ws, i.e. as language producers, not as
language perceivers (Traugott and Dasher, 2002:38). In the course of time the
traditional invited inference becomes conventionalised as GIINs (generalized invited
inferences). Later GIINs are semanticised as a new coded meaning M2 with a new
conceptual structure C2 of a lexeme L.
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Let’s consider the development of the new coded meaning of the word
‘aggressive’. How did ‘aggressive’ turned into a good thing? Job advertisements show
employers desperate to find ‘aggressive’ approaches and practise ‘aggressive’ strategies.
In 1908, unhappy with Freud’s emphasis on sex, his disciple Alfred Adler developed the
idea of Aggressionstrieb, the ‘aggression drive’. He meant self-assertion and desire to
achieve. It was in Canada that their precise modern usage first surfaced, as a synonym
for ‘enterprising’ or ‘energetic’. In 1930, an advertisement in a VVancouver newspaper
asked for an ‘aggressive clothing salesmen’. In 1956, a similar ad in Winnipeg
suggested that ‘only aggressive men need apply’ (Morrish, 1999). It took 40 years for
the new pragmatic inference to be conventionalised and generalised to be recorded in
the dictionary as a new coded meaning with its own conceptual structure.

At this stage of our analysis we would like to concentrate on closer
interconnection between pragmatic and cognitive inferencing. We will try to analyse the
mechanism of the cognitive inferencing taking place between the conceptual structure
of the original meaning and the new one (M1(C1) M2(C2)). From the point of view
of cognitive structure we can speak about ad hoc concepts, which can appear via
narrowing or widening. The mechanisms of metaphorical and metonymical transforms
has been explored profoundly for the past few years but the mechanisms of conceptual
narrowing and widening have not been given proper attention. Let me start with the
analysis of the process of conceptual widening (generalization). Schematically it can be
represented in the following way.

X X C

The extensional of the meaning is widened. i.e. the word comes to denote greater
number of referential qualities while the intentional is becoming poorer cf. in logics —
the wider the scope of notion, the poorer is the content.

Let’s take the above mentioned word ‘aggressive’. The original meaning of
‘aggressive’ - ‘disposed to attack others’, from the noun ‘aggression’ — a military term
first found in the seventeenth century and meaning ‘an unprovoked attack’. Both come
from the Medieval Latin verb aggressare, meaning ‘to launch such an action’.

If we compare the original meaning with the new one ‘enterprising, energetic’ we
cannot fail to see that the conceptual feature military has disappeared. The process of
generalization has taken place.

The extensional of the M1 has been widened. At the same time the positive
component has been added to the original meaning. The process of enantiosemy has
taken place (the change of the emotive charge into the opposite).
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The opposite process of conceptual narrowing can be represented by the following
scheme:

The extensional of the concept becomes narrower and the word comes to denote
fewer number of references, the intentional is enriched.

This process can be illustrated by the development of new meaning of a word
“adult” which presents a euphemism for ‘pornographic’ or ‘salacious’. The major
exception to this rule is ‘adult education” which has never been remotely sexy. The first
deviation (individual invited inference) suggesting salacious character of the word
‘adult” was recorded in 1958 in the classifieds of the New Musical Express. Unusual
‘adult photo sets’ appeared a ‘free exciting offer’. For a while the word was used with
inverted commas whenever the sexual implication was intended. Now they are going
and if you open any dictionary of modern English you will find ‘full-grown’ as first
definition of the word ‘adult’ and ‘pornographic’ as its second. So the original meaning
of ‘adult’ dates back to the seventeenth century. It was formed from the Latin word
adolescere meaning ‘to grow’. Originally ‘adult’ referred to ‘physical maturity’. Only in
the twentieth century it came to imply ‘mature attitudes’ or ‘grown-up subject matter’.
What happened as a result of semantisation of the invited inference connected with the
word ‘adult’ is a new coded meaning with narrower extensional. As it is known from
logics the narrower is the scope of concept the richer is the content of it. So the
conceptual structure of new coded meaning C2 has been enriched by the component
‘salacious’ and the negative emotive charge. In this case the narrowing of concept is
accompanied by the process of pejoration. As it is known the main characteristics of
euphemism is the concept of vagueness and it is achieved by the use of hyperonym
instead of hyponym. The main formula of euphemistic concept is: general-for-specific.
A more general term ‘adult’ is used to name one of the qualities, which is normally
associated with the activities of adult people. In fact we can speak here about inference
based on metonymy.

So whenever a new euphemistic meaning is developed we deal with the process of
narrowing of concept accompanied by the process of pejoration. The paradox of
euphemisms consists in the fact that when a new form catches up with a negative
content denoted by the word under taboo, the euphemism loses its vagueness and
becomes a direct name of unpleasant thing. Then a new linguistic form is needed to
cover or soften the negative essence of the thing meant. A new conceptual narrowing is
taking place. Similar narrowing of concept took place in the development of new
meaning of the word ‘cheesy’, which is defined in American dictionaries as ‘shoddy’,
‘insubstantial’ and ‘cheap’. In early and mid-nineteenth-century Britain ‘the cheese’
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meant ‘the very best’ or ‘the right thing’. It comes for the Urdu or Persian chiz, meaning
‘thing’. Hence, ‘the real chiz’ and then ‘the real cheese’. From this, too, comes ‘The Big
Cheese’ and ‘The Cheese’, a 100-year-old expression that lives on (Morrish, 2002). But
as early as 1896 the first negative use of the word ‘cheesy’ - a vague term of
depreciation - was recorded in the USA. That is the time when the first negative
pragmatic inference took place. It took a century for the individual invited inference to
become generalized invited inference. In 1951 W.H.Auden used the word ‘cheesy’ in its
new meaning in his well-known poem. But the actual semantisation of this pragmatic
inference took place in the 1980s when the word became a buzz word on the US
campuses where the fragrant comestible had long been associated with all manner of
bodily functions and by-products (Morrish, 2001:33). In the 21 century this negative
concept of ‘cheese’ has been extended to the term of abuse. So the process of narrowing
has been accompanied by the process of enantiosemy.

5. The analysis of changes in the conceptual structure of adjective big.

Linguistic items map on to a number of concepts in the cognitive network. This
network is built up by conceptual domains, which represent any kind of complex
cognitive structure. Two types of domains are distinguished in cognitive linguistics.
Content domains involve meaning proper, while schematic domains provide the
conceptual representations for specific configurative frames. Both these domains mirror
our perception of the world and both are conceptual in nature. In addition to these
domains, there is an operating system consisting of different modes of construal which
are imposed on the domains. They are not domains, but ways of structuring domains.
They reflect basic cognitive abilities subsumed under five headings: specificity,
background, perspective, scope and prominence. A linguistic expression typically
invokes multiple domains, which characterize various aspects of the profiled entity or
relation. Semantic contrast is due to the actual domains invoked in a particular
expression and to the ranking of prominence among the domains (Langacker 1987: 57,
e.g. roe and caviar, come and go, half empty and half full, explode and explosion, tree
and eucalyptus). In the generative approach to lexical semantics, the domains are
accounted for by levels of representation. Lexical inheritance is concerned with word
meanings in relation to other word meanings in taxonomic hierarchies, and qualias
specify various types of background knowledge associated with word meanings, such as
purpose, function and mode of creation.

Adjectives are content words and as such the content domain is in the foreground.
But adjectives are also configured according to the schematic domain. The property of
gradability belongs in the schematic domain. It forms the conceptual basis for suitable
modes of construal to become operative on the content part of lexical elements.
Boundedness is a high-level schematic domain mode, which is abstract in the sense that
it configures a wide range of different content domains, but at the same time it is highly
concrete in that it is associated with basic experience of countability, aspectuality and
gradability. Aspects based on content domains of various kinds have received attention
in the linguistic literature (Warren 1992, Taylor 1996). But the configurational aspects
have been put at a disadvantage in semantic theorizing in general and in the light of
lexical interpretability, flexibility, indeterminacy and change in particular.
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The conceptual structure of a polysemantic word may be represented as a
macroframe consisting of several frames which are interconnected and form a kind of
radial structure. Let’s examine the conceptual structure of “Big” represented in Figure 1.

Redial conceptual structure of adjective “Big”*

AGE POPULAERITY / 5UCCESS

ir ir

PHYSICAL SIZE > DEGREE [ DMPORTANCE

i 4

INFLUEMNCE

AMBITION [ > EXTENSIVE ACTIVITY > GENEROSITY

U I

ARROGANCE ENTHUSIASM

Figure 1

The prototypical meaning of big is of “considerable size or extent”.

When we come across the phrases: big cuts in staff, or big hazel eyes the frame of
size is evoked in the speaker’s mind.

Closely related DEGREE frame of big which can also be regarded as prototypical.

(1) There could soon be a big increase in unemployment.

Another extension from the prototypical meaning of big may the IMPORTANCE
frame.

(2) He is a big noise in the organization.

The frames of SIZE, DEGREE and IMPORTANCE are connected by
metaphorical projection (something of a considerable size or degree is important).

The IMPORTANCE frame has been extended to the frame of INFLUENCE. The
conceptual domain of SIZE is directly mapped onto the conceptual domain of
IMPORTANCE. The IMPORTANCE frame is also extended by the way of
metonymical projection to the POPULARITY/SUCCESS frame.

(3) A lot of big names showed up at the gallery opening.

! Some elements of the scheme are borrowed from MIKOEAJSKI (MIKOLAJSKI 2007: 36)
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For the past few years a number of new meanings have been added to the existing
ones which correlate with new frames in the conceptual structure of big. In the 1970s a
new meaning appeared “to be enthusiastic about smth, be a great fan or admirer of”.

(4) That company is big on research.

(5) 1 am very big on Goldwater (Nelson Rockefeller has been saying). We have
been good friends over the years with a few unfortunate hiatuses. (National
Review. 5/23/75 p. 544) cp.

(6) She said, I have just been at Macy’s. I have been going to Macy’s every day
for the last two weeks. | am very big on Macy’s (New Yorker 5/16/77 p. 86
(1968).

This new meaning is embedded into the frame of ENTHUSIASM which is closely
connected with the frame of GENEROSITY (normally accompanied by frame of
IRONY):

(7) ’'m inclined to take pity on you. That’s big of you!
(8) A whole 5 pound! That was very big of her, | must say!

The two new frames represent a subordinate level of hierarchial structure of the
macroframe of adjective big. The frames of EXTENSIVE ACTIVITY, AMBITION and
ARROGANCE belong to the same subordinate level in the structure of the adjective.
They are closely interconnected by way of metaphorical and metonymical projection
and they overlap.

The frame of ARROGANCE is a relatively new emergent structure.

(9) George is such a show-off. He likes acting big sometime.

When a word is used in a discourse a particular frame of its conceptual structure is

activated.

6. Conclusion

In the present paper we tried to explore the conceptual basis of semantic changes
in present day English. We build on the interplay between creativity and conventionality
in the process of new meaning creation. We tried to show that the new meaning of a
word originates from the creative non-typical novel use of a traditional word in a non-
typical linguistic environment. Three types of deviation have been analysed: pragmatic,
semantic and cognitive. For the pragmatic invited inference to become semanticised as a
new coded meaning it has to go through the process of conventionalisation, which
normally lasts from twenty to one hundred years.

It was essential for the purposes of our analysis to distinguish between two types
of linguistic inferences: pragmatic and cognitive. The former has to do with a context of
a situation; the latter — with the changes in the conceptual structures of the original and
new coded meanings. We tried to shed some light on the process of concept-narrowing
and concept extension underlying the mechanisms of semantic changes. So the paper
illustrates how inference actually becomes new reference as a result of intricate
interplay between creativity and conventionality. Inference is always creative, reference
is always conventional. We have tried to show that the conceptual structure of a
polysemantic word is the major factor imposing constrains on deviation and meaning
variation. The conceptual structure of a polysemantic word may be represented as a
macroframe consisting of several frames which form a kind of radial structure. The
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frames are interconnected with each other by way of metonymical and metaphorical
projection as well as by extension through conceptual widening and narrowing.
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Abstract

In this paper we explore the cognitive basis of new meanings development in English in the
process of semantic change. The paper investigates how individual sense alterations that arise
from deviations in the words use in a novel context are developing into a hew meaning of a
lexeme. We concentrate on the analysis of the conceptual structure of a word as the major factor
imposing constraints on deviation and meaning variation. The conceptual structure of a
polysemantic word may be represented as a macroframe consisting of several frames which are
interconnected and form a kind of radial structure.

Keywords: conceptual structure, frame, pragmatic inference, semantics, new meaning.

1. Introduction

The paper focuses on the interrelation of language use with linguistic structure and
underlying conceptual structure. We proceed from the assumption that new meaning
development involves both cognitive and functional issues. In fact when any new
meaning is formed we deal with three types of deviation: semantic (”’sign - referent”
relation), pragmatic (”sign - user” relation) and cognitive (relations between conceptual
structures of original and new meanings). The first step in the development of a new
meaning is the deviation in sign - user” relation. The new meaning of a word appears
as a result of instantaneous deviation in individual use in the new linguistic environment.
The speaker invites the hearer to infer the new nuances of meaning. The hearer makes a
cognitive effort to infer the new shades of meaning, which the word develops due to the
unusual use. The individual pragmatic inference in the course of time becomes salient in
the speaking community, it is shared and adapted by more that one speaker and
becomes conventionalised (generalised) invited inference with strengthened pragmatic
impact (Traugott and Dasher, 2002). And at a later stage generalized pragmatic
inference is semanticised into a new coded meaning of a word.

In other words we try to analyse how novel individual pragmatic inferences,
which present a kind of implicature, are developing into a new meaning of lexeme. The
conceptual structure of a lexeme is represented by redial hierarchial structure consisting
of several interconnected frames. We concentrate on the metonymical and metaphorical
relations between the frames.

2. Analogy and relevance
Analogy is the principle in the transfer of information, which keeps the

communication going through the continuity of reference (cf Zelinsky — Wibbelt,
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2000:34; Beaugrande and Dressler, 1981:80; Boyd, 1993:505). By explaining the
transfer of information in terms of the speaker’s reasoning schemes we follow the
scientific method of investigation as defined by Peirce’s theory of signs (1934). In
interpreting signs, speakers interrelate knowledge and language in a rule-governed and
at the same time creative process. This process is intersubjective in that listeners decode
the sign in the opposite direction from that which speakers take when encoding the sign.
This intersubjective relationship supports Peirce’s claim of the continuity of reference in
the infinite interpretation of sense during the evolution of the word. Thereby the
ubiquity of reasoning consists in intersubjectivising existing knowledge by striving for
new interpretations (Zelinsky-Wibbelt, 2000). In interpreting signs speakers evaluate
the signs extension iconically in a model. In accordance with Johnson-Laird’s (1983)
theory of mental models we think that speakers achieve their semantic representations
in the following way. Proceeding from existing knowledge, the speakers build their
propositional representations from what has been explicitly uttered. Based on the
experience situation, speakers build analogous representations from which they can
infer implicit information (Johnson-Laird, 1983:126f). What is essential for the
cognition of analogy is hierarchy, which is based on hyponymy and meronymy.
Hyponymy corresponds to the Is-A relationship in knowledge representation systems,
which encodes the set inclusion between sub- and superclass. Meronymy corresponds to
the Has-A relationship in knowledge represenatation systems which encodes the
relations between wholes and parts (cf. Cruse, 1986:124). Following Zelinsky-Wibbelt
(2003) we consider that within the hierarchy of humans knowledge hyponymy and
meronymy establish an interface at the basic level of categorization. Within their
hierarchical knowledge representation humans are also most capable of recognizing
analogies at the basic level of categorization (not at subordinate or at superordinate
levels).

How is adequate balance between processing existing knowledge and new
information is achieved? The answer is the principle of relevance. Relevance theory
postulates the general communicative ability by which listeners recognise the relevant
information in a relevant context. The speakers strive at achieving maximal cognitive-
pragmatic effect with minimal cognitive effort. (cf. Sperber&Wilson, 1995; Gutt 1991,
Goatley, 1994; Zelinsky-Wibbelt, 2003)

In accessing new information humans create mental models by proceeding from
existing knowledge. We follow the original schema theories as introduced by Barlett
(1932) & Piaget (1972) as they are still valid in cognitive psychology. In accordance
with Piaget and following Zelinsky-Wibbert (2003) we assume the individuals’ active
information processing, who integrate new information into their existing assimilating
schemata, as long as there is no conflict between existing knowledge and newly
encountered information. As soon as conflict arises the individual evaluates, whether
the respective schema is accommodated in the new information. (cf Beaugrande,
1997:335f) This structural accommodation enables the emergence of new figurative
concepts. (cf Zelinsky-Wibbert, 2003:28)
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3. Pragmatic inference vs. cognitive inference

It is common knowledge that inference is a conclusion drawn from one or more
assumptions. Abductive reasoning was introduced by Ch. Peirce as an empirically
focused procedure for the construction of classes and categories from observed data.
Abductive inference leads to testable hypotheses about the way things are. Data are
correlated on the basis of their similarity or by analogy with some known system,
usually with an eye to the apparent function or relevance with the emerging general
description (Cruse, 2002).

We try to develop the widely recognized hypothesis about the pragmatics as the
chief driving force in the processes of new meaning development. As pointed out by
Bartsch ‘semantic change is possible because the specific linguistic norm including
semantic norms are hypothetical norms, subordinate to the highest norms of
communication (the pragmatic aspect of change)’ (Bartsch, 1998:393).

Being concerned with both cognitive and functional issues of a lexeme we draw
on several strands of research including 1) cognitive studies of the structuring of
semantic domain; 2) pragmatics, especially the pragmatics of the conventionalising of
implicatures (we will call them invited inferences) that arise in language use (Geis,
Zwicky, Grice, Brown & Levinson, Levinson 1995, 2000; Clark 1996); 3) discourse
analysis conceived as the interaction of grammar and use (Hopper and Thompson,
1980).

The term invited inference is borrowed from Geis & Zwicky (1971) but we,
following EI. Traugott, understand invited inferences broader and do not restrict them to
generalized implicatures. The speaker/writer evokes implicatures and invites the
addressee to infer them. We prefer this term over ‘context-induced inferences’ (Heine,
Claudi, Hunnemeyer, 1991). Since the latter term suggests a focus on induced
inferences as interpreters and appears to downplay the active role of speaker/writer who
is actually choreographing the communicative act (cf. Traugott and Dasher, 2002:16).

In thinking about meaning change and especially about invited inferences arising
out of and being exploited in the flow of speech it is useful to build on Levinson (1995)
and following Traugott and Dasher (2002) we distinguish three levels of meaning
relevant to a lexeme:

(i) CODED MEANINGS (SEMANTICS). This is a convention of a language at a
given time.

(i) UTTERANCE-TOKEN MEANINGS. These are invited inferences (I1INs) that
have not been crystallized into commonly used implicatures. They arise in context
‘on the fly’. They may be based in encyclopaedic knowledge, or on the situation at
hand, in which case they are knowledge- or situation-specific.

(iii) UTTERANCE-TYPE MEANINGS. These are generalized invited inferences
(GIINs) which are crystallized invited inferences associated with certain lexemes or
constructions that are specific to a linguistic community (Traugott and Dasher,
2002).

One of the tasks of pragmatics is to analyse the way the features of a wide
pragmatic context are encoded on the level of system (cf. Levinson, 1983). In other
words, pragmatics should study interconnection and interrelations between invited
inferences, generalized invited inferences on the one hand and coded meaning on the
other.
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For the purpose of our analysis we suggest to introduce two types of inference:
pragmatic inference and semantic one. We realise that there exist only one logical
mechanism of inferencing but it can be implemented at two levels: pragmatic and
semantic. Pragmatic inferencing can be viewed as the application of the general
inferential mechanisms of the logic to a particular context for a specific goal. Semantic
inference is the type of inference that is involved in the process of inheritance of
information from the original coded meaning of a word into a new coded meaning of a
word. It goes without saying that we can speak about the parallels between
pragmatic/rhetoric inference and inference at the level of semantic structure.

These parallels can perhaps best be illustrated by examining the structure of
enthymemic inference in rhetoric of Aristotle; that is, the conditions which license
ellipsis in persuasive discourse. Inference is put to use for persuasive discourse, and that
which is persuasive is evaluated only in reference to some specific individual (cf.
Pustejovsky, 2001:236).

The semantic inference will be described in more detail in the next section during
the analysis of the development of new meaning of some English adjectives.

4. Cognitive-pragmatic basis of new meaning development in English adjectives

In this section we will try to analyse the process of conventionalisation of
pragmatic inferences and their semantisation into a new meaning of a lexeme. We will
also try to analyse the changes in the conceptual structure of English adjectives as a
major factor imposing constrains in the meaning ans deviation.

In the process of communication the speaker as if invites the hearer to perform the
operation of inferencing of new nuances of meaning that arise as a result of novel use of
traditional word in new non-typical context. The overall process of conventionalisation
of pragmatic inference and their later semantisation as new coded meanings of a lexeme
has been investigated thoroughly by E. Traugott (1999:96). She introduces a model of
the mechanism by which innovations may arise in the individual and later be propagated
or spread through the community.

Most studies of semantic change focus on the relationship between the original
and the new coded meaning. The aim of such semantic analysis is to define the type of
semantic change (narrowing, widening, metaphor, metonymy, pejoration, ameliation,
enantiosemy). The studies of the role of pragmatic inferencing in semantic change are
deficient.

The meaning M1 of a lexeme L is linked to a conceptual structure C1 of the
original meaning. Meaning M1 represents any meaning that gives rise to invited
inferencing. Speaker/writer exploits individual invited inferences innovatively in
associative stream of speech (UTTERANCE-TOKEN meaning). For individual invited
inference to be semaniticised as a new coded meaning the innovation must be spread
through the community. If speaker/writer innovates and addressee/receiver replicates
this innovation they do so in the role of sp/ws, i.e. as language producers, not as
language perceivers (Traugott and Dasher, 2002:38). In the course of time the
traditional invited inference becomes conventionalised as GIINs (generalized invited
inferences). Later GIINs are semanticised as a new coded meaning M2 with a new
conceptual structure C2 of a lexeme L.
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Let’s consider the development of the new coded meaning of the word
‘aggressive’. How did ‘aggressive’ turned into a good thing? Job advertisements show
employers desperate to find ‘aggressive’ approaches and practise ‘aggressive’ strategies.
In 1908, unhappy with Freud’s emphasis on sex, his disciple Alfred Adler developed the
idea of Aggressionstrieb, the ‘aggression drive’. He meant self-assertion and desire to
achieve. It was in Canada that their precise modern usage first surfaced, as a synonym
for ‘enterprising’ or ‘energetic’. In 1930, an advertisement in a VVancouver newspaper
asked for an ‘aggressive clothing salesmen’. In 1956, a similar ad in Winnipeg
suggested that ‘only aggressive men need apply’ (Morrish, 1999). It took 40 years for
the new pragmatic inference to be conventionalised and generalised to be recorded in
the dictionary as a new coded meaning with its own conceptual structure.

At this stage of our analysis we would like to concentrate on closer
interconnection between pragmatic and cognitive inferencing. We will try to analyse the
mechanism of the cognitive inferencing taking place between the conceptual structure
of the original meaning and the new one (M1(C1) M2(C2)). From the point of view
of cognitive structure we can speak about ad hoc concepts, which can appear via
narrowing or widening. The mechanisms of metaphorical and metonymical transforms
has been explored profoundly for the past few years but the mechanisms of conceptual
narrowing and widening have not been given proper attention. Let me start with the
analysis of the process of conceptual widening (generalization). Schematically it can be
represented in the following way.

X X C

The extensional of the meaning is widened. i.e. the word comes to denote greater
number of referential qualities while the intentional is becoming poorer cf. in logics —
the wider the scope of notion, the poorer is the content.

Let’s take the above mentioned word ‘aggressive’. The original meaning of
‘aggressive’ - ‘disposed to attack others’, from the noun ‘aggression’ — a military term
first found in the seventeenth century and meaning ‘an unprovoked attack’. Both come
from the Medieval Latin verb aggressare, meaning ‘to launch such an action’.

If we compare the original meaning with the new one ‘enterprising, energetic’ we
cannot fail to see that the conceptual feature military has disappeared. The process of
generalization has taken place.

The extensional of the M1 has been widened. At the same time the positive
component has been added to the original meaning. The process of enantiosemy has
taken place (the change of the emotive charge into the opposite).
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The opposite process of conceptual narrowing can be represented by the following
scheme:

The extensional of the concept becomes narrower and the word comes to denote
fewer number of references, the intentional is enriched.

This process can be illustrated by the development of new meaning of a word
“adult” which presents a euphemism for ‘pornographic’ or ‘salacious’. The major
exception to this rule is ‘adult education” which has never been remotely sexy. The first
deviation (individual invited inference) suggesting salacious character of the word
‘adult” was recorded in 1958 in the classifieds of the New Musical Express. Unusual
‘adult photo sets’ appeared a ‘free exciting offer’. For a while the word was used with
inverted commas whenever the sexual implication was intended. Now they are going
and if you open any dictionary of modern English you will find ‘full-grown’ as first
definition of the word ‘adult’ and ‘pornographic’ as its second. So the original meaning
of ‘adult’ dates back to the seventeenth century. It was formed from the Latin word
adolescere meaning ‘to grow’. Originally ‘adult’ referred to ‘physical maturity’. Only in
the twentieth century it came to imply ‘mature attitudes’ or ‘grown-up subject matter’.
What happened as a result of semantisation of the invited inference connected with the
word ‘adult’ is a new coded meaning with narrower extensional. As it is known from
logics the narrower is the scope of concept the richer is the content of it. So the
conceptual structure of new coded meaning C2 has been enriched by the component
‘salacious’ and the negative emotive charge. In this case the narrowing of concept is
accompanied by the process of pejoration. As it is known the main characteristics of
euphemism is the concept of vagueness and it is achieved by the use of hyperonym
instead of hyponym. The main formula of euphemistic concept is: general-for-specific.
A more general term ‘adult’ is used to name one of the qualities, which is normally
associated with the activities of adult people. In fact we can speak here about inference
based on metonymy.

So whenever a new euphemistic meaning is developed we deal with the process of
narrowing of concept accompanied by the process of pejoration. The paradox of
euphemisms consists in the fact that when a new form catches up with a negative
content denoted by the word under taboo, the euphemism loses its vagueness and
becomes a direct name of unpleasant thing. Then a new linguistic form is needed to
cover or soften the negative essence of the thing meant. A new conceptual narrowing is
taking place. Similar narrowing of concept took place in the development of new
meaning of the word ‘cheesy’, which is defined in American dictionaries as ‘shoddy’,
‘insubstantial’ and ‘cheap’. In early and mid-nineteenth-century Britain ‘the cheese’
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meant ‘the very best’ or ‘the right thing’. It comes for the Urdu or Persian chiz, meaning
‘thing’. Hence, ‘the real chiz’ and then ‘the real cheese’. From this, too, comes ‘The Big
Cheese’ and ‘The Cheese’, a 100-year-old expression that lives on (Morrish, 2002). But
as early as 1896 the first negative use of the word ‘cheesy’ - a vague term of
depreciation - was recorded in the USA. That is the time when the first negative
pragmatic inference took place. It took a century for the individual invited inference to
become generalized invited inference. In 1951 W.H.Auden used the word ‘cheesy’ in its
new meaning in his well-known poem. But the actual semantisation of this pragmatic
inference took place in the 1980s when the word became a buzz word on the US
campuses where the fragrant comestible had long been associated with all manner of
bodily functions and by-products (Morrish, 2001:33). In the 21 century this negative
concept of ‘cheese’ has been extended to the term of abuse. So the process of narrowing
has been accompanied by the process of enantiosemy.

5. The analysis of changes in the conceptual structure of adjective big.

Linguistic items map on to a number of concepts in the cognitive network. This
network is built up by conceptual domains, which represent any kind of complex
cognitive structure. Two types of domains are distinguished in cognitive linguistics.
Content domains involve meaning proper, while schematic domains provide the
conceptual representations for specific configurative frames. Both these domains mirror
our perception of the world and both are conceptual in nature. In addition to these
domains, there is an operating system consisting of different modes of construal which
are imposed on the domains. They are not domains, but ways of structuring domains.
They reflect basic cognitive abilities subsumed under five headings: specificity,
background, perspective, scope and prominence. A linguistic expression typically
invokes multiple domains, which characterize various aspects of the profiled entity or
relation. Semantic contrast is due to the actual domains invoked in a particular
expression and to the ranking of prominence among the domains (Langacker 1987: 57,
e.g. roe and caviar, come and go, half empty and half full, explode and explosion, tree
and eucalyptus). In the generative approach to lexical semantics, the domains are
accounted for by levels of representation. Lexical inheritance is concerned with word
meanings in relation to other word meanings in taxonomic hierarchies, and qualias
specify various types of background knowledge associated with word meanings, such as
purpose, function and mode of creation.

Adjectives are content words and as such the content domain is in the foreground.
But adjectives are also configured according to the schematic domain. The property of
gradability belongs in the schematic domain. It forms the conceptual basis for suitable
modes of construal to become operative on the content part of lexical elements.
Boundedness is a high-level schematic domain mode, which is abstract in the sense that
it configures a wide range of different content domains, but at the same time it is highly
concrete in that it is associated with basic experience of countability, aspectuality and
gradability. Aspects based on content domains of various kinds have received attention
in the linguistic literature (Warren 1992, Taylor 1996). But the configurational aspects
have been put at a disadvantage in semantic theorizing in general and in the light of
lexical interpretability, flexibility, indeterminacy and change in particular.
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The conceptual structure of a polysemantic word may be represented as a
macroframe consisting of several frames which are interconnected and form a kind of
radial structure. Let’s examine the conceptual structure of “Big” represented in Figure 1.

Redial conceptual structure of adjective “Big”*

AGE POPULAERITY / 5UCCESS

ir ir

PHYSICAL SIZE > DEGREE [ DMPORTANCE

i 4

INFLUEMNCE

AMBITION [ > EXTENSIVE ACTIVITY > GENEROSITY

U I

ARROGANCE ENTHUSIASM

Figure 1

The prototypical meaning of big is of “considerable size or extent”.

When we come across the phrases: big cuts in staff, or big hazel eyes the frame of
size is evoked in the speaker’s mind.

Closely related DEGREE frame of big which can also be regarded as prototypical.

(1) There could soon be a big increase in unemployment.

Another extension from the prototypical meaning of big may the IMPORTANCE
frame.

(2) He is a big noise in the organization.

The frames of SIZE, DEGREE and IMPORTANCE are connected by
metaphorical projection (something of a considerable size or degree is important).

The IMPORTANCE frame has been extended to the frame of INFLUENCE. The
conceptual domain of SIZE is directly mapped onto the conceptual domain of
IMPORTANCE. The IMPORTANCE frame is also extended by the way of
metonymical projection to the POPULARITY/SUCCESS frame.

(3) A lot of big names showed up at the gallery opening.

! Some elements of the scheme are borrowed from MIKOEAJSKI (MIKOLAJSKI 2007: 36)
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For the past few years a number of new meanings have been added to the existing
ones which correlate with new frames in the conceptual structure of big. In the 1970s a
new meaning appeared “to be enthusiastic about smth, be a great fan or admirer of”.

(4) That company is big on research.

(5) 1 am very big on Goldwater (Nelson Rockefeller has been saying). We have
been good friends over the years with a few unfortunate hiatuses. (National
Review. 5/23/75 p. 544) cp.

(6) She said, I have just been at Macy’s. I have been going to Macy’s every day
for the last two weeks. | am very big on Macy’s (New Yorker 5/16/77 p. 86
(1968).

This new meaning is embedded into the frame of ENTHUSIASM which is closely
connected with the frame of GENEROSITY (normally accompanied by frame of
IRONY):

(7) ’'m inclined to take pity on you. That’s big of you!
(8) A whole 5 pound! That was very big of her, | must say!

The two new frames represent a subordinate level of hierarchial structure of the
macroframe of adjective big. The frames of EXTENSIVE ACTIVITY, AMBITION and
ARROGANCE belong to the same subordinate level in the structure of the adjective.
They are closely interconnected by way of metaphorical and metonymical projection
and they overlap.

The frame of ARROGANCE is a relatively new emergent structure.

(9) George is such a show-off. He likes acting big sometime.

When a word is used in a discourse a particular frame of its conceptual structure is

activated.

6. Conclusion

In the present paper we tried to explore the conceptual basis of semantic changes
in present day English. We build on the interplay between creativity and conventionality
in the process of new meaning creation. We tried to show that the new meaning of a
word originates from the creative non-typical novel use of a traditional word in a non-
typical linguistic environment. Three types of deviation have been analysed: pragmatic,
semantic and cognitive. For the pragmatic invited inference to become semanticised as a
new coded meaning it has to go through the process of conventionalisation, which
normally lasts from twenty to one hundred years.

It was essential for the purposes of our analysis to distinguish between two types
of linguistic inferences: pragmatic and cognitive. The former has to do with a context of
a situation; the latter — with the changes in the conceptual structures of the original and
new coded meanings. We tried to shed some light on the process of concept-narrowing
and concept extension underlying the mechanisms of semantic changes. So the paper
illustrates how inference actually becomes new reference as a result of intricate
interplay between creativity and conventionality. Inference is always creative, reference
is always conventional. We have tried to show that the conceptual structure of a
polysemantic word is the major factor imposing constrains on deviation and meaning
variation. The conceptual structure of a polysemantic word may be represented as a
macroframe consisting of several frames which form a kind of radial structure. The
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frames are interconnected with each other by way of metonymical and metaphorical
projection as well as by extension through conceptual widening and narrowing.
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