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This presentation is dedicated to two extremely low-resource languages from typologically
distant language families: Alsatian, a group of Germanic dialects spoken in Northeastern France and
Dagur, a Mongolic language mostly used in Northeast China. Both Alsatian and Dagur are characterized
by the absence of a unified spelling system and the small size of available corpora manually annotated
with part-of-speech (POS) tags.

We address the question of whether automatic POS tagging is feasible for Alsatian and Dagur
when working with multilingual models fine-tuned for POS tagging (De Marneffe et al. 2021) on the
Universal Dependencies (UD) corpora by de Vries et al. (2022). Our goal is to assess the potential for
transfer learning from other related and unrelated languages and to identify the settings and data
transformations that perform best.

The corpora used in this work are an Alsatian corpus comprising 12,582 tokens in Latin script
(Bernhard et al. 2018) and a Dagur corpus comprising 4,502 tokens in Cyrillic (Dolinska and Bernhard
2024). Both have been manually annotated with UD POS tags. We carried out a comparison of several
different zero-shot methodologies for automatic POS tagging and investigated the effects of linguistic
proximity with the source language used for training (language family and script), as well as spelling
variation reduction techniques.

For Alsatian, we used several procedures based on bilingual German-Alsatian lexicons to
transpose Alsatian lexical items into their German translation, taking advantage of the proximity
between the Alsatian dialects and German. We found that these simple transformations had a large
positive impact on POS tagging accuracy, without the need to retrain the models. In contrast to
Alsatian, none of the models by de Vries et al. (2022) were trained on a language from the same
linguistic family. We therefore trained other models in order to include Buryat, which is currently the
only Mongolic language represented in UD corpora (Badmaeva and Tyers 2017, and Badmaeva and
Tyers 2023). This resulted in three different zero-shot settings: (1) models trained on an unrelated
language, (2) a model trained on the related Buryat language and (3) a combination of training on an
unrelated language + Buryat. We observed the best performance by training on Buryat, while Uyghur
and Turkish are among the best performing unrelated languages. This confirms that the linguistic
proximity of languages belonging either to the same family or to closely related families has a positive
effect on performance.
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