Linguistic Complexity Through Form-Meaning Pairings:
An Information Theoretical Approach to Equi-Complexity of Language

This research tackles the question: “Are all languages equally complex?” The research considers
not only the formal aspects of language but also semantics, using an information-theoretical
approach. Although the above question, referring to the equi-complexity of all languages, has been
understood by linguists for a long time, the concept of equi-complicity still has to be verified. One
of the main reasons the question has not been answered is that there is no common or overall
method to measure the complexity of languages. This study seeks to measure the overall
complexity of languages by measuring the unpredictability of what meaning a certain form
represents in a certain context.

To compare the complexity of languages, computational linguists usually employ Shannon’s
entropy (Shannon, 1948). For instance, comparing the entropy rates and unigram entropy of words
from more than 1,000 languages, Bentz et al. (2017) demonstrated that word entropies occupy a
relatively narrow range, due to both word learnability and word expressivity. One of the limitations
of this research is that it only considered formal aspects, but not semantics, because of the difficulty
of using a computational approach for semantic aspects. In contrast to previous studies, this
research considers a language as a set of form-meaning pairings, which requires dealing
computationally with semantics. One of the major approaches for this is word embedding, in which
the meanings of words are embedded in a multi-dimensional vector space based on computational
processing.

This research estimates to how many meanings each form corresponds by clustering the
embeddings. Based on that, the Shannon entropy, a metric quantifying the average unpredictability
associated with discerning the intended meaning of a given form, is calculated using the formula:

n
H = Zp(xi) log, p(x;),
i=1

where H denotes the entropy of a form encompassing n distinct meanings, with p(x;) representing

the probability of the ith meaning.

A pilot study compared the entropies of words from 10 languages (Chinese, Czech, English,
French, German, Greek, Hebrew, Japanese, Russian and Spanish), using a pre-trained embedding
model (Che et al., 2018), embeddings from language models (ELMo; Peters et al., 2018). The pilot
study demonstrated that words in these 10 languages represent approximately one or two meanings
on average, suggesting these languages have a similar distribution of form-meaning
correspondence. In a follow-up survey, this research uses byte pair encoding (BPE; Gage, 1994)
as a unit of form, to find a more applicable unit for every language.
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