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This work focuses on the mathematical and computational study of linguistic complexity, a research 

area that has undergone a remarkable shift in recent decades. From an initial denial of the possibility 

of its measurement, supported by an equicomplexity perspective in the 20th century, there has been 

a  growing  interest  in quantifying  and  comparing  complexity  among natural  languages  in  the  21st 

century.  In fact, the number of papers published  in recent years on complexity both  in the field of 

theoretical and applied  linguistics highlights  the  interest  in  finding a method  to calculate  linguistic 

complexity  and  in  trying  to  answer  the  question  of whether  all  languages  are  equal  in  terms  of 

complexity or,  if on the contrary, they differ  in their  levels of complexity (Baechler and Seiler 2016; 

Baerman et al. 2015; Coloma 2017; Conti 2018; Di Domenico 2017 ; Kortman and Szmrecsanyi 2012; 

La Mantia et al. 2017; McWhorter 2012; Newmeyer and Preston 2014; Ortega and ZhaoHong 2017). 

The examination of linguistic complexity is crucial in linguistics, shedding light on how languages vary 

in learning and processing. Computing has facilitated significant advances in this field, enabling large‐

scale  analyses  and model  development. However,  this  transformation  also  poses  theoretical  and 

methodological questions that require careful consideration. Understanding both the advantages and 

disadvantages of computation in this context is crucial. This work aims to identify and critically evaluate 

key  advantages  of  using  computation  in  linguistic  complexity  analysis,  explore  associated 

disadvantages and limitations, including biases and data dependency, showcase instances illustrating 

how  computation has  enhanced our understanding of  linguistic  complexity,  and provide  concrete 

recommendations to address limitations and maximize the benefits of computation in this dynamically 

evolving field. 

We will present different mathematical and computational models to calculate linguistic complexity 

based  on machine  learning  tools  and  grammar  frameworks  such  as Womb  Grammars  (Dahl  and 

Miralles 2012). We will show how computation can enhance our understanding of linguistic complexity 

in  diverse  contexts.  Moreover,  we  will  provide  insights  into  the  advantages  and  challenges  of 

computational approaches  in  linguistic complexity analysis, highlighting how computational models 

have opened new perspectives in language complexity computation. Our study aims to contribute to 

a better understanding of  the  capability of  computation  for  large‐scale  analyses while  fostering  a 

clearer awareness of computational  limitations. As a result, this work will contribute to highlighting 

the  importance  of  linguistic  complexity  analysis  and  its  relevance  in  current  linguistic  research, 

challenging the dogma of equicomplexity among  languages by providing mathematical models that 

enable the calculation of the relative complexity of languages. 
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