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Non-verbal other repair is rare by comparison with verbal repair and, in part, due to this understudied
(though see Kimbara, 2006; Healey et al., 2015; Hough et al., 2015; Mazzocconi et al., 2018a; Ginzburg
and Lücking, 2021). Thus, while the frequency of verbal clarification questions ranges from 3–7% in
adult-adult corpora (Ginzburg, 2012), the frequency of such questions with respect to laughter is less
than 0.04% of all the laughs produced (Mazzocconi et al., 2018b) (we are not aware of corresponding
estimates for manual gestures). Nonetheless, it can and does occur in manual gesture, laughter, motor
skill coaching (and a variety of other cases):

(1) a. A: I think this should be [ ] staircases. B: [spiral gesture]? A: A spiral staircase.
(Based on example from SaGA Corpus, Lücking et al., 2013)

b. A: I hear you’re busy ⟨laughter⟩ [= little giggle]. B: ⟨laughter⟩? (= low arousal laughter with
rising contour). (Attested example from Ginzburg and Lücking, 2021)

c. Coach: feet further apart [moves feet]. Coachee: [moves feet and looks at coach with raised
eyebrows]. Coach: exactly a bit further apart. (Based on Hough et al., 2015)

Our aim in this paper is to explicate the potential formultimodal clarification and posit constructions
that enable its formal description. We build on an account of verbal clarification interaction in Purver
(2006); Ginzburg (2012) and of multimodal representation in Lücking and Ginzburg (2023).

Our basic claims will be the following:

• As far as confirmation clarification questions (Did you mean …) go: a gestural source allows for
verbal clarificationquestions and equally a gestural source allows for verbal clarificationquestions.

• For intended content clarification questions (What do you mean …), formal parallelism is re-
quired: a verbal (gestural) requires a verbal (gestural) clarificationquestion (though accompanying
gestural/verbal material is possible)

• Gestures that constitute demonstrations (= main content, in scope of like this, instructions, …) or
contribute to compositional content give rise to clarification, whereas those that merely accom-
pany speech (e.g., beats) do not.

We will show that dialogical rules posited for speech are sufficient to explicate the potential for ges-
tural clarification questions, in particular the lack of clarification potential for beats. Similarly, assuming
multimodal semantic composition rules (Lücking and Ginzburg, 2023), existing rules for generating con-
firmation clarification questions scale up directly to enable gestural confirmation questions. However,
generating intended content clarification questions requires a novel multimodal notion of formal paral-
lelism, which we formulate.
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