We introduce PRODIS, a speech corpus which has been constructed to close a
conspicuous gap existing in current language resources for Polish. PRODIS aims to
be the first large, publicly available Polish speech corpus of excellent acoustic quality.
The design is 50 speakers, 30 hours of read and conversational speech, specific tasks
include reading (Wikipedia entires), experimental reading (a prosodic production task)
and a spontaneous dialogue. The most recent and largest database for Polish,
SpokesBiz (Pezik et al. 2023), remedies the neglects on the infrastructure scene by
providing a database of 590 speakers and 650 hours with a manually verified
transcription and ASR. SpokesBiz in its current version does not yet include phonemic
alignment and the Presentation part contains recordings done via MS Teams,
representing academic discourse.

Prodis will be a useful resource for phonetic studies and speech technology
applications due to a number of unique features:

1) application of Automatic Speech recognition (ASR, Whisper Al) to proces the
recordings

2) Manual verification of ASR generated orthographic transcripts

3) phonemic alignment using WebMAUS (Schiel et al. 2024); we have used
WebMAUS instead of Montreal Forced alignment due to the pipeline which does
not require to cut the files

4) Manual verification of forced alignment

5) Nearly automated (90 per cent) speech processing

Moreover, PRODIS offers a phoneme level Polish language model based on Nano
GPT architecture by Karpathy (2023) and trained on Wikipedia texts. We trained the
language model on machine-readable phoneme transcriptions (X-SAMPA) of the
OSCAR-Mini text database. The OSCAR-Mini data was transcribed using an X-
SAMPA inventory identical to the one used by the WebMaus aligner - assuring
compatibility with speech alignment labels. The language model extracts and analyzes
acoustic estimates of contextual predictability which is our research objective. This
way, PRODIS provides a tool for measuring surprisal (Jaeger et al. 2017, Aylett and
Turk, 2006, Malisz et al. 2018, Turnbull et al. 2015) and, in future, may calculate other
estimates of predictability in speech.

PRODIS is not just another speech database as it incorporates a state-of-the-art, freely
available tools (such as a phoneme-based langauge model, a phonemizer, a character
tokenizer) enabling database expansion or adaptation to additional languages.
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Figure 1: PRODIS: database design, speech processing and language modeling
pipelines. The magnifying glass symbolises manual evaluation processes.
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